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Abstract: Opportunistic ad hoc networks are characterized by intermittent and infrastructure-less
connectivity among mobile nodes. Because of the lack of up-to-date network topology information
and frequent link failures, geographic routing utilizes location information and adopts the store–
carry–forward data delivery model to relay messages in a delay-tolerant manner. This paper proposes
a message-forwarding policy based on movement patterns (MPMF). First, one- and two-hop location
information in a geographic neighborhood is exploited to select relay nodes moving closer to a
destination node. Message-forwarding decisions are made by referring to selected relay nodes’
weight values obtained by calculating the contact frequency of each node with the destination node.
Second, when relays in the vicinity of a message-carrying node are not qualified due to the sparse
node density and nodal motion status, the destination’s movement and the location information of a
one-hop relay are jointly utilized to improve the message-forwarding decision. If the one-hop relay is
not closer to the destination node or moving away from it, its centrality value in the network is used
instead. Based on both synthetic and real mobility scenarios, the simulation results show that the
proposed policy performs incomparable efforts to some typical routing policies, such as Epidemic,
PRoPHETv2, temporal closeness and centrality-based (TCCB), transient community-based (TC), and
geographic-based spray-and-relay (GSaR) routing policies.

Keywords: message forwarding; geographic routing; relay selection; data dissemination; delay-tolerant
networks; mobile opportunistic networks

1. Introduction

The existence of end-to-end connectivity becomes infeasible in opportunistic ad hoc
networks (OppNets) [1], where message forwarding services suffer from frequent disrup-
tion, sparse connectivity, and limited device capability. Unlike vehicular ad hoc networks
(VANETs) [2,3] that broadcast data in confined and dense areas, OppNets are character-
ized by lower node density, intermittent connectivity, and infrastructure-less connectivity
among mobile devices. Alternatively, the research in OppNets often employs the “store
carry-and-forward” message delivery model: nodes can store messages in local buffers
and carry them during movement, until any appropriate forwarding opportunities come
out. Because OppNets cannot maintain up-to-date network topology information against
frequent link disconnections, geographic routing techniques are employed to convey the
message distribution in OppNets. Functionally, geographic routing is based on the location
information of mobile devices to relay messages. It allows messages to approach and
eventually reach a target node without relying on topology information [4–7].

Due to the unpredictable nature of contacts between mobile nodes in OppNets, a ma-
jority of geographic routing policies replicate a message multiple times to increase the
possibility that a target node receives that message. Generally, message replication is per-
formed by either finding better candidate nodes capable of delivering messages to a target
node or spraying a limited number of copies of a message in a network. The former policies
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use utility metrics to evaluate the nodal delivery potential, control replication, and find
better candidate nodes to increase message delivery [6,8,9]. The latter policies assume that
a sufficient number of nodes in a network move at higher speeds and in a large coverage
area, encounter more nodes, and expedite message delivery to a target node [4,5]. Despite
many efforts in selecting the best candidate node, the concerns of spreading messages
toward the direction of a destination node as accurately as possible and the destination’s
movement are still not well addressed yet for efficient message delivery in OppNets. When
OppNets are characterized by the presence of a low node density, it is challenging to deal
with the local maximum: a message carrier continues to carry its message in the absence of
a better candidate node.

Previous studies employed utility-based [9–13] policies to exploit contact properties,
such as contact duration, contact frequency, shorter residual contact time with a target node,
etc., to find better candidate nodes. Utility calculated by these policies is commonly referred
to as delivery probability (DP) or centrality/temporal closeness with respect to any particu-
lar destination. For example, Zhou et al. [9] used the duration and frequency of contacts
between node pairs to deduce their respective temporal closeness. A node with a higher
temporal centrality, calculated by taking all nodes into account or a higher future temporal
closeness with a destination, was selected as the next candidate node. Li et al. [12] proposed
a social energy-based routing (SEBAR) protocol based on the concept of a social energy
metric. A node with multiple encounters can have higher social energy and be considered a
better candidate node. Though these policies can obtain accurate DP or centrality/temporal
closeness, they cannot predict if selected nodes are moving toward destinations. This is be-
cause the DP or centrality/temporal closeness estimate cannot timely reflect the movement
behavior among neighbor nodes in geographic proximity. Additionally, in the absence of a
better candidate node, the local maximum remains unresolved.

Exploiting the movement information of mobile nodes using geographic information
can be beneficial in spraying a limited number of copies of a message toward a direction
where a destination likely stays. Some geographic-based routing policies considered the
movement range of a destination, the location and speed of a node, and the distance for
selecting a candidate node to replicate a message with a limited number of copies in a
network [4,5,8,14]. In a study by Cao et al. [14], the historical geographic information,
including locations and moving speeds, was used to estimate a movement range of a
destination, and messages were replicated by two-phase routing policies. Cao et al. [5] con-
sidered both homogeneous and heterogeneous scenarios with identical mobility patterns
and mobility in restricted areas. Nodal moving speed, distance, and direction were consid-
ered in the homogeneous case. In the heterogeneous case, visiting preferences were also
used in replicating a message with a limited number of copies. In the literature, most of the
geographic routing policies have considered stationary target nodes and used only one-hop
nodal information when selecting a candidate node despite using historical information for
the movement range of the destination. However, some studies suggested that exploring
two-hop neighborhood information can facilitate a good performance in a network where
nodes move randomly [6,15,16]. Moreover, nodes moving closer to the destination do not
indicate that they have frequent contacts with destinations in OppNets.

In this paper, we integrate movement information inside a range of one- and two-hop
transmission distances and a weighted form of DP estimate for the relay node selection in
OppNets. Comprehensively, the location information of the one-hop relay, the destination
node’s moving direction, and the centrality value of a node are utilized to enhance the
performance of a successful delivery ratio and reduce messaging overhead in OppNets.
Accordingly, we propose a message-forwarding policy based on movement patterns, named
MPMF for brevity, for efficient message distribution in OppNets. Our intention is threefold:

• All the location information regarding one-hop and two-hop relays and moving
directions of two-hop relays with respect to any particular message-carrying node is
exploited to select relay nodes moving closer to a destination node. Assuming high
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node density in the vicinity of a message-carrying node, one- and two-hop nodal
information is thus leveraged to improve message forwarding.

• A combined weight measure is obtained using the DP values of one-hop and two-
hop relays and the moving direction of the two-hop relay. This combined weight is
compared with a threshold of weight value to take a message-forwarding decision.

• In the absence of two-hop relays, one-hop location information and the moving
direction of the target node are exploited. This case is considered when fewer nodes
are scattered in some geographic proximity. To resolve this case, the one-hop node’s
centrality, which measures the node’s ability to communicate with other nodes in a
network, is used to address the local maximum problem.

We conduct an extensive simulation under two synthetic datasets, TVCM [17] and
NCCU [18], to examine the efficiency of our proposed policy. The comparative results
show that the proposed policy attains a comparable delivery rate with a lower cost than
the Epidemic [19], geographic-based spray-and-relay (GSaR) [4], PRoPHETv2 [10], tran-
sient community-based (TC) [20], and temporal closeness and centrality-based (TCCB) [9]
policies. Under TVCM, the proposed policy can achieve higher delivery rates of 10, 44, 17,
54, and 45% as compared with the Epidemic, PRoPHETv2, TCCB, TC, and GSaR policies.
With a larger scale of the node population under the TVCM mobility model, our policy
can achieve a comparable delivery rate at a very low cost. For example, when the number
of nodes is 100, the proposed policy can achieve higher delivery rates of 11 and 9% as
compared to the TCCB and TC policies and is only 9.5, 6, and 5% lower to those of the
Epidemic, PROPHETv2, and GSaR policies. Conversely, when the number of nodes is
150, the delivery rate of our proposed policy is 6.4 and 10% higher to the TCCB and TC
policies and is only 20, 9, and 24% lower to those of the Epidemic, PROPHETv2, and GSaR
policies. However, in both cases, our policy keeps a significantly lower overhead. Under
the NCCU trace, the delivery rate of our proposed policy is 12% higher to the GSaR policy
and is only 3, 6, 2, and 4% lower to those of the Epidemic, PRoPHETv2, TC, and TCCB
policies. However, our proposed policy has a much lower transmission overhead than
other policies.

The rest of this paper is organized as follows. Section 2 describes a concise review of
the prior studies on routing in OppNets. Section 3 describes the system model. Section 4 de-
scribes the relay selection, and Section 5 discusses the proposed message-forwarding policy.
Section 6 examines the relative performance under extensive simulation. The conclusion is
given in Section 7.

2. Related Work

This section reviews prior research on routing policies toward maximizing the suc-
cessful message delivery and minimizing message overhead in OppNets. We first discuss
routing policies that replicate a message with a limited number of copies, mention policies
that find the best candidate nodes to replicate a message, and then briefly describe our
proposed policy.

When spraying a limited number of copies of a message in a network, most policies
assume a sufficient number of nodes in a network move at higher speeds and cover a
large area. Therefore, they are likely to encounter more nodes and expedite the message
delivery to a target node [4,5,21–23]. Spyropoulos et al. [22] considered spraying a limited
number of copies of a message with the help of relays with diverse characteristics and
mobility patterns. For example, nodes that have recently seen the destination, nodes
that have high mobility and encounter many nodes, and nodes with unique contacts in
different periods can replicate the message. However, Sandulescu et al. [24] pointed out
that Spyropoulos et al. [22] did not consider the transmission bandwidth between mobile
nodes when transferring a message. Similarly, Nelson et al. [21] used the past encounter
rate as a metric to decide the number of replicas of a given message which would be sent
to other nodes. Vasco et al. [23] selected a nearest relay to the destination node to receive
a message by using the location information of the destination and all the nodes in its
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vicinity. Cao et al. [4], however, stated that Vasco et al. [23] require additional map topology
information and to consider the stationary destination. With historical information such
as location, speed, and time duration, Cao et al. [4] estimated the movement range of
a destination and sprayed a limited number of copies of a message toward that range.
However, Cao et al. [4] assumed encounter rates between mobile nodes to be identical and
considered a stationary target node.

Finding better candidate nodes is usually achieved by maintaining some utility or
fitness function by nodes. This utility or fitness function is then used as a metric to relay
messages [9,12,13,25]. Xie et al. [25] considered meeting time to deduce the conditional
meeting probability of nodes. The global centrality, i.e., the ability of a node to communicate
with other nodes in a network, and predictability of meeting the destination node were
used to select the best candidate node. Bi et al. [13] collected contact information to
compute social ties such as the number of common nodes between a node pair and selected
relays with strong social ties with the destination node. However, the local maximum
problem remains unresolved in [13,25]. Forwarding a message to a node with a higher
delivery chance does not mean that it is moving closer to the destination. In a study by
Tao et al. [26], a node with a higher source-to-destination probability or higher global
activeness was selected as the next candidate node. Based on the nodes’ contact patterns,
the activeness and probability of reaching the destination were calculated. Though finding
better candidate nodes can improve the message delivery service, a message replica may
be transmitted multiple times, loop around the network, and induce more messaging
overhead in a network [22]. This situation can be avoided by creating a limited number of
copies of a message in a network.

The preceding literature presents significant efforts for message forwarding in Opp-
Nets. Our proposed policy adopts controlled replication and sprays a limited number of
copies of a message in the network. Additionally, relays are selected by considering their
location information, encounter frequency with the destination, moving direction of the
destination, and centrality. Therefore, our policy exploits both the geographic information
and contact frequency of relays to enhance the message delivery in OppNets.

3. System Model

This section specifies the system model and geometric angle formation at one- and
two-hop distances.

3.1. OppNets Environment

Let mobile nodes in the network have access to the Global Positioning System (GPS) to
obtain their respective real-time geographic information, including moving direction and
current location. Mobile nodes move independently in an area with K× K m2, and each
node has a fixed transmission range of r meters. A contact is established when two nodes
move in a mutual transmission range. If two nodes contact each other, the routing decision
is made based on the relative opportunity of delivering a message to the target node.
A relay node in a neighboring area can be appointed to carry a message if its moving
direction is toward the destination and its weighted utility value, e.g., the estimate of
delivery probability, DP, exceeds a specific threshold value, or its centrality is higher than
the current message-carrying node.

3.2. Geometric Angle Formation

The message-forwarding mechanism uses relay nodes to send messages from a source
node s to a destination node d. Figure 1. illustrates an idea of probing and selecting a relay at
one- and two-hop transmission distances from a message-carrying node. Several referential
lines

−→
sd ,
−→
sd ′, and

−→
sd ′′ show directional information and angle calculation. To select a

one-hop relay, only the front direction with respect to d is scanned, as shown in Figure 1a.
Thus, only n1 and n2 will be considered by relay selection and nodes n7 and n8 will be
ignored. The scanning process helps in filtering relay nodes in a broadcast coverage and
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avoids redundant message overhead to other nodes in the backward direction. To select
one- and two-hop relays, we measure the geometric angle at each of the one- and two-hop
distances, as described in the following two steps.

s
d

r

(a)

s

d

(b)
Figure 1. (a) Front-side scanning with respect to a destination node, and (b) geometric angle formation
at one- and two-hop distance.

First, the one-hop geometric angle, also known as the first offset angle, indicates that
the angle of the first relay relative to

−→
sd is calculated. As Figure 1b depicts, two signs +

and − are used to indicate the clockwise and counterclockwise direction with reference
to
−→
sd , respectively. Then, θ1 and θ2 with respect to

−→
sd are two geometric angles formed at

a one-hop distance. To determine the sign of any offset angle θi, the outer product of the
vectors is used. For example, given

−→
sd = (x1, y1) and−→sni = (x2, y2),

−→
sd ×−→sni = x1y2− x2y1

will determine the sign of θi.
Second, to select a two-hop relay, the sum of the first offset angle and the two-hop offset

angle is calculated, which is denoted as θm. For instance, by referring to Figure 1b, there are
θm = |(+θ1)+ (+θ3)| for s, n1, and n3, and θm = |(+θ1)+ (−θ4)| for s, n1, and n4. Similarly,
other examples are θm = |(−θ2) + (+θ5)| for s, n2, and n5, and θm = |(−θ2) + (−θ6)| for
s, n2, and n6. Note that θ3 and θ4 are formed with respect to the

−→
sd ′, while θ5 and θ6 are

formed with respect to the
−→
sd ′′.

With the above two cases, it is seen that the relay selection involves the use of threshold
values, which will be further discussed in the next section. According to the relay scanning
and angle formulation in one- and two-hop neighborhood areas, we develop a routing
policy for message forwarding in OppNets.

4. Scheme Design: MPMF

Section 4.1 gives the design abstraction, and Section 4.2 discusses relay selection policies.

4.1. Design Abstraction

The message-forwarding policy based on movement patterns (MPMF) considers the
following cases when selecting a relay node for receiving a message:

• The MPMF policy decides the best relay that is one out from a candidate set of one- or
two-hop relay nodes which are moving closer to the destination and have frequent
contacts with the destination node. If the candidate node is found, any message-
carrying node should forward the messages in buffer to this candidate node as it
is going to leave beyond the coverage of a two-hop distance and move closer to
the destination.

• In presence of only one-hop relay with respect to a message-carrying node, a one-
hop relay node is selected by considering its location and destination’s movement.
A message-carrying node considers the destination’s and one-hop relay’s moving
direction to take a forwarding decision. If the one-hop relay and the destination
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node are both moving in the same direction, the one-hop relay can be selected as a
candidate node.

• An additional metric, i.e., centrality of a node, is used to avoid the situation that
a message-carrying node continually carries its message if the one-hop relay is not
moving toward the destination node. The centrality metric measures the ability of
a node to communicate with other nodes in a network. A relay node with a higher
centrality implies its effectiveness to deliver messages to the destination node and can
be considered the best candidate node for the next message-forwarding action.

4.2. Relay Selection

Section 4.2.1 describes the summation angle measurement and weight calculation
along a two-hop distance. Section 4.2.2 specifies summation angle measurement at one-hop
distance, moving direction of the destination node, and handling the local maximum problem.

4.2.1. Case 1

When a message-carrying node encounters more than one relay at the one-hop distance
in some geographic proximity, it looks for another relay beyond the coverage of one-hop
distance to relay a message. When no candidate nodes are found qualified to receive this
message, the message-carrying node holds this message in the hope of encountering more
nodes in the near future. In this case, the location information of one-hop and two-hop
relays with respect to the message-carrying node, their DP’s weight value, and the direction
in which the two-hop relay moves are exploited to select the best relay nodes to carry a
message. The steps involved are discussed as follows.

1. Summation angle measurement: The summation angle is used to indicate whether a
relay node’s position is closer to a destination node.

2. DP’s weighting calculation in one-hop and two-hop distance levels: A relay node
with more frequent contacts with a destination node will have a higher weight.

3. To select relay nodes, both one- and two-hop relays should be closer to the destination,
their DP’s weight value calculated by considering their respective contact frequency
with the destination should be higher, and the moving direction of the two-hop relay
should be closer to the destination node.

Figure 2 illustrates a scenario to ease exposition of the MPMF. Nodes ni and nj are in
one-hop transmission range of s. Node ni+1 is in one-hop transmission range of ni, as well
as two-hop transmission range of s.

Given that ni lies at a one-hop distance from s and forms the first offset angle θi with
respect to −→sni and

−→
sd , then θi is calculated by using (1).

θi = arccos

( −→sni ·
−→
sd

‖−→sni‖ · ‖
−→
sd‖

)
, (1)

In (1), ‖−→sni‖ and ‖
−→
sd‖ are Euclidean vectors, and −→sni ·

−→
sd represents an inner product.

Let ni+1 be at one-hop distance from ni and two-hop distance from s; then, two second
offset angles at the two-hop distance θi+1 and θ′i+1 with respect to−−−→nini+1 and

−→
nid, and−−−→nini+1

and
−→
nid′ are formed. Because a smaller geometric angle with respect to d implies that a

node is moving toward the destination, then the first threshold value for one-hop relay
selection is θi ≤ π

2 . The condition for two-hop relay follows by checking θi+1 ≤ π
2 first,

and then θm = |θi + θ′i+1| < ε for ε ∈ [0, π
2 ]. Note that θi+1 and θ′i+1 are calculated by

replacing −→sni and
−→
sd with −−−→nini+1 and

−→
nid and −−−→nini+1 and

−→
nid′ in (1), respectively. Provided

that θi ≤ π
2 is true, then at the two-hop distance, if θi+1 ≤ π

2 and θm < ε, the MPMF policy
goes to the next phase, as follows.
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s

d

r

moving direction

moving direction

Figure 2. Two-hop based routing between s, ni, and ni+1.

Let pi and pi+1 denote the respective DP values of the one-hop ni and the two-hop
ni+1 with respect to d. With pi and pi+1, a primary weighted DP form W(1) is given as

W(1)
i =

1
ln pi · ln pi+1 + 1

, (2)

where pi and pi+1 are calculated using (3) as a result of PRoPHET [10].

P(x,y) = P(x,y)old + (1− P(x,y)old)Pinit, (3)

where P(x,y) and P(x,y)old represent the current and previous DP values with respect to two
nodes nx and ny, and the value Pinit ∈ [0, 1] is an initial constant. Here, for example, we
have p1 = P(n1,d), and p2 = P(n2,d). If nx and ny have not contacted for a certain period,
their DP values will decay and be updated by (4).

P(x,y) = P(x,y)old × γk, (4)

where γ ∈ [0, 1] is an aging coefficient, and k denotes the number of expired time units
after the last update of this DP value. Although the aging of P(x,y) is ongoing after the last
contact, P(x,y) can still be increased by any other node nz with P(x,z) and P(z,y) as:

P(x,y) = P(x,y)old + (1− P(x,y)old)P(x,z)P(z,y) × β. (5)

where β is a parameter with value ∈ [0, 1].
Let −−→ni+1 be a directional vector of ni+1, then a new θ is calculated with respect to −−→ni+1

and
−−−→
ni+1d. With θ, a secondary weighted form W(2) is given as

W(2)
i+1 = 1− | θ

180
|. (6)

Then, combining (2) and (6), we have a two-hop weighed form Wp subject to a tuning
parameter α = (0, 1) as
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Wp = αW(1)
i + (1− α)W(2)

i+1

= α× 1
ln pi · ln pi+1 + 1

+ (1− α)× 1− | θ

180
|. (7)

If the resulting Wp is greater than a specific W0, ni and ni+1 will be selected as candidate
nodes to receive a message mi from s. First, ni will receive mi from s and then replicate it to
ni+1. The above relay node selection can be written as follows:

d(mi) =


1, ((θi ∧ θi+1) ≤ π

2 ) ∧ (θm ≤ ε) ∧ (Wp > W0),
0, otherwise,

where ε ∈ [0, π
2 ], W0 ∈ [0, 1], and θm = |θi + θ′i+1|.

(8)

In (8), if both θi and θi ≤ π
2 , θm ≤ ε, and Wp > W0, then both ni and ni+1 will receive

mi. In the case of Wp < W0, s will look for another one-hop neighbor node n′i and then
repeat the above procedure to determine the next relay node. If no neighbor nodes can
satisfy this selection policy, the original node keeps carrying the message during moving
in OppNets.

4.2.2. Case 2

To select a one-hop relay node, its location and destination’s movement can be ex-
ploited to take a forwarding decision. This situation arises when a message-carrying node
encounters only one-hop relay node during a message transfer session.

Let s encounters ni at any time instant. Without other node at the one-hop distance
from s, θi is calculated according to (1). Let

−→
d be a directional vector of d. Given the

next location of d is known to s, then θd is calculated with respect to
−→
d and

−→
ds . For the

two geometric angles, i.e., θi and θd, the conditions for one-hop relay selection are that θi

and θd < π
2 and ni and d are moving in the same direction. The value obtained in

−→
sd×−→sni−→
ds×
−→
d

determines whether both the nodes are moving in the same direction or not. If
−→
sd×−→sni−→
ds×
−→
d

< 0,

the nodes are moving in the same direction.
Node s will continue to carry its messages when ni is not moving in the direction of

d. The message delivery services may suffer if s continues to keep the message without
forwarding it because of the absence of better candidate nodes. Therefore, when a one- and
two-hop relay does not qualify for receiving a message, a centrality metric value is used
instead. Let the inter-contact between ni and nj follow an exponential distribution with a
meeting rate λi,j [27], where λi,j is calculated by u

∑u
j=1 tj

i,j

corresponding to u inter-contact

time samples, i.e., t1
i,j, t2

i,j, . . . , tu
i,j between ni and nj in a given time span t. The contact

probability between ni and nj within time t is given by 1− e−λi,jt. Given N nodes in the
network, the average probability that a node randomly contacts ni within t is given by (9).

Ci = 1− 1
N − 1 ∑

j=1,j 6=i
eλi,jt. (9)

In (9), two nodes can compare their respective centrality values. A message-carrying
node compares its centrality with the one-hop relay node. If its centrality value is smaller,
the relay node will receive a message mi from the message-carrying node. The above relay
selection can be written as follows:

d(mi) =

1,
(
(θi ∧ θd) ≤ π

2 ∧
−→
sd×−→sni−→
ds×
−→
d

< 0
)
∨
(

Cs ≤ Ci

)
,

0, otherwise.
(10)

Note that in (9), t is replaced by the current time-to-live of mi to compute the centrality.
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5. Message Forwarding

This section discusses the message-forwarding policies in MPMF. Section 5.1 presents
the procedural description of the MPMF. Section 5.2 gives the time complexity of the MPMF
based on Algorithm 1.

Algorithm 1: Message Forwarding Policy.
Input : Ni, Ni,j, TTLmi , ε, W0, and r

1 Ni ← all one-hop neighbor in r of s;
2 Ni,j ← all one-hop neighbor across ni ∈ Ni;
3 mi ← s intends to send this message to ni ∈ Ni;
4 Lrem ← remaining message copies for mi, assuming |Lrem| > 1;
5 if (|Ni| > 1) then
6 for (∀ni ∈ Ni) do
7 if (θi ≤ π

2 ) then
8 for (ni,j ∈ Ni,j) do
9 if (θi,j ≤ π

2 ) then
10 /* Refer to (7)*/
11 if (Wp > W0 ∧ θm ≤ ε) then
12 s forwards mi to ni and ni forwards this message to ni,j;
13 update Lrem = Lrem − 2 for mi in s;
14 update Lrem = 1 for mi in ni and ni,j, and break;
15 end
16 end
17 end
18 end
19 end
20 else

21 if ((θi ∧ θd ≤ π
2 ) ∧

−→
sd×−→sni−→
ds×
−→
d

< 0) then

22 s forwards mi to ni;
23 update Lrem = Lrem/2 for mi in both s and ni;
24 else
25 /* Refer to (9): replace t with TTLmi and obtain Cs of s and Ci of ni*/
26 if (Cs < Ci) then
27 s forwards mi to ni;
28 update Lrem = Lrem/2 for mi in both s and ni;
29 end
30 end
31 end

5.1. Message Forwarding in MPMF

The message-forwarding policy decides the maximum number of message replicas of
a message that a selected one-hop relay or one- and two-hop relays can further replicate.
Let an initial value L indicate the maximum number of replicas that can be created for a
message in the network. We consider the following cases when deciding the number of
replicas that a selected relay node can replicate.

1. Assuming that a message-carrying node encounters more than one node at the one-
hop distance, i.e., case 1, the MPMF considers both one- and two-hop relays to receive
only one message copy. Let s be the message-carrying node and create a new message
mi for d. When a one-hop relay receives this message copy from s, it replicates this
message to the two-hop-selected relay node. Node s then updates the remaining
message copies, denoted as Lrem = L− 2 for the transferred message mi in its buffer,
and both the one- and two-hop relays update Lrem = 1 in their respective buffers for
the same message. Both nodes will transfer this message to the d only. However, s can
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continue to replicate the message to any encountered node until Lrem = 1 and then
wait for d to transfer the message directly.

2. In the presence of only one relay at one-hop distance, i.e., case 2, a one-hop relay
receives half of the remaining copies to distribute in the network. When s forwards a
message to a one-hop relay, both s and the one-hop relay update Lrem = L/2 copies for
the message in their respective buffers. Then, both nodes can replicate this message
further to other encountered nodes and reduce Lrem. When Lrem = 1, the replication
stops, and a relay node waits for the destination node to transfer the message.

Let Ni denote a set of one-hop neighbor nodes in r of the message-carrying node
s and Ni,j denote a set of one-hop neighbor nodes of ni ∈ Ni. Any ni,j ∈ Ni,j is at the
two-hop distance from s. Suppose s contains mi with a remaining time-to-live period,
denoted as TTLm

i . With the information of location and the vector of every node in Ni
and Ni,j, s and ni can compute θi and θi,j, respectively. To transfer mi to ni, s applies the
MPMF message scheduling, as specified in Algorithm 1. This algorithm consists of two
sub-routines: two-hop message forwarding and one-hop message forwarding. In the
sub-routine of two-hop message forwarding, ni receives mi from s and then replicates it to
ni,j ∈ Ni,j. In the sub-routine of one-hop message forwarding, only ni receives mi from s.

Regarding the two-hop message forwarding, the summation angle θi is checked inside
each iteration of a for-loop procedure (lines 6–19), while θi,j is checked inside each iteration
of a for-loop procedure (8–17). If s has more than one neighbor node in its vicinity as line 5,
it seeks to filter out neighbor nodes that are moving away from d and select ni with θi ≤ π

2 ,
as lines 6–7. In lines 8–9, a two-hop relay ni,j is selected by calculating the summation angle
θi,j. Provided that θi,j ≤ π

2 , θm ≤ ε, and Wp > W0, ni will receive mi from s and transfer it
to ni,j as lines 9–12. After the message transfer, s will update Lrem = Lrem−2 and both ni
and ni,j will update Lrem = 1 for mi in their respective buffers, as lines 13–14.

Regarding the sub-routine of one-hop message forwarding, if the number of nodes
in Ni equals to 1, then the summation angles θi and θd, directional vectors, and centrality
values of ni and d are compared (lines 21–30). If both θi and θs are less or equal to π

2 , ni will
receive mi from s when ni and d move in the same direction, as lines 21–22. If ni and d are
moving away from each other, then the centrality of s and ni is checked. If Ci > Cs, ni will
receive mi from s, as lines 26–27. In both the cases, s and ni update Lrem = Lrem/2 for mi,
as lines 23 and 28.

In summary, Algorithm 1 presents a novel relay selection and message forwarding
based on one- and two-hop neighborhood information. Correspondingly, its pseudo-
procedure comprises of three functions, i.e., summation angle at one- and two-hop, one-
hop and destination’s movement, and centrality of a relay to select best one-hop relay or
one- and two-hop relay nodes to receive messages. Therefore, the proposed policy can be
implemented and will be examined with others in the next section.

5.2. Complexity

The analysis of time complexity for the message-forwarding policy comprises two
parts according to Algorithm 1. First, it is to determine a one-hop relay from Ni and a
two-hop relay from Ni,j by calculating the summation angle of one- and two-hop relays,
the two-hop relay’s moving direction, and the combined weight and two-hop offset angle.
Second, it shall select a one-hop relay by determining the geometric angle of the one-hop
relay and destination node, the one-hop relay’s and the destination’s moving directions,
and the centrality of the one-hop relay and destination node.

The time complexity for the first part will beO(|Ni| × |Ni,j|). As referring to Algorithm 1,
θi is checked inside each iteration of a for-loop procedure (lines 6–19), and θi,j is checked
inside each iteration of a for-loop procedure (8–17); the complexity in the worst case will
be O(|Ni| × |Ni,j|). For the second part, the time complexity will be O(1). Therefore,
the overall time complexity of Algorithm 1 is O(|Ni| × |Ni,j|).



Future Internet 2022, 14, 214 11 of 24

6. Performance Evaluation

Section 6.1 mentions the OppNet environment establishment based on the ONE
simulation platform and describes the comparative experiments and performance metrics.
Section 6.2 describes the performance examination on the essential factors of the MPMF
policy. Section 6.3 describes the relative performance between Epidemic [19], GSaR [4],
TCCB [9], TC [20], and PRoPHETv2 [10].

6.1. Simulation Setting and Performance Metrics

This section describes the simulation platform, different mobility scenarios, experi-
mental cases for performance study, and evaluation metrics.

6.1.1. Simulation Model and Node Mobility Scenarios

The OppNet research commonly uses the Opportunistic Networking Environment
(ONE) [28] simulator to investigate the routing and buffer management policies. The ONE
simulator provides configurable functions to model the data networking and store–carry–
forward message delivery without the need for physical-layer modeling, such as signaling
and media access control. The ONE platform executes the primary agents, so-called nodes.
Each node is assigned a set of primitive attributes, including radio interface, storage,
message routing, movement, energy consumption, etc. Given a node population, they
follow a defined mobility scenario to move on a given network map.

Our simulation employs two mobility scenarios for the behavior of node movement:
the real trace-based dataset of National Chengchi University (NCCU) [18] and the time-
variant community mobility model (TVCM) [17]. Both mobility scenarios are scripted into
the configurations of the nodes’ movement, which are managed by the ONE simulator

• The TVCM model is proposed to capture the realistic mobility characteristics observed
from various WLANs, so it is suitable for the simulation of MANET and OppNets.
In a TVCM-specific mobility scenario, 50, 100, and 150 mobile nodes move in an area
of 1500 × 1500 m2. Each node was randomly assigned to several community homes
on a plane during the simulation. The simulation time was divided into equal time
slots. The nodes moved in random waypoint trips in each time slot with a probability
p of staying inside or (returning to) their homes and a probability of 1− p roaming
outside their homes. By assigning different probabilities to each node, a wide range of
heterogeneous node behavior can be reproduced.

• The NCCU dataset is a real trace dataset collected at the National Chengchi University
campus. These data were collected using an Android app installed on the smartphones
of students attending NCCU, Taiwan. The trace contains the data of GPS, Wi-Fi
access points, and Bluetooth devices connected in physical communication proximity.
The trace was collected from 115 students moving in 3764 × 3420 m2 over 15 days.
The NCCU real dataset is available [29].

The output trace file of the above mobility models contains a series of mobile trajectory
records, each of which indicates the data of the time stamp, x-position, and y-position
with respect to the two-dimension position of any particular node at different time mo-
ments. Table 1 shows the simulation parameters and their values used in the simulation.
Specifically, the ONE simulator imports a mobility scenario script, i.e., a simple text-based
configuration file, which contains various parameters of the simulation model, user inter-
face, event generation, report parameters, etc. The ONE simulator will output a message
statistics report module gathering the overall performance statistics, such as the number
of created messages, the number of messages that have been delivered, the number of
messages that have been relayed, etc.

For both NCCU and TVCM, the configuration file contains a chronological list of
location records that describe the waypoint locations of mobile nodes in the Cartesian
coordinate system at a time dimension. During the simulation, the ONE simulator continues
to vary the next waypoint location of each node by referring to the sequence of generated
records in the trace file. For each node, the movement speed between two locations is set
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in a range of 0.5 to 1.5 m/s. In addition, the ONE simulator provides different functional
modules to access the up-to-date information of the node’s current position, movement
path, neighbors, etc. Given a node pair of source and destination nodes, the source node
generates a new message of 100 KB per 300 s. When two nodes appear in the mutual
transmission range, they can transfer messages with each other. The ONE simulator runs
both mobility scenarios for 24 h.

Table 1. Simulation Parameters.

Parameters TVCM NCCU

Number of nodes 50 116
Map size 1500 × 1500 m2 3764 × 3420 m2

Simulation time 24 h 24 h
Time-to-live (TTL) duration 1 to 10 h 1 to 10 h

Message size 100 KB 100 KB
Buffer size 10 MB 10 MB

Message creation intervals 300 s 300 s
Transmission speed 2 MB/s 2 MB/s

W0 in MPMF 0.6 0.5
ε in MPMF 50, 100, and 150 60
α in MPMF 0.5 0.6

6.1.2. Experimental Cases

Our study examines the relative performance between the MPMF, Epidemic, GSaR,
TCCB, TC, and PRoPHETv2 routing policies in OppNets. The performance results by the
variances of the TTL period are investigated. Epidemic duplicates a message copy to each
encountered node. PRoPHETv2 calculates the DP estimates of directly encountered nodes
with the destination and avoids blind replication. GSaR uses historical information such
as location, speed, and time duration to estimate the movement range of the destination
node and sprays a limited number of copies of a message in the network. TCCB exploits
the social contact patterns from the temporal perspective. It predicts temporal closeness by
considering the average time span of a node pair, i.e., the duration plus inter-contact time
between two nodes in a network. TC computes the probability/possibility of a node that
will appear in a destination community, so as to forward a message in a network. Commu-
nities are formed by exploiting pairwise contacts, where the regular appearance of a contact
pattern between a node pair is emphasized. All the MPMF, PRoPHETv2, GSaR, TCCB, TC,
and Epidemic policies adopt the FIFO dropping policy as a plain comparative base.

6.1.3. Evaluation Metrics

With the message statistics report by the ONE simulator, we can calculate the number
of created messages, number of messages that have been delivered, number of messages
that have been relayed, average delay of messages, and average number of hops a message
has passed. Accordingly, four performance metrics, successful delivery rate, transmission
overhead ratio, average latency, and average hop count, are examined.

Let |Ms| be the number of original messages that are generated by source nodes,
|Md| be the number of distinct messages delivered to the destinations in the network,
and |M f | be the total number of times by forwarding messages between any two relay
nodes in a network.

• Successful message delivery rate: This metric indicates the rate of the number of
original messages created in the network to the number of distinct messages that were
successfully received by their destinations during the simulation. With |Ms| and |Md|,
the measure turns out to the value of |Md |

|Ms | .

• Transmission overhead ratio: This metric is the ratio of the total times any original mes-
sages and replicas were transferred between intermediate nodes to the total amount
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of distinct messages received by their destinations during the simulation. With |M f |
and |Md|, the overhead ratio is given as

|M f |
|Md |

.

• Latency: This metric indicates the duration from the time instance which a message
is generated by a source node to the time instance which the message is successfully
received by its destination.

• Hop count: This measure is equal to the number of hops that a message has passed
through during its delivery to the destination.

6.2. Sensitivity to MPMF’s Factors of W0, α, L, and ε

This section inspects the performance sensitivity of the delivery rate and transmission
overhead ratio against three MPMF-specific coefficients, including the α parameter in (7),
the threshold of the weight value W0, the threshold of the sum of the geometric angles at one-
and two-hop distances ε in (8), and each message’s initial copy number L. A smaller value
of ε indicates that one- and two-hop nodes closer to the destination node are considered
as candidate nodes. A larger value of W0 implies that one-hop relay frequently contacting
the destination and two-hop relay closer to and frequently contacting the destination are
selected as candidate nodes. A larger value of L indicates that an original message will be
replicated at most L times. After extensive simulation under TVCM and NCCU, we obtain
the appropriate values of ε, W0, L, and α used for the performance comparison among
Epidemic, PRoPHETv2, GSaR, TC, and TCCB.

Figures 3 and 4 depict the influence of ε and W0 on the performance of the MPMF under
TVCM and NCCU. In TVCM, the threshold ε affects the delivery rate and overhead ratio,
while the change in W0 has a minor effect on the overhead ratio. In NCCU, the threshold
W0 affects the delivery rate and overhead ratio, while the change in ε has a minor effect on
the delivery rate. In TVCM, with the incremental values of ε from 40 to 60, the delivery
ratio decreases while the overhead ratio increases. The delivery rate and overhead ratio
remain almost the same for ε ≥ 70. When ε is smaller than 60 in TVCM, the nodes moving
closer to the destination node are selected as the candidate nodes, then the possibility of
delivering messages earlier increases, which considerably effects the delivery rate and
overhead ratio. Compared with TVCM, NCCU has a higher node population distributed in
a large area. Thus, the variation of ε shows little effect on the delivery rate and overhead
ratio. In Figure 4, as W0 increases from 0.5 to 0.6, the delivery rate decreases while the
overhead ratio increases. However, as W0 increases from 0.6 to 0.8, the delivery rate and
the overhead ratio remain the same.
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Figure 3. Results by MPMF with different values of ε and W0 under TVCM trace (TTL = 5 h and
buffer size = 10 MB).
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Figure 4. Results by MPMF with different values of ε and W0 under NCCU trace (TTL = 5 h and
buffer size = 10 MB).

Figures 5 and 6 depict the influence of α and ε on the performance of the MPMF under
TVCM and NCCU. Given the buffer size of 10 MB on each node and message TTL 5 h,
Figure 5 exhibits that the delivery rate decreases and the overhead ratio increases as ε
increases from 50 to 70. However, the variation of α does not affect the results of either
delivery rate or overhead ratio. In Figure 6, as α increases from 0.6 to 0.9, the delivery rate
decreases while the overhead ratio increases.
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Figure 5. Results by MPMF with different values of α and ε under TVCM trace (TTL = 5 h and buffer
size = 10 MB).
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Figure 6. Results by MPMF with different values of α and ε under NCCU trace (TTL = 5 h and buffer
size = 10 MB).

Figures 7 and 8 display the influence of L with respect to the variance of the TTL values
in the range of [2, 6] h under TVCM and NCCU. Given the buffer size of 10 MB on each
node, the results in Figure 7 exhibit that both the delivery rate and overhead ratio increase
as L increases from 5 to 15 regardless of the TTL values. The overhead ratio increases as L
increases from 5 to 15 in Figure 8, whereas the delivery rate increases as L increases from 5
to 10. However, for L = 15, the delivery rate decreases for the TTL from 3 to 6. A buffer
overflow possibly occurs more times with the limited buffer and higher node population in
NCCU. It is noted that the overhead ratio is more sensitive to the incremental TTL values.
This is because with a larger L value, more pending messages in the finite buffer capacity
could be replaced frequently, thereby causing higher transmission overhead, as shown in
Figures 7b and 8b.
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Figure 7. Results by MPMF with different values of L and TTL under TVCM trace (buffer size = 10 MB).
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Figure 8. Results by MPMF with different values of L and TTL under NCCU trace (buffer size = 10 MB).

In summary, the above findings point out that the relay node selected by the MPMF
with a smaller ε and W0 can facilitate the message distribution at the higher delivery rate
and lower overhead ratio, as displayed in Figures 3–6. Therefore, in order to strike a better
performance, it is beneficial to take ε = 50, W0 = 0.6, and α = 0.5 in TVCM and ε = 60,
W0 = 0.5, and α =0.6 in NCCU. With the performance results against the quantity of L,
as shown in Figures 7 and 8, it is unnecessary to maximize the L value, but a moderate
value is applicable to sustain the transmission overhead ratio while the delivery rate is
maintained. Thus, L = 10 will be used in the following experimental cases.

6.3. Results by Epidemic, GSaR, TCCB, TC, and PRoPHETv2

This section presents the relative performance of the MPMF in comparison with the
Epidemic, PRoPHETv2, GSaR, TC, and TCCB routing policies. As Figures 9–11 depict,
the performance results are examined in a linear yardstick of TTL = [1, 2, . . . , 10] h under
TVCM and NCCU. In Section 6.3.1, we first consider the node population N = 50 in TVCM
and N = 116 in NCCU, and in Section 6.3.2, we consider N = 100 and 150 in the TVCM case.
Note that because NCCU is a real-life trace collected on a university campus, the node
population is fixed. In Section 6.3.3, we evaluate other performance metrics, including the
average time a message takes in a buffer and the amount of messages dropped, relayed,
and aborted when TTL = [1, 3, 5, 7, 10] h.
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Figure 9. Performance comparison of MPMF in TVCM trace (W0 = 0.6, L = 10, ε = 50, α = 0.5,
and buffer size = 10 MB).
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Figure 11. Performance comparison of MPMF in TVCM trace (W0 = 0.5, L = 20, ε = 60, α = 0.6,
and buffer size = 10 MB).

6.3.1. Case (a)

Figure 9 depicts that all the policies can increase the successful delivery rate with a
longer TTL period. Epidemic and TCCB unboundedly replicate messages to the encoun-
tered nodes, thereby inducing more message traffic. When the TTL > 8 h in Epidemic and
GSaR and the TTL > 9 h in the TCCB, the delivery rate decreases, as shown in Figure 9a.
However, in the MPMF, it continues to increase when the TTL > 8 h. In Figure 9b, when
the TTL > 3 h, the MPMF has a lower overhead ratio compared with the other policies.
In Figure 9c, Epidemic outperforms the other policies regarding average latency. However,
as depicted in Figure 9d, it has a higher average hop count (hops) in comparison with the
other polices. Relatively, TC attains the lowest delivery rate when compared with all the
other policies.

Both the MPMF and GSaR consider the location information and spray a limited num-
ber of copies of a message in the network, while PRoPHETv2 considers the DP estimates
of directly encountered nodes with the destination and generates more messages than the
MPMF and GSaR. Epidemic performs in a flooding-like message replication, and with a
sufficient buffer and lower TTL, it can have a high delivery rate but induce more overhead.
Likewise, the TCCB considers temporal closeness with the destination or higher central-
ity in the network to take a forwarding decision. It cannot avoid repeatedly replicating
messages to other nodes in closer social relationships, resulting in a considerable overhead
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ratio. In TC, a message is forwarded when a message-carrying node and an encountered
node belong to the same group/community, or if the encountered node has better data
forwarding capabilities.

With a longer TTL period, the MPMF will hold messages longer on nodes and induce a
limited amount of message replicating and relaying operations. Thus, a buffer overflow can
be mitigated so that messages can reach their destinations at higher chances. Although both
GSaR and MPMF replicate a message with a limited number of copies to nodes moving
closer to the destination, GSaR fails to achieve a sound performance. In GSaR, when
a message-carrying node encounters a relay closer to a destination and can deliver a
message earlier, it replicates the message to this relay and deletes that message from its
buffer. The policy of deleting messages possibly degrades the performance of message
delivery. With only one copy left for a message, GSaR will still replicate the message. Those
buffer replacement operations possibly cause other messages to be removed and induce
more overhead in the network. While TCCB uses temporal closeness and centrality to
avoid blind replication, its overhead ratio becomes lower than Epidemic. Epidemic policy
replicating a message multiple times increases the possibility that one of the message copies
is successfully delivered within the shortest time. At the same time, creating more copies
increases the average hop count. This observation is apparent from Figure 9c,d, where
Epidemic has a lower latency when the TTL = 5 → 9 h and a higher value of hops for
TTL = 1→ 10 h. For the MPMF, a limited number of copies are replicated for each message,
which results in lower hop counts than Epidemic and PRoPHETv2. Conversely, messages
with a longer TTL remain in the buffer for a longer time, resulting in higher latency. In TC,
when a message-carrying node has not encountered other nodes with higher relaying
capabilities in some time period, it removes the message from its buffer. By this way, fewer
copies of the message are relayed in the network, resulting in lower delivery rate and
overhead ratio.

Figure 10 depicts the comparative results under the NCCU trace. As the results in
Figure 10a indicate, Epidemic, TCCB, TC, and PRoPHETv2 perform better. However,
as depicted in Figure 10b, the overhead ratio is higher and drastically increases as TTL > 8 h.
GSaR induces more overhead ratio and a lower delivery rate when the TTL increases from
1 to 8. As depicted in Figure 10c,d, both latency and hops in GSaR are higher as compared
with other policies. In the case of NCCU with a higher node density, nodes have higher
chances of contacting other nodes. A message replicated more times can induce higher
hops. In GSaR, the policy of deleting a message probably decreases the chances of reaching
the message earlier to the destination and thus causes higher latency.

Because Epidemic, TCCB, TC, and PRoPHETv2 do not use control-based replication,
their replication policies in the NCCU trace generate many message copies for long-TTL
messages, which results in a higher overhead ratio. Figure 10c depicts that PRoPHETv2,
TC, and TCCB have lower latency because of many messages created in both the policies.
With a higher node population in NCCU, more communities are formed in TC. As a result,
the amount of message forwarding increases, resulting in a higher overhead ratio and
delivery rate. There is an interesting case as TTL > 8 h in Figure 10b. Both PRoPHETv2
and TCCB have huge overhead. This is possibly due to buffer replacement operations
frequently occurring by comparing Epidemic with PRoPHETv2 and TCCB. Older messages
in Epidemic are replaced frequently, and the number of replicas created for such messages
is less than those in the PRoPHETv2 and TCCB cases. In PRoPHETv2 and TCCB, messages
with a higher TTL have higher chances of remaining in the buffer, and with a higher
node population, older message are replicated more times. Although the node population
is higher in NCCU, the MPMF creates fixed replicas for each message. As depicted in
Figure 10, the delivery rate in the case of MPMF is similar for long-TTL messages as
compared with other policies. In addition, the MPMF induces a minimal overhead ratio as
in Figure 10b.
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6.3.2. Case (b)

To examine the performance against the node population, we vary the number of
nodes from 100 to 150 and use L = 20 in the simulation. The rest of the settings are same as
those used in Section 6.3.1.

As shown in Figure 11, all policies can increase the successful delivery rate with a
longer TTL, where the number of nodes is set to be N = 100 in Figure 11a,b, and N = 150
in Figure 11c,d. Epidemic and GSaR unbound replicate messages, thereby inducing more
message overhead. Similar to Figure 9a, 10a and 11a,c depict the decrease in delivery rate
when the TTL > 8 h in Epidemic and TCCB. Compared with Figures 9 and 11b,d, an increase
in the overhead ratio is displayed. In the MPMF, the increase in overhead is lower with a
larger TTL than the other policies. Although increasing the node population can increase
the encounter rate, the delivery rate is not affected in the case of MPMF. In the MPMF,
the number of message copies for each message is fixed; then, nodes with a copy of the
message keep waiting for the destination without forwarding. This makes messages kept
in the buffer longer. Because of the TTL timeout or buffer overflow, messages are unable
to reach the destination node. Notice that in the case of NCCU, nodes are scattered in a
large space, while nodes move in the same confined area in TVCM. Therefore, in the case of
GSaR, messages have higher chances of reaching a destination. With the increase in contact
frequency in the case of a larger node population, the numbers of forwarded messages in
GSaR and PRoPHETv2 increase, thus resulting in a higher delivery rate and overhead ratio.
In TC, with the increase in node population, the number of formed communities becomes
larger. Therefore, a node can belong to several communities and help deliver messages to a
target node, resulting in a higher delivery rate, as shown in Figure 11a,c.

From the above results, we can explain that the MPMF policy is suitable for deliv-
ering messages with longer TTLs when the node population is small. However, given a
larger node population, the policy can still result in lower overhead while maintaining a
comparable delivery rate.

6.3.3. Case (c)

Let |Mdr| be the total amount of messages dropped by nodes due to buffer over-
flows and TTL expirations, |Mab| be the total amount of messages aborted in the network,
and |Mbt| be the average time duration that messages take in buffers. The higher the value
of |M f | and |Mdr|, the more buffer space and resources are used to forward messages
toward target nodes. Therefore, higher values of |M f | and |Mdr| can be considered addi-
tional overhead in a network. Table 2 presents the performance comparison between the
Epidemic, PRoPHETv2, TCCB, GSaR, MPMF, and TC policies in terms of |M f |, |Mdr|, |Mab|,
and |Mbt|. Note that the |Mbt| denotes the average time duration in seconds. As Table 2
shows, a longer TTL results in higher values in all metrics for all policies. It is apparent
that the MPMF results in lower |M f | and |Mdr| regardless of the TTL as compared with
other policies. With the increase in the TTL and node population in TVCM, Epidemic,
PRoPHETv2, TC, and GSaR result in higher values of |M f | and |Mdr|. In NCCU, all the
policies result in higher values of |M f | and |Mdr| for longer TTL values. Messages in the
MPMF are relayed at a limited number of times. Messages will likely remain in buffers for
a longer time; thus, buffer overflow occurs infrequently. Thus, |Mbt| is higher in the MPMF
as compared with the other policies.

According to the results in Table 2, it is clear that the MPMF policy can result in lower
additional overhead in comparison with all other policies.
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Table 2. Performance comparison between Epidemic, PRoPHETv2, TCCB, GSaR, MPMF, and TC policies.

Model Node
Population TTL Metric Epidemic PRoPHETv2 TCCB GSaR MPMF TC

TVCM

50

1

|M f | 1993 423 640 451 895 272
|Mdr| 2143 680 850 621 1104 529
|Mbt| 2104 2782 2488 2364 2578 2860
|Mab| 123 10 29 36 35 2

3

|M f | 7445 1381 1938 1513 1690 720
|Mdr| 6911 1531 2002 1030 1714 910
|Mbt| 5208 6089 5965 4676 7397 6877
|Mab| 215 15 36 58 42 2

5

|M f | 9564 2533 3516 2453 1950 1254
|Mdr| 7860 2572 3181 1047 1764 1367
|Mbt| 10,084 8912 8622 5566 12,998 10,067
|Mab| 229 35 67 129 43 2

7

|M f | 10,724 3869 5190 3211 2225 2118
|Mdr| 7820 3763 5896 967 1782 1991
|Mbt| 14,889 11,650 10,952 5983 17,906 2
|Mab| 232 49 83 155 46 11,514

10

|M f | 18,816 6425 9762 4705 2382 3991
|Mdr| 14,838 5718 7456 1244 1584 3495
|Mbt| 9732 12,538 8889 4674 24,896 11,586
|Mab| 245 71 98 103 47 2

100

1

|M f | 12,748 3247 527 10,696 1493 1245
|Mdr| 12,208 3253 783 3062 1677 1487
|Mbt| 1973 2072 2225 552 2236 2221
|Mab| 671 123 24 479 54 14

3

|M f | 18,030 8528 3184 45,829 2679 14,795
|Mdr| 15,078 7073 3265 6796 2420 14,208
|Mbt| 7789 5648 4613 836 7206 7016
|Mab| 685 216 42 783 72 27

5

|M f | 20,559 13,100 6537 77,243 3209 25,144
|Mdr| 15,207 10,073 6109 7688 2495 23,140
|Mbt| 12,816 9273 7624 974 12,265 1939
|Mab| 694 237 93 917 73 32

7

|M f | 23,537 16,612 9797 104,336 3628 28,443
|Mdr| 15,785 11,723 7689 7136 2487 24,456
|Mbt| 16,308 13,109 11,395 1055 16,736 3137
|Mab| 713 278 105 989 76 37

10

|M f | 82,837 73,821 12,641 134,930 3162 34,108
|Mdr| 73,073 67,239 8434 8178 1493 26,959
|Mbt| 4794 3239 12,656 997 21,054 4038
|Mab| 834 456 111 1094 84 44

150

1

|M f | 24,395 7886 1174 19,029 1654 1898
|Mdr| 23,037 7359 1214 2935 1810 2100
|Mbt| 2279 1866 2095 292 2477 1943
|Mab| 952 358 45 376 79 6

3

|M f | 34,563 17,287 5837 72,682 2873 9997
|Mdr| 29,557 14,323 4576 9084 2623 9535
|Mbt| 7493 6119 4355 593 7345 4245
|Mab| 1159 467 153 1240 94 33
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Table 2. Cont.

Model Node
Population TTL Metric Epidemic PRoPHETv2 TCCB GSaR MPMF TC

5

|M f | 41,085 22,687 11,011 131,691 3566 18,148
|Mdr| 32,456 16,444 7333 12,276 2937 15,027
|Mbt| 12,330 10,013 6280 747 12,082 7547
|Mab| 1224 544 166 1645 96 44

7

|M f | 42,257 27,591 16,575 188,247 3850 23,045
|Mdr| 30,043 17,787 10,470 14,942 2867 16,390
|Mbt| 18,416 12,515 8861 935 17,760 11,298
|Mab| 1223 582 189 1789 102 46

10

|M f | 368,546 654,804 28,053 262,574 3751 44,759
|Mdr| 353,795 641,748 18,995 17,810 2365 34,547
|Mbt| 2109 635 11,355 823 26,109 6671
|Mab| 1699 1740 292 2072 104 50

NCCU 116

1

|M f | 27,270 13,911 12,608 30,786 1646 96,105
|Mdr| 27,182 13,887 12,608 6468 1730 96,043
|Mbt| 2980 2546 2724 422 3113 700
|Mab| 483 447 348 1162 51 278

3

|M f | 29,075 20,029 17,974 46,901 1927 106,515
|Mdr| 27,749 19,872 17,396 12,402 1902 105,315
|Mbt| 9908 7894 8043 1538 9558 2378
|Mab| 544 542 416 2116 50 334

5

|M f | 29,358 22,850 20,462 53,991 2005 107,222
|Mdr| 25,794 21,409 19,331 15,259 1866 103,797
|Mbt| 17,086 13,875 13,891 3032 16,468 3990
|Mab| 549 614 437 2733 50 349

7

|M f | 29,401 23,829 21,179 53,789 2012 107,362
|Mdr| 23,411 20,875 18,727 15,963 1777 101,608
|Mbt| 24,283 20,411 20,535 4921 23,678 5328
|Mab| 548 633 438 2787 50 332

10

|M f | 682,029 1,558,748 1,563,459 57,559 2010 138,850
|Mdr| 673,928 1,553,953 1,559,990 16,017 1516 130,890
|Mbt| 915 331 304 7184 33,502 4864
|Mab| 984 1392 1324 2882 48 336

7. Concluding Remarks and Future Work

In this paper, we propose the MPMF routing policy which can perform efficiently
and cost-effectively for message forwarding in OppNets. The MPMF policy is based on
control-based replication that distributes only a limited number of copies of a message in
the network. The MPMF policy selects the profitable relay node according to the nodes’
moving direction and two-hop neighborhood information. Relays moving closer to a
destination node and having higher weight values are selected to carry messages in the
network. When relays in the vicinity of a message-carrying node are not qualified due
to sparse node density and nodal motion status, the moving direction of the destination
node, the location information of a one-hop node, and a centrality value of a node are
jointly utilized to improve the message delivery service. The use of joint utilization design
can avoid messages being kept longer in a buffer in the absence of better candidate nodes.
In comparison with Epidemic, TCCB, GSaR, TC, and PRoPHETv2, the MPMF policy is
feasible for distributing long-TTL messages in OppNets, resulting in a low messaging
overhead ratio and high message delivery rate. Our future study will focus on developing
enhanced methods for relay node selection and will adopt additional application scenarios
such as unmanned aerial vehicles into OppNets.
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