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Nonperturbative coupling between cavity photons and excitons leads to the formation of hybrid light-
matter excitations, termed polaritons. In structures where photon absorption leads to the creation of
excitons with aligned permanent dipoles, the elementary excitations, termed dipolar polaritons, are
expected to exhibit enhanced interactions. Here, we report a substantial increase in interaction strength
between dipolar polaritons as the size of the dipole is increased by tuning the applied gate voltage. To this
end, we use coupled quantum well structures embedded inside a microcavity where coherent electron
tunneling between the wells creates the excitonic dipole. Modifications of the interaction strength are
characterized by measuring the changes in the reflected light intensity when polaritons are driven with a
resonant laser. The factor of 6.5 increase in the interaction-strength-to-linewidth ratio that we obtain
indicates that dipolar polaritons could constitute an important step towards a demonstration of the polariton
blockade effect, and thereby to form the building blocks of many-body states of light.

DOI: 10.1103/PhysRevLett.121.227402

The realization of strongly interacting photonic systems
is one of the holy grails of quantum optics. Substantial
progress towards this goal has been achieved using
Rydberg polaritons—quasiparticles consisting of a propa-
gating photon and a collective Rydberg excitation: van der
Waals interactions between Rydberg atoms ensure that the
polaritonic excitations interact strongly [1–6]. In solid-state
cavity-polariton systems consisting of a cavity photon and a
quantum well exciton, dominant direct exciton (DX)
interactions originate from short-range exchange terms
[7,8]. These interactions have led to the manifestation of
a number of intriguing collective phenomena, ranging from
the formation of spontaneous coherence [9] through the
observation of vortex-antivortex pairs [10,11] and dark
solitons [12,13] to the realization of the polariton
Josephson effect [14,15]. However, a mean-field approach
could be used to accurately describe all these observations.
Very recently, photon correlation measurements on
strongly confined polaritons have demonstrated weak
quantum correlations [16,17].
Increasing polariton-polariton interaction further is cru-

cial to exploring a new regime of strongly correlated
photons. One way to enhance interactions is to engineer
polaritonic excitations with a permanent dipole moment
[18]: such dipolar polaritons emerge as elementary optical
excitations when DXs in a quantum well (QW) are strongly
coupled to both microcavity photons and indirect excitons
(IXs) with a permanent dipole moment. Prior theoretical
studies have predicted different factors for enhancement of
the interactions between polaritons as the IX content is
varied [19,20]. A recent experimental measurement of
interactions between polaritons with induced dipoles in a

wide QW has reported a much larger enhancement [21]
compared to the prediction of the theoretical studies. In this
Letter, we use pulsed resonant excitation of polaritons and
the resulting blue shift to determine the polariton inter-
action strength as a function of IX content. By choosing a
low-duty cycle, we ensure that slow laser-induced changes
in the charge environment have a small contribution to the
extracted interaction strength. The structure we employ in
our experiment allows us to tune the IX content and to
increase the ratio of the interaction strength of polaritons
to their linewidth without substantially compromising the
exciton-photon coupling strength. As we demonstrate in
this Letter, the associated dipole-dipole interactions can
be much stronger than the intrinsic interactions between
DXs and thereby provide a promising platform to realize
many-body states of photons [22].
We work with a microcavity sample, illustrated in

Fig. 1(a), which contains three pairs of coupled
In0.04Ga0.96As QWs embedded inside a p-i-n diode. By
applying a voltage (VG) between the p and n doped
regions, we control the electric field Ez in the growth
direction and adjust the detuning between different QW
exciton states. A DX state localized on the thick (11 nm)
QW experiences a quantum-confined Stark shift, and its
energy decreases quadratically with the applied electric
field. The same electric field leads to a linear shift in energy
of an IX state with the hole localized on the thick QW
and the electron on the thin (5 nm) QW. Separated by a
thin (13 nm) GaAs layer, the proximity of the two QWs
facilitates electron tunneling with a rate J ¼ 3.5 meV
between the two wells. When the energy of the DX state
and the IX state are equal, this tunneling hybridizes the
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two exciton states. Due to its large oscillator strength,
the DX state also couples strongly to the cavity mode
localized between the two distributed Bragg reflectors
(DBRs) at a rate Ω. The Hamiltonian of the coupled
system for a zero in-plane wave vector kin ¼ 0 can be
written in the matrix form

H ¼

0
B@

ϵIX − edE J=2 0

J=2 ϵDX − αE2 Ω=2
0 Ω=2 ϵC

1
CA; ð1Þ

where e is the elementary charge, d is the IX dipole size,
α is the polarizability of DX, ϵDX and ϵIX are the zero-
electric-field energies of the DX and IX states, and ϵC is the
energy of the cavity mode at kin ¼ 0. We assume that the
coupling between the IX state and cavity mode is negli-
gible. The quasiparticle compositions of the eigenstates,
named the lower, middle, and upper polariton modes,
are characterized by generalized Hopfield coefficients x,

y, and c so that an eigenstate can be written as
xjDXi þ yjIXi þ cjCi, where jxj2 þ jyj2 þ jcj2 ¼ 1.
We probe the sample held at 4 K by focusing our

illumination beam down to a ∼5 μm spot and observing
changes in the reflection of the illumination beam. As
shown in Fig. 1(b), the reflection spectrum is dominated
by three modes that we identify as the three polariton
modes. The energies of the three polariton modes agree
well with the eigenvalues of the matrix in Eq. (1) with
d¼21 nm, α¼1.2×10−15 eVm2V−2, ϵIX ¼ 1.48209 eV,
ϵDX ¼ 1.46354 eV, ϵC ¼ 1.4601 eV, and Ω ¼ 4.6 meV.
We use coefficients x, y, and c that we extract from this
model to identify DX, IX, and C (cavity) content for
different polariton modes as a function of VG. We will
focus on the lower polariton for the rest of this Letter.
Figure 2(a) illustrates the reflection spectrum obtained

when the frequency of a low-power (∼0.5 μW) linearly
polarized laser, that we call the probe laser, is scanned
across a lower polariton resonance with jxj2 ¼ 0.27,
jyj2 ¼ 0.01, and jcj2 ¼ 0.72 (VG ¼ 1.1 V). The polariton
resonance blueshifts as the intensity of a second, orthogo-
nally polarized laser tuned to the unperturbed polariton
resonance (1.45853 eV) is increased. We refer to this
second laser as the pump laser. The blueshift, which is
initially linear with the intensity of the pump laser, saturates
for high intensities [Fig. 2(b)]. We measure the shift of the
polariton resonance by setting a polarizer such that only
the probe laser is detected on the detector. The frequency of
the pump laser is fixed, and is not tuned as a function of
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FIG. 1. (a) Schematic of the sample structure. The sample
contains three pairs of In0.04Ga0.96As coupled quantum wells
(QWs) located at three separate antinodes of a 5λ=2 cavity
formed between two GaAs/AlAs distributed Bragg reflectors
(DBRs). To ensure that electron tunneling for the lowest-energy
electron states of the two QWs occur at finite electric field,
we use QWs with different thicknesses; thus each pair consists
of a 5-nm- and a 11-nm-thick QW. The thickness of the GaAs
barrier between the two QWs is 13 nm. An electric potential
VG applied between the p (66 nm) and n (66 nm) doped
layers tunes the energy of the direct exciton (DX) and indirect
exciton (IX) levels. See the Supplemental Material [23] for
details on the sample structure and the fabrication process.
(b) Reflection spectrum with zero in-plane momentum excita-
tion (kin ¼ 0) as a function of applied gate voltage VG. Changes
in the energy levels of the bare DX (green dashed line) and IX
(blue dashed lines) are extracted from a measurement of the
reflection spectrum at a point where the top DBR has been
etched (see the Supplemental Material [23]). Cavity resonance
(orange dashed line) is constant as we vary VG. Changes in the
energies of the three coupled states—upper polariton (UP),
middle polariton (MP), and lower polartion (LP)—with VG are
shown as red dashed lines. We use the calculated eigenstates
associated with the red lines to estimate the DX, IX, and C
(cavity) content at a particular sample position and VG.

(a) (b)

FIG. 2. (a) Reflection spectrum obtained at VG ¼ 1.1 V when
scanning a weak (∼0.5 μW) linearly polarized probe laser across
a LP resonance. The power of a second, orthogonally linearly
polarized pump laser tuned to 1.45853 eV is varied (cyan: 0 mW,
orange: 2.15 mW, purple: 7.2 mW). The polariton linewidth
broadens as we increase the pump power: the γP values are
80 μeV, 116 μeV, and 130 μeV, respectively. (b) The left axis
shows changes in the LP resonance energy, extracted from traces
as shown in (a), as the power of the pump laser (horizontal axis) is
varied. The right axis shows changes in the differential reflection
of the pump laser tuned to 1.45853 eV as its power is varied.
Differential reflection (dR) is obtained by subtracting the re-
flection signal obtained at VG ¼ 1.1 V from a reflection trace
obtained at VG ¼ 0 V. The red dashed line shows the calculated
dR signal using Eq. (2). The pump laser is off resonant with all
polariton transitions at VG ¼ 0 V. All reflection and pump-probe
experiments are carried out using a pulse scheme to minimize the
effects of light-induced slow changes to the polariton environ-
ment (see the Supplemental Material [23]).
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pump-laser intensity. The magnitude of the differential
reflection of the pump laser also exhibits saturation with
power [Fig. 2(b)]. This saturation behavior, in the optical
limiter regime, is measured when the polarizer is tuned to
detect the reflected pump laser. We use this saturation
behavior of the pump laser to characterize the nonlinearity
of the polariton mode.
To quantitatively extract the strength of the nonlinearity,

we model the polariton system, in the mean field limit, by a
single nonlinear mode with a Kerr-like nonlinearity [28].
Within this approximation, the equation of motion for the
lower polariton annihilation operator’s expectation value
(p ¼ hp̂i) can be written as

dp
dt

¼ −
�
γP
2
þ iδP

�
p − igPjpj2p − c

ffiffiffiffiffi
γin

p ffiffiffiffiffi
Iin

p
; ð2Þ

where γP ¼ 103 μeV is the position-averaged full width at
half maximum (FWHM) polariton linewidth [see Fig. 3(b)],
δP ¼ ϵpol − ϵlaser is the detuning of the laser from the
polariton mode, γin ¼ γP=6 characterizes the input coupling
rate, and Iin is the photon flux that characterizes the input
intensity of the pump laser. Note that we choose γin ¼ γP=6
in order to match the depth (contrast) of the polariton
resonance from reflection measurements as shown in
Fig. 2(a). The nonlinear coefficient of the effective single
mode is gP ¼ U=A, where U is the strength of the two-
dimensional (2D) polariton interaction and A ∼ 7 μm×
7 μm denotes the mode area. To determine the mode area A,
we solve the Gross-Pitaevski equation (GPE) (see the
Supplemental Material [23]). For the parameter range

relevant for our experiments, the polariton spatial distri-
bution is determined primarily by the excitation laser’s size
(5 μm FWHM), the finite polariton lifetime, and the
effective mass of polaritons. With δP ¼ 0 and in steady
state, an increase in the polariton population leads to a
blueshift of the polariton resonance; hence as Iin increases,
the blueshift leads to a saturation of the polariton pop-
ulation, as well as a saturation of the differential reflection
signal. For each position and gate voltage we fit a value of
gP so that the calculated differential reflection signal
matches the measured differential reflection signal (see
the Supplemental Material [23]).
In order to demonstrate the utility and limitations of this

method in characterizing the strength of the polariton
nonlinearity, we measure changes of gP for a fixed VG ¼
1.4 V as we vary the cavity and DX contents. At this gate
voltage, the IX content as well as the induced dipole
moment of DX is negligible. We use the wedge that is
present in the sample, which leads to position-dependent
changes in ϵC, to vary the DX and cavity content of lower
polaritons. Figure 3(a) illustrates the changes in the
extracted gP as a function of jxj2 measured at different
positions on the sample. The data are in agreement with
gP ¼ ð14� 1Þjxj4g0, with g0 ¼ 1.6 neV. The jxj4 depend-
ence is the expected behavior for DX-induced polariton-
polariton interactions [22]. We note that, for each data
point, the standard deviations of the extracted gP and
polariton linewidth are large. These large variations in
the extracted parameters are caused by residual effects of
light-induced, position-dependent changes in the charge
environment that lead to sublinewidth shifts of the polariton
resonance. The experiments are carried out using a pulse
sequence (10 ms long) with a low-duty-cycle laser expo-
sure (250 ns long) to minimize the effect of slow changes in
the polariton resonant frequency. Laser pulses lead to
slow spectral shifts of the polariton resonance that persist
for the sequence duration (10 ms) and lead to the laser
being detuned from the polariton resonance by amounts
that are position dependent. This additional, random con-
tribution to detuning (δP) that is introduced in Eq. (2) alters
the numerical estimate of gP. Thus, an average over
multiple positions with equal DX content but different
δP’s results in a large variation in the extracted gP value.
See the Supplemental Material [23] for more details on the
pulse sequence and the characterization of these random
spectral shifts, as well as estimates of the effects of these
shifts on the estimated gP.
At a fixed position, we then measure changes in gP as

we vary IX content by changing the VG when the incident
laser is either linearly or circularly polarized. As Fig. 4
illustrates, gP increases by a factor of 5 as IX content
increases from jyj2 ¼ 0.002 at VG ¼ 1.4 V to jyj2 ¼ 0.14
at VG ¼ 0.95 V. Remarkably, this substantial increase is
independent of the polarization of the excitation laser.
These results demonstrate that, by varying VG, it is possible

|x|2

(a) (b)

|x|2

FIG. 3. (a) Changes in polariton interaction strength gP ex-
tracted from differential reflection measurements similar to
Fig. 2(b) as a function of jxj2. Different data points were obtained
at VG ¼ 1.4 V at different positions on the sample. The IX
content remains jyj2 ≤ 0.004 for all of the data. Changes in gP are
in agreement with gP ¼ ð14� 1Þjxj4g0. The error bar for the
parameter estimated in the model is based on the 1σ confidence
interval obtained in the fit. The error bars on data points are
standard deviations of the extracted gP obtained at different
repetitions of the experiment at different spatial positions that
have the same jxj2 content (See the Supplemental Material [23]).
(b) Changes of the linewidth, in the linear regime, extracted from
low-power (≤ 0.5 μW) reflection measurements using a single
probe laser. The error bars are standard deviations of the extracted
linewidth when repeating the experiment at different spatial
positions that have the same jxj2 content.
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to enhance the nonlinearity by a factor of 5. We note that
the enhancement of the interactions is due to three factors:
enhancement of the IX content, enhancement of the dipolar
nature of direct excitons, and reduced cavity content.

Furthermore, this enhancement is accompanied with a
reduction in polariton linewidth, allowing for a factor of
6.5 improvement in the ratio of nonlinearity to linewidth
(gP=γP). In these experiments we are limited to the range
VG ≥ 0.95 V by the light-induced changes in the charge
environment in our sample.
Changes in the polariton interactions are captured by a

simple model that assumes gP ¼ aðjxj4 þ bjyj4Þg0. As
shown in Fig. 4(a), measurements using linear (a ¼
17.6� 0.1 and b ¼ 7.4� 0.5) and circularly polarized
light (a ¼ 27.7� 0.1 and b ¼ 8.1� 0.3) agree with this
simple model. The coefficient b characterizes the ratio of
IX-IX interactions to DX-DX interactions. The difference
in the estimate of a ¼ 17.6� 0.1 for the linearly polarized
light and 14� 1 that was used for position-dependent
measurement is due to the residual effect of the local charge
environment. The value of b we determine is comparable to
the ratio of the (direct) dipole-dipole interaction for IXs
[19,20,29,30] to the exchange-based interaction for DXs
[7,8]: ðe2d=ϵÞ=ð6EBa2BÞ ∼ 30=6 ¼ 5, where ϵ is the electric
permittivity in GaAs, and EB and aB are the binding energy
and the Bohr radius of the DX. However, such an estimate
does not account for the spin characteristics of excitons, the
induced dipole moment of the DX exciton, or the con-
tribution of exchange to the IX interactions [19,20,29,30].
We emphasize that our low-duty-cycle pulsed experiments,
carried out using resonant excitation in a microcavity with
coupled quantum well structures, yield a substantially
smaller polariton interaction strength compared to recent
measurements under nonresonant excitation obtained with
induced dipoles in wide quantum wells embedded in
waveguide structures [21,31].
Our experiments unequivocally demonstrate that the

interactions between polaritons can be substantially
enhanced by increasing the size of their permanent dipole
moment. These strong interactions when combined with
the decrease in the polariton linewidth with IX content
measured in Fig. 4(b) allowed us to increase the ratio of
interaction strength between dipolar polaritons to their
linewidth by a factor of 6.5. A detailed analysis of our
methods and results indicates that the factor of 5 increase of
gP is a lower bound on the enhancement of the nonlinearity,
and an estimate based on the blueshift of the polariton
resonance in a two-laser experiment yields an enhancement
of gP by a factor of 10 (see the Supplemental Material [23]).
The resulting strong interactions could lead to the obser-
vation of strong quantum correlations of polaritons [32]
when combined with state-of-the-art zero-dimensional
(0D) cavities [16,33,34]. Moreover, their permanent dipole
moment provides new perspectives for the electrical con-
finement of dipolar polaritons [35–38]: the resulting 0D
polaritons could combine narrow linewidths of dipolar
polaritons with confinement dimensions smaller than
∼600 nm using appropriate gate design [39]. In addition,
electrically defined lattices of 0D dipolar polaritons allow

(a)

(b)

(c)

DX

IX

(d)

FIG. 4. (a) Changes in polariton interaction strength gP extracted
from differential reflection measurements similar to Fig. 2(b) as a
function of VG at a fixed position. The data match a simple model
gP ¼ aðjxj4 þ bjyj4Þg0 with a ¼ 17.6� 0.1, b ¼ 7.4� 0.5 for
linearly polarized measurements (red dashed line) and
a ¼ 27.7� 0.1, b ¼ 8.1� 0.3 for circularly polarized measure-
ments (blue dashed line). The error bars for the parameters
estimated in the model are based on the 1σ confidence interval
obtained in the fit. For each VG value we repeat the experiment
more than 10 times and fit a value for gP to each of these
measurements. The error bars on the data points are standard
deviations of the extracted gP’s for these measurements. (b) Change
in the particle weight as a function of VG. The dipole size of the
polariton changes from 0.09 to 3.4 nm as VG changes from 1.4 to
0.95 V (see the Supplemental Material [23]). (c) Changes of the
linewidth extracted from a reflection measurement similar to
Fig. 2(a), in the linear regime, for each of the points. The error
bars show the 1σ confidence interval of the linewidth extracted
from a fit of the reflection spectrum to a Lorentzian. (d) Change in
the ratio of gP=γP for the data presented in (a) and (c).
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for the tunability of on-site interaction strength to polariton-
hopping ratio, while allowing for the realization of artificial
gauge fields for polaritons [40]. Even though the experi-
ments we report are based on GaAs-based heterostructures,
our advances can be directly applied to van der Waals
heterostructures [41,42] to realize dipolar polaritons of
transition-metal dichalcogenide heterobilayers embedded
in dielectric cavities.

The authors acknowledge insightful discussions with
Thomas Fink and Jacqueline Bloch. This work is supported
by NCCR QSIT and an ERC Advanced Investigator Grant
(POLTDES).
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Guimaraes, R. Houdré, E. Giacobino, C. Ciuti, A. Bramati,
and G. Gigli, Nat. Photonics 5, 610 (2011).

[12] A. Amo et al., Science 332, 1167 (2011).
[13] G. Grosso, G. Nardin, F. Morier-Genoud, Y. Léger,
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