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ABSTRACT

Particle Swarm Optimization (PSO) algorithm has
recently gained more attention in the global opti-
mization research due to its simplicity and global
search ability. This paper proposes a hybrid of PSO
and Generalized Generation Gap model with Parent-
Centric Recombination operator (G3PCX) [25], a
well-known real-coded genetic algorithm. The pro-
posed hybrid algorithm, namely PSPG, combines fast
convergence and rotational invariance of G3PCX as
well as global search ability of PSO. The performance
of PSPG algorithm is evaluated using 8 widely-used
nonlinear benchmark functions of 30 and 200 deci-
sion variables having different properties. The experi-
ments study the effects of its new probability parame-
ter Pz and swarm size for optimizing those functions.
The results are analyzed and compared with those
from the Standard PSO [14] and G3PCX algorithms.
The proposed PSPG with Pz = 0.10 and 0.15 can
outperform both algorithms with a statistical signif-
icance for most functions. In addition, the PSPG is
not much sensitive to its swarm size as most PSO al-
gorithms are. The best swarm sizes are 40 and 50 for
unimodal and multimodal functions, respectively, of
30 decision variables.

Keywords: Particle Swarm Optimization, Real-
Coded Genetic Algorithm, Parent-Centric Recombi-
nation, Hybrid algorithm, Optimization.

1. INTRODUCTION

Particle Swarm Optimization (PSO) , originally
proposed by Eberhart and Kennedy, is a population-
based algorithm for optimization over continuous
search space [1]. Inspired by the social behavior of
bird flocking, PSO consists of a swarm of particles, or
a group of candidate solutions, each of which moves
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through the multi-dimensional search space. The po-
sition of each particle is updated with a velocity,
which is constantly updated by the previous best per-
formance of that particle and its neighbors. Due to
its effectiveness and simple concept, PSO has become
popular for solving nonlinear optimization problems
in various domains, e.g. power system [2], economics
[3], financial [4], and manufacturing [5]. Many at-
tempts have been made to further improve the per-
formance of original PSO, resulting in a number of
well-known variants [6]-[12], including the Standard
PSO 2007 (SPSOO07 thereafter) [13][14]. Some vari-
ants are discussed in section 2.

The conventional PSO algorithms usually provide
a good convergence to the search subspace that an
optimum is located. However, the oscillating behav-
ior of particles often prolongs the swarm from reach-
ing such optimum [15]. In addition, the conventional
PSO variants often face troubles with some complex
problems because they are generally not rotational in-
variant, as all computations are performed coordinate
by coordinate [16]. Also, the performance of conven-
tional PSO deteriorates quickly due to degeneracy of
particles’ velocities when the number of decision vari-
ables is high [17]. As the result, several studies have
incorporated some specialized operators of Evolution-
ary Algorithms (EAs) into PSO, in an attempt to
improve its performance or to compensate the limita-
tions of algorithm. Some successful hybridizations of
PSO are as follows. In Takahama et al. [18]’s hybrid
PSO and GA, the processes of PSO update and GA’s
operations were performed in each iteration. Kao et
al. [19] proposed a method of running genetic opera-
tions and particle swarm operations to each halve of
the population in each generation. Cai and Wunsch
[20] introduced the PSO’s velocity update into EAs,
while Esmin et al. [21] introduced the mutation oper-
ator into PSO. Chiam et al. [4] proposed the imple-
mentation of PSO as a local optimizer in evolutionary
search for training neural networks. Many hybrids of
PSO with other population-based algorithms also ex-
ist such as PSO with Ant Colony Optimization [22],
PSO with Extremal Optimization [23], PSO with Dif-
ferential Evolution [24], etc.

In this work, we propose the hybrid of PSO
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and Generalized Generation Gap model with Parent-
Centric Recombination operator (G3PCX) evolution-
ary algorithm [25]. G3PCX is a well-known rotational
invariant Real-Coded Genetic Algorithms (RCGA)
[26]. G3PCX has shown its superior performance over
many other real-valued Evolutionary Algorithms [25].
However, G3PCX is occasionally prone to get trapped
in local optima in some complex functions. For this
reason, this paper focuses on enhancing the perfor-
mance of conventional PSO algorithm with G3PCX.
The goal is to take advantage of rotational invari-
ance capability and the convergence speed of G3PCX
while maintaining the global diversity with conven-
tional PSO. The proposed hybrid algorithm, namely
PSPG@, blends G3PCX into the particles framework
of PSO. In each generation, the particle’s position
is updated either by PSO’s particle movement equa-
tions or G3PCX’s recombination operator, depend-
ing on a new probability parameter. This predefined
probability balances between the exploration ability
of PSO and the exploitation ability of G3PCX. The
performance of proposed hybrid algorithm is evalu-
ated using 8 widely-used scalable nonlinear bench-
mark functions of 30 and 200 dimensions (indicating
the number of decision variables). The 200 dimen-
sions are sufficient to handle almost all complex prob-
lems in real world. Tackling problems with a higher-
dimensionality will require specific algorithm design
and mechanics, such as problem decomposition and
cooperative coevolution [27], and thus is beyond the
scope of this work. Our experiments study the ef-
fects of an introduced probability parameter and the
swarm size. The results are compared with those from
pure G3PCX [25] and SPSO07 [14]. Although an im-
proved performance can be anticipated from the pro-
posed hybrid algorithm, we do not intend to compare
with the state-off-the-art stochastic algorithms such
as Covariance Matrix Adaptation Evolution Strategy
(CMA-ES) [28][29].

The rest of this article is organized as follows. Sec-
tion 2 briefly reviews the concepts of PSO and some
recombination operators of real-coded genetic algo-
rithms. Section 3 presents the proposed PSPG algo-
rithm. Section 4 explains the experimentation of per-
formance evaluation using the benchmark functions.
Section 5 reports and analyzes the experimental re-
sults of the proposed PSPG against a conventional
PSO and G3PCX. Finally, section 6 concludes this
work with suggested parameter tuning.

2. PSO AND REAL-CODED GENETIC AL-
GORITHMS

2.1 Particle Swarm Optimization Algorithm

PSO is a population-based optimization technique,
where the population is called a swarm of particles.
Each particle represents a possible solution to the op-
timization task at hand. This paper will base on the
unconstrained minimization problems,

min f(z), (1)
where Q € RP — R is a continuous real-valued func-
tion, and the search space €2 is a multidimensional
interval specified by a lower and an upper bounds x;,
x, € RP, respectively.

The original version of PSO, introduced by its orig-
inators [1], consists of a group or a swarm of N par-
ticles. The position of particle ¢ at iteration t is rep-
resented by vector Z;(t) = (21, Zia,...,x;p) and its
velocity ;(t) = (vi1, via, - .., vip), where D is the di-
mension of optimization problem. During each it-
eration, each particle adjusts its position in a direc-
tion toward its personal best (pbest) position and the
position of “some other” particles. There are many
ways to identify such “some other” particles, result-
ing in different forms of PSO. The most commonly
used forms are gbest and [best. This paper bases on
gbest PSO with an inertia weight w [6], in which the
trajectory of particles is influenced by the best par-
ticle of entire swarm. For a particle 4, its velocity is
calculated as

Vij (t-l-l) = W+ V4 (t) +c1-115 (t) . (pbestij (t) — Ty (t))
+ co - ro5(t) - (gbesti;(t) — zis(t))  (2)

The particle’s position is changed according to

Ti(t+1)=z(t) +0i(t+ 1) (3)

where pbest and gbest are the personal best and
global best positions, respectively, of that particle .
Subscript j indicates dimension and j € {1,...,D}.
The ¢; and co parameters, termed as cognitive and
social components, are acceleration coefficients that
pull the particle toward pbest and gbest respectively.
r1 and ro are vectors of random numbers with uni-
form distribution between 0 and 1. w is an inertia
weight that balances the exploration and exploita-
tion abilities of the swarm in search of an optimal
solution. The adjustment of velocity and position for
each particle is repeated until some stopping criteria
are met.

A generic PSO algorithm can be implemented

based on the following steps.

1. Initialize the swarm by assigning a random
position in the multidimensional problem space
to each particle.

2. Evaluate the fitness function for each particle.

3. For each individual particle, compare the
particle’s fitness value with its pbest’s value. If
the current value is better than its pbest’s value,
then set this particle as the pbest.

4. Identify the particle that has the best fitness
value as gbest.

5. Update the velocities and positions of all
particles using (2) and (3).
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6. Repeat steps 2-5 until a stopping criterion is
met (e.g. maximum number of iterations, or a
satisfied fitness value).

Many attempts have been made to further improve
the performance of original PSO, resulting in a num-
ber of well-known variants, e.g. time-varying iner-
tia weight [6], constriction factor [7], self-organizing
hierarchical PSO with time-varying acceleration co-
efficients [8], cellular-based PSO [9], co-evolutionary
PSO [10] for constrained optimization problems, PSO
for multi-objective problems [11], and adaptive multi-
swarm approach for optimization problems with dy-
namic environment [12]. In 2007, M. Clerc et al.
had published a version of Standard PSO 2007 on
http://www.particleswarm.info, which was aimed to
replace the original versions. This standard version
accommodates several improvements in PSO commu-
nity since its inception, and is intended for use as a
baseline for performance testing of further improve-
ment [14]. Some major improvements in this version
are the randomized number of neighbours for commu-
nication, instead of using the whole swarm, and slight
changes in values of both the weight and acceleration
coefficients [14]. Thus we will use this Standard PSO
2007 [14] are a baseline for performance comparison.

2.2 G3PCX

In a Real-Coded Genetic Algorithm (RCGA), the
solution is represented as a vector of real-valued de-
cision variables. First, a population of solutions is
randomly created within the search space. Then ge-
netic operations (such as recombination and muta-
tion) are performed to create a new population in
an iterative manner. Most RCGA differs from each
other mainly by the means of their recombination.
The commonly used recombination operators in RC-
GAs are SBX [30], UNDX [31], and SPX [32]. In
2002, Deb et al. proposed the parent-centric recom-
bination (PCX), which is an extension of two-parent
SBX operator for any number of parents. The PCX
operator assigns more probability for creating an off-
spring close to each parent, not the centroid of them
[25], and can be briefly described as follows. For each
offspring, the direction vector d®) is calculated from
a randomly chosen parent to the centroid of them,
g, i.e., d») = #®)=3 | The offspring is then created
from the orthonormal bases that span the subspace
perpendicular to each of the direction vectors above.
Please refer to [25] for more details of the PCX algo-
rithm.

PCX was introduced along with the Generalized
Generation Gap (G3) evolutionary model, which is
a steady-state and elite-preserving algorithm. The
G3 method always selects the best individual to
participate as a parent. First, two other parents
are randomly selected. After offspring are created,
the method replaces those randomly selected parents
with the best two solutions from a combined popula-

tion, which includes two parents and the newly gen-
erated offspring. The performance of G3 with PCX
was demonstrated to be superior to the standard Dif-
ferential Evolution algorithms and many real-coded
GA proposed earlier [25].

3. THE PROPOSED HYBRID PSO WITH
G3PCX

This section describes the proposed hybrid PSO
algorithm with G3PCX module, namely PSPG, as
shown in Fig. 1. The probability P, is first intro-
duced here and used to select the running of either
PSO module or G3PCX module in each generation.
If a uniform randomized value is greater than the pre-
defined probability P,, then the velocity and position
updates of the PSO module is performed; otherwise,
the G3PCX module takes action. The p parents used
by G3PCX are chosen from the gbest particle and
1 —1 other particles randomly selected. Next, the G3
module works as described in subsection 2.2. That is,
1 parents will generate A offspring using the PCX op-
erator. Then, the best A particles from the combined
(1 4+ ) particles will replace the previously chosen
subset RP, which is composed of the gbest particle
and other A — 1 particles randomly selected from the
swarm. At the end of evolution process, the G3PCX
module is run again in order to perform further re-
finement. In this work, the selection probability P,
is set constant, and Clerc and Kennedy’s PSO algo-
rithm with constriction factor [7], which helps ensure
the convergence, is used as the PSO module. With
the constriction factor x, the velocity update equa-
tion (2) is replaced with

vij = X [’u) . 'Uij + (G le : (pbeSt'L.] - wl])
+co - roj - (gbesti; — xi5)],  (4)

with the explicit time step ¢ omitted for notational
convenience. The constriction factor x is defined as

7],

c1+c,0>4. (5)

2
X = o=
12— —Ve? =4y

4. PERFORMANCE EVALUATION
4.1 Test Functions

The proposed hybrid PSO with G3PCX algorithm
is evaluated using 8 nonlinear benchmark functions
selected from [33] and [34].These functions, listed in
Table 1, are scalable minimization problems with a
wide range of characteristics such as unimodal, mul-
timodal, separable and non-separable, as well as dis-
continuity and noises. While there exist many bench-
mark functions in literature, most of them share sim-
ilar characteristics with those used here. Ref. [33]
and [34] give detailed descriptions of those functions.



Enhanced Performance of Particle Swarm Optimization with Generalized Generation Gap Model with Parent-Centric Recombination Operator169

PSPG Algorithm

Begin
P = current population
1 = number of parents participating in PCX

A = number of offspring created
while ( NFC < MaxNFEC )
if ( rand(0.0, 1.0) < Px )
call g3pcx module
else
create new P using PSO’s equations
evaluate P
end if
update pbest and gbest
end while
call g3pcx module
update pbest and gbest
End

Subroutine g3pcx_module
Begin

select p parents using G3 scheme, one of which is the gbest

generate A offspring using PCX operator

build a subset RP of the gbest particle plus the A-1 particles randomly from

P-{gbest}

replace RP with the best A ones from (A + p) offspring union with parents

End

Fig.1: Algorithm of the proposed PSPG.

Table 1: Benchmark function. D: dimensions, C: Characteristics, U: Unimodal, M: Multimodal, S: Separa-
ble, N: Non-separable.

No. Name Range C
f1  Schwefel'sP222  f(x) =37 |v |+ . x [-10, 10] Us
2 Step function =3 il(Lx, + O.SJ)I [-100, 100] Us
f3  Quartic withnoise ~ f(x) = rand[0,1)+ Y ili -] [-1.28, 1.28] Us
/4 Rosenbrock S =7 [1000x,, -7 +(-x)* | [-30, 30] MN
f5  Rastrigin F(x) :Zil[xf ~10cos(27x,) +10] [-5.12,5.12] MS

1 ) 1
f6  Ackley [ :—ZO-exp[—O.Z- E-Zilx,‘]—exp[ﬁ-Zilcos(z/’rxl)]+20 te [-320, 32] MN
1 &, & X,
/7 Griewank F)y=—="x" -Jcos(—5)+1 [-600, 600] MN
4000455 T W
Penalized D1 —50, 50 MN
s Fx) :%{10 sin’ (73,)+ 2. (x, —1)* [ 1+10sin’ (zy,,, +1) |+ (v, 71)2} [ ]
=1
5 k(x,—a)", X =a
+Zze(.x,,10,100,4), v, =1+(x,+1)/4, u(x,.ak,m)=-0, —asx <a,
i=1

k(—x,—a)", x,<-a

Table 2: Profile of the experiments.

Experiment D MaxNFC # runs
1. Effects of probability P, 30 100,000 100
200 500,000 50

2. Effects of swarm size 30 100,000 100
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4.2 Experimental Setups and Performance
Criteria

Two experiments are performed to test the perfor-
mance of proposed hybrid algorithm. Experiment 1
studies the effects of probability Px that controls the
selection of running either PSO or G3PCX modules
in each generation. The simulation is set with its
dimension or number of decision variables D equal
to 30 and 200. Experiment 2 studies the effects of
swarm size. Table 2 summarizes the configurations
of each experiment. The detailed configuration, re-
sults and discussions of these experiments are given
in Section 5. For each algorithm or variant, 100 in-
dependent runs with different seeds for the random
number generator are performed per function tested
at 30D, and 50 independent runs at 200D to avoid
excessive computational time.

The population is asymmetrically initialized to a
lower 40% portion of each dimension, so that the
global optimum will not lie in the middle of the initial
population?. Each run will terminate when the max-
imum number of objective function calls (MaxNFC)
(as shown in Table 2) is reached. The average con-
vergence graphs of some important functions are illus-
trated in Fig. 2 for discussion. The statistical results
(means and standard deviations) of the achieved op-
timal values are reported in Table 3 and analyzed for
a comparison with those from pure G3PCX [25] and
SPSO07 [14].

The parameters of G3PCX, in both pure and
the proposed PSPG, are set to the same values
as suggested [25], ie. pu = 3 and A = 2. In
fact, other values of these parameters are also
tested, but the best results are still from such rec-
ommendations. The proposed PSPG algorithms
were written in Java language. The C codes for
G3PCX and SPSOO07 used in this experiment were
downloaded from www.iitk.ac.in/kangal/codes.shtml
and www.particleswarm.info/Programs.html, respec-
tively. All program codes use the common routine of
random number generator, and the simulations are
performed on Windows 7 with Core2Duo 2.0 GHz
CPU.

5. RESULTS AND DISCUSSIONS
5.1 Experiment 1: Effects of probability Pz.

The first experiment aims at comparing the perfor-
mance of proposed hybrid algorithm (PSPG) against
SPSO07 [14] and pure G3PCX [25]. Adding more di-
mensions to a problem space will result in the expo-
nential growth of associated volume [36]. This rapid
growth in volume significantly increases the complex-
ity of problem. The performance of an algorithm
with excellent search ability at a moderate dimen-
sion (such as 20-30) may deteriorate quickly when

2This initialization scheme was suggested by Angeline [35] and
widely used in PSO community since then.

the dimension increases beyond 100. Therefore, this
experiment tests the scalable benchmark functions at
both 30 and 200 dimensions. In the case of testing
at 200 dimensions, the MaxNFCs are extended from
100,000 to 500,000 to provide more search opportu-
nity.

The swarm size or population size N is kept un-
changed. The suggested population size for using
G3PCX, or other evolutionary algorithms, is gener-
ally larger than that of a PSO algorithm for optimiz-
ing a function having the same dimension [25]. Hence,
the swarm sizes of PSPG and SPSO07 are set N =
25, whereas the population sizes of pure G3PCX are
150 and 200. In fact, we tested G3PCX at different
population sizes of 50, 100, 150, 200 and 250. The op-
timal results are from those runs with 150 and 200;
thus, they are listed in Table 3. In order to investi-
gate the effects of probability Px in PSPG, 18 values
of Px were tested: 0.005, 0.01, 0.05, 0.10, 0.15, 0.2,
0.25, 0.3, 0.4, 0.5, 0.6, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95,
and 0.99. However, only the results from a range of
0.01 to 0.20 can outperform others, and thus they are
included in Table 3.

Table 3 reports the means and standard deviations
of the objective function values achieved from running
each algorithm for all runs. To determine the signif-
icance of difference, we conduct the statistical t-test
comparisons with a 95% confidence interval between
PSPG against SPSO07 and G3PCX. For each bench-
mark tested, the better result from either G3PCX-
N200 or G3PCX-N150 is used for comparison. From
Table 3, the results of PSPG with P, = 0.05 and 0.10
outperform those from other Px values; thus we only
conduct statistical t-test for both of them as the rep-
resentatives of PSPG. The t-test results are reported
in Table 4 with the following notations: “+” tag in-
dicates that the average result from PSPG is signifi-
cantly better than the result from SPSO07 or G3PCX
depending on the column; “-” tag indicates that the
difference between two results is not significant; and
“” tag indicates the PSPG’s result is significantly
worse than the result from SPS07 or G3PCX. Fig. 2
illustrates the average convergence graphs for some
important functions of 30D in Experiment 1.

From both Table 3 and 4 and the average conver-
gence graphs in Fig. 2, we can observe the following.
1. The performance of PSPG with P,= 0.05, 0.10

and 0.15 are in fact comparable. On the other

hand, the performance of G3PCX with N = 200

is somewhat better than G3PCX with N = 150.

We may observe from Table 3 that the performance

of G3PCX degrades quickly when the number of

decision variables increases from D = 30 to 200,

especially in unimodal functions.

2. For 30-dimensional tests, PSPG with P,= 0.10
performs the best in unimodal functions. PSPG
with P,= 0.10 and 0.15 outperform SPSO07 with
a statistical significance for 4 functions, whereas
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Table 3: Mean and standard deviation (in parenthesis) of the optimization results from Experiment 1.

D Function SPSO07 G3PCX- G3PCX- PSPG- PSPG- PSPG- PSPG- PSPG-

200N 150N 0.01 0.05 0.10 0.15 0.20

30 1 Schwefel's P2.22 5.800 57.490 52.130  991E-13 3.69E-15 1.27E-15 2.69E-15 388E-15
(8.352)  (12.4%0)  (12.700) (2.17E-12) (7.65E-15) (1.48E-15) (3.42E-15) (6.08E-15)

2 step function 200.000 29.550 39.650 6.790 4.800 3.700 4.050 6.150
(1414.000)  (3.258)  (5.140)  (4.720)  (8.869)  (4.184) (1.532)  (4.374)

/3 Quartic withnoise 0.011 0.468 0.591 0.013 0.023 0.036 0.054 0.067
(0.008) (0.051)  (0.056)  (0.007)  (0D.021)  (0.021)  (D.037)  (0.052)

4 Rosenbrock 407.200 0.997 1.595 40.970 37.020 35.500 39.060 43.800
(898.900)  (0.386) (0.437)  (27.880) (29.110) (25.010) (254700 (32.710)

/5 Rastrigin $0.070  171.300  165.300 65.030 71.900 80.970 81.590 86.720
(45.250)  (6.464)  (8.481) (17.220) (18.450) (20.950)  (25.190)  (23.720)

B Ackley 19.970 6.052 11.080 1.378 1.169 1.204 1.304 1.525
(0.002)  (1.050)  (1.307)  (1.142)  (1.045) (1.025)  (0.846)  (1.087)

f7 Griewank 5.17E-03 9.95E-03 6.28E-03 5.82E-02 4.83E-02 6.24E-02 4.17E-02 6.61E-02
(7.86E-03) (3.57E-03) (1.56E-03) (6.93E-02) (4.17E-02) (5.79E-02) (3.74E-02) (5.45E-02)

/B8 Penalized 0.183 0.151 0.168 0.501 0.272 0.961 0.398 0.799
(0.306)  (0.012) (0.013)  (1.041)  (0474)  (2011)  (0.882)  (1.321)

200 f1 Schwefel's P2.22 12.710 4.90E+69 2.00E+73 0.977 0.116 0.085 0.094 0.122
(8.938) (4.78E+69) (L.95E+73}  (1.461)  (D.046)  (0.044) (0.027)  (0.025)

J2 Step function 1.28E+03 1.39E+05 1.40E+03 290.60 138.80 120.50 02.30 103.40
(6.74E+02) (7.48E+02) (7.23E+02) (137.60)  (96.43)  (56.29)  (47.98) (35.56)

/3 Quartic withnoise 3.130 7692.0 7845.0 0.289 0.238 0.215 0.290 0.288
(3.581) (76.8)  (107.3)  (0.046)  (0.114)  (0.083) (0.173)  (0.129)

4 Rosenbrock 2.12E+04 243E+09 2.45E+09 1065.0 787.9 712.9 785.8 794.8
(3.37E+04) (2.19E+07) (2.57E+07)  (430.6)  (205.9)  (183.7) (129.4)  (118.3)

/5 Rastrigin 631.7 3.30E+03 3.29E+03 719.0 7393 814.6 765.6 838.0
(68.1)  (15.550)  (17.250) (82.7) (63.3) (64.1) (65.5)  (102.8)

& Ackley 8.076 20.990 21.000 5.111 4.803 3.003 3.659 3.498
(1.033)  (0.009)  (D.004)  (2.142)  (2.862)  (0.406) (1.954)  (2.391)

f7 Griewank 4612 5017.000 5046.000 0.058 0.030 0.066 0.091 0.049
(6.184)  (32.980) (42.970)  (0.042)  (0.030) (0.045)  (0.080)  (0.023)

/B8 Penalized 20.500 1.378 1.215 2.748 2.043 1.050 1.458 0.972

(28210)  (0.048)  (0.050)  (1.671)  (1.893)  (0.748)  (1.376)  (0.582)
Column heading PSPG-n denotes the proposed algorithm PSPG with P.= . The best (lowest) mean and standard deviations
achieved are highlighted with red bold font.

their differences are not significant for the remain- others with a statistical significance.

ing 4 functions. Being compared to G3PCX,

PSPG statistically outperforms in 5 functions, 3. For 200-dimensional tests, Table 4 clearly shows
but is defeated only in Rosenbrock function. This the outstanding performance of PSPG with
function is non-separable and multimodal when P, = 0.10 and 0.15 over both SPSO07 and

the number of variables is more than three [25], G3PCX with a statistical significance for all
and is well known for its difficult fitness landscape. cases, except one. This exception is the highly-
Also, the conventional PSO algorithms are known multimodal Rastrigin function, in which the

to have troubles optimizing it [16]. The rotation- difference between PSPG and SPSO07 is not
ally invariant crossover in G3PCX, which is im- statistically significant.

planted into PSPG, can assist the hybrid algorithm
in solving this function better than conventional

5.2 E i t 2: Effects of i
PSO. But the occasional runs of rotational xperimen ects of swarm size

crossover in PSPG cannot take full advantage The swarm size or number of particles in PSO algo-
as compared with the pure G3PCX. In case of rithm is known to cause some effects on performance.
the Griewank and Penalized functions, no single This experiment tests the performance of PSPG using

algorithm /variant in this test can outperform the  P,= 0.05, which is the optimal value observed from
previous experiment. The same benchmark functions
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Table 4: Statistical t-test comparison results of PSPG-0.05 and PSPG-0.10 against SPSO07 and G3PCX.

D Function against SPSO07 against G3IPCX
PSPG-0.10 PSPG-0.15 PSPG-0.10 PSPG-0.15
30 f1 Schwefel'sP2.22 + + + +
/2 Step function + + + +
/3 Quartic with noise 0] 0] + +
30 74 Rosenbrock + + - -
/5 Rastrigin 0] 0] + +
/6 Ackley + + + +
/7 Griewank O 0] 0] O
/8 Penalized O (0] 0] (0]
200 /1 Schwefel'sP2.22 + + + +
/2 Step function + + + +
/3 Quartic with noise + + + +
/4 Rosenbrock + + + +
/5 Rastrigin 0] 0] + +
16 Ackley + + + +
/7 Griewank + + + +
/8 Penalized + + + +

Symbols “+7, “0” and “-” indicate that the PSPG with a corresponding P, is significantly better than,
not different to. and worse than the SPSO07 or G3PCX.

Table 5: Mean and standard deviation (in parenthesis) of the optimization results from Ezperiment 2: Effects
of swarm size.

Function PSPG-N20 PSPG-N30 PSPG-N40 PSPG-N50 PSPG-N60 PSPG-N70 Significant?

£1Schwefel'sP2.22  2.45E-10 9.00E-08 3.70E-06 6.95E-05 836E-26  3.28E-15 +
(-4.40E-10)  (-9.83E-08) (-2.22E-06) (-9.13E-05) (-1.99E-25) (-4.06E-15)

/2 Step function 2.5 1.4 0.6 0.25 9.95 525 o
(-3.248) (-2.538) (-1.114) (-0.622) (-8.176) (-8.808)

/3 Quartic with noise 0.0143 0.0124 0.0098 0.0103 0.113 0.0251 0
(-0.008) (-0.0058) (-0.0033) (-0.0036)  (-0.0913)  (-0.0119)

/4 Rosenbrock 29.093 37475 55.29 45.703 43.622 35.085 5]
(-16.203) (-24.764) (-28.872) (-28.875)  (-29.288)  (-26.199)

5 Rastrigin 67.4083 56.7623 53.3795 50.6931 85.5165 64.523 0
(-16.445) (-16.8658)  (-13.9339)  (-16.3047)  (-27.2995)  (-16.5751)

/6 Ackley 0.293 0.1906 0.1866 0.0752 2.5624 1.4273 +
(-0.5198) (-0.4581) (-0.4591) (-0.3273)  (-1.2325)  (-1.0644)

/7 Griewank 0.0498 0.043 0.0497 0.0613 0.1197 0.0636 5]
(-0.0354) (-0.0446) (-0.057) (-0.0611)  (-0.1289)  (-0.0473)

/8 Penalized 0.7138 1.0031 0.3466 0.2415 0.1738 0.2411 5]
(-1.1371) (-1.5638) (-0.6126) (-04713)  (-0.056) -0.4199)

The results were averaged over 100 runs. Column heading PSPG-Nss denotes the proposed algorithm PSPG with
swarm size of ss. the last column indicates statistical significance of comparing the differences of results between the
best and worst variants.
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Fig.2: Average convergence graphs for some functions of 30 dimensions in Experiment 1.

are selected for this study. The swarm sizes are varied
from 20 to 70.

Table 5 reports the means and standard deviations
of optimization results averaged over 100 runs. In
each function, it can be observed that the results are
not much different as the swarm size is changed. Con-
sequently, we perform t-test comparison, with a 95%
confidence interval, to determine whether the differ-
ences of the best and worst results are statistically
significant. The last column indicates t-test results:
“+” tag means the difference between the best and
worst variant is significant, and “O” tag means the
difference is not statistically significant. According
to the experimental results from running with varied
swarm size, there are no statistically differences in 6
out of 8 tested functions. This demonstrates that the
proposed algorithm PSPG is not much sensitive to its
swarm size.

However, in order to find the optimal swarm size,
all PSPG variants are ranked according to their
means (in Table 5) for each function. Table 6 reports
these ranks, together with their averages grouped by
modality: unimodal and multimodal. The variant
with a lower value of averaged rank means can better
achieve the optima than the variant with a higher av-
eraged rank. It can be observed that the swarm size

of 40 offers the best results for unimodal functions
(with the average rank of 2.7), whereas the swarm
size of 50 is better for multimodal functions (average
rank of 2.8). This behaves similarly to the case of
generic PSO algorithms.

6. CONCLUSION

PSO algorithm is well-known for its good conver-
gence to the search subspace that an optimum is sit-
uated, but it is sometimes prolonged to reach such
optimum due to its oscillating behavior. In contrast,
G3PCX is well-known for its superior convergence
speed particularly in those functions with noncom-
plex fitness landscape. This paper proposes a hy-
brid algorithm, namely PSPG, which combines both
the global search efficiency of PSO with the conver-
gence capability of G3PCX. Two experimentations
are conducted to investigate the convergence behavior
of three algorithms: Standard PSO 2007 (SPSO07)
[14], G3PCX [25], and the proposed PSPG, using
eight well known nonlinear benchmark functions of 30
and 200 dimensions. The probability P, of PSPG al-
lows users to balance the executions of both PSO and
G3PCX modules, depending upon the characteristics
of problem at hand. According to the experimental
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results, a small value of P, (about 0.01-0.05) is rec-
ommended for simple or unimodal functions, while
a larger value (0.10) is suitable for multimodal func-
tions. For a problem with unknown characteristics,
setting P,= 0.05 is recommended. Similarly to the
case of generic PSO algorithms, a moderate swarm
size of about 40 is recommended for optimizing 30
dimensional functions. Slightly more particles are ef-
fective for functions with complex fitness landscape
or high dimensions, while fewer particles are sufficient
for fast convergence in simple functions.
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