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incomplete. VLA observations to determine the nature of poten-
tial SNR candidates are in progress.

We end with an observation. It is usually assumed, for the
purpose of identification of counterparts, that only the total
area of the localization matters. But as Equation (1) shows, a
localization with a very long axis is undesirable in two situations:
(1) extended counterparts (for example, SNRs as discussed
above) or (2) when clustering statistics of the bursts are expected
to provide crucial clues (for cosmological models, for instance).
In the second case, the clustering statistics will be limited to
angular scales set by the long axis. Large-area X-ray monitors
with masks have the advantage of providing circular localiza-
tions with acceptable areas.
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A MIXTURE of two dissimilar species (A and B) may freeze to form
a substitutionally ordered crystal, the structure of which can vary
from a lattice with only a few atoms per unit cell to a complex
`superlattice'. For example, a mixture of sodium and zinc can form
a solid with the AB13 structure with 112 atoms per unit cell' (Fig.
la). One might suspect that very specific energetic interactions
are needed to stabilize a structure as complex as this. But recent
experiments2'3 show that the AB,3 structure is also formed in mix-
tures of spherical colloidal particles with different diameters, which
interact only via simple repulsive potentials. This raises the pos-
sibility that the formation of an AB13 superlattice might be sup-
ported by entropic effects alone. To investigate this possibility, we
present here computer simulations of a binary mixture of hard
spheres. Our calculations show that entropy alone is indeed
sufficient to stabilize the AB,, phase, and that the full phase dia-
gram of this system is surprisingly complex. Our results also sug-
gest that vitrification or slow crystal nucleation in experimental
studies of colloidal hard spheres can prevent the formation of
equilibrium phases.

To predict the phase diagram of a binary mixture by computer
simulation, we must determine the Gibbs free energies of all
competing phases as a function of the external pressure (see, for
example, ref. 4). On the basis of space-filling arguments', for
diameter ratios (a = a./ crA) in the range 0.5-0.8, the following
phases may be expected to occur in a mixture of hard spheres:
pure face-centred-cubic (f.c.c.) crystals of either component (A
and B), the AB13 (Fig. la) and AB2 (Fig. lb) lattices, and the
binary fluid (F). If a given structure has a very high volume
fraction at close-packing (TO, then at lower densities the consti-
tuent particles will have a large free volume in which to move
and hence a high translational entropy. Murray and Sanders
showed' that for 0.5 a 0.8, 90, is appreciably higher for AB13
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Centre of
large particle

FIG. 1 A, The AB,3 structure consists of body-centred icosahedral clus-
ters of 13 B particles contained within simple cubic subcells of the
larger component (A). The full unit cell (112 atoms) consists of eight
subcells with neighbouring icosahedra alternating in orientation by 7r/2.
B, The AB2 structure is made up of alternating hexagonal layers of the
small and large particles. The large particles (A) form close-packed layers
aligning directly above each other along the c axis, while the small parti-
cles (B) occupy trigonal prismatic sites between these layers and form
planar hexagonal rings resembling the carbon layers in graphite.
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and AB2 than for any other binary crystal structure. The maxi-
mum packing fraction of these mixed crystals is, however, com-
parable to that of the pure A and B phases (9),,, = 0.7405). For
a above 0.85 a random alloy with f.c.c. structure is known to
be stable.' and for small values of a( 0.5) a range of interstitial
structures (for example NaCI) might be expected to be stable,
again on space-filling grounds.

To compute the Gibbs free energy of the possible phases of the
mixture, we use a numerical technique called 'thermodynamic
integration' (see for example ref. 8). In such calculations, one
computes the reversible work needed to transform the phase
under consideration into a state of known free energy. To com-
pute the free energy of the binary fluid, we compute the reversible
work needed to compress the fluid mixture from zero density
(the ideal gas) to the required packing fraction. We have used
the semi-empirical expression of Mansoori et al.9 for the binary
fluid equation-of-state, to facilitate such a calculation. Integra-
tion from the dilute gas cannot be used for solids, however,
because of pronounced hysteresis on encountering the freezing
transition. Instead we have used the method of Frenkel and
Ladd'', taking the reference state (of known free energy, F) to
be the corresponding Einstein crystal, that is the same crystallo-
graphic structure with the particles bound to lattice sites by
harmonic springs. These calculations have been described in
detail elsewhere

Figure 2 shows the reduced-pressure/composition (P6 /X)
phase diagram for a diameter ratio, a = 0.58. At low densities
only the binary fluid is stable. However, for compositions X 0.9,
as the pressure is increased there is a tendency for f.c.c. solid A
(large spheres) to be precipitated. At higher pressures still, the
crystal structure AB2 becomes stable in coexistence with either
solid A or fluid, and at even greater pressures the AB13 superlat-
tice is thermodynamically stable for compositions around its
stoichiometric value, X=13/14.

One could still argue that specific energetic contributions (to
the effective interatomic interactions) may be responsible for the
formation of AB13 and AB2 structures in metallic' and
molecular' 3-15 mixtures or even in charge-stabilized colloids16.17.
For hard-particle systems however, the only non-ideal contribu-
tions to the free energy are entropic in origin. Hence, we find
that entropy, normally regarded as a driving force for disorder,
is responsible for the formation of crystal structures with very
complex order.

In the experiments of Bartlett et al." the total volume access-
ible to the colloidal mixture is set by the suspending fluid. Hence,
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FIG. 2 P-X phase diagram of a binary mixture of hard spheres with a
diameter ratio a = 0.58. The pressure P* is given in reduced units
l(BTa3, where aA is the diameter of the large spheres, kB is the Boltzmann

constant, and T is the absolute temperature. In addition to the fluid phase

F, we observe the following stable solid phases: pure A, pure B, AB2 and

AB13.
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in order to compare our simulations with these experiments, it
is more convenient to compute the phase diagram of the mixture
at constant total volume. Such a representation of the phase
diagram is shown in Fig. 3 where, following ref. 18, we use the
partial packing fraction of small spheres OM and large spheres
(TA) as the independent coordinates. A notable feature of this
representation is the large amount of ( B , (PA )-phase space occu-
pied by triangular eutectic (three-phase) regions. In the P-X
diagram, these eutectics were only represented by points, in
accordance with the Gibbs phase rule. The ratio of the volumes
of the phases participating in this three-phase coexistence is
equal to the ratio of the areas of the three internal triangles
formed between the point considered and the vertices of the
three-phase region".

In Fig. 3, we have indicated the compositions of the suspen-
sions for which Bartlett et al.3 observed the formation of solid
phases. The symbols denote the phases they identified from the
light-scattering Bragg peaks. In general terms their observations
agree well with our thermodynamic phase diagram. The freezing
line is well located. In addition, the phase diagram clearly shows
why the formation of AB2 crystals at XB = 2/3 did not occur at
the packing fractions reached in the experiments, an observation
highlighted by Bartlett et al.3

The most striking difference between simulation and experi-
ment is that Bartlett et al.' did not observe formation of solid A
at compositions for which it is the thermodynamically favoured
phase. At the composition corresponding to the AB2 stoichiome-
try, an amorphous solid appeared instead of A. For composi-
tions corresponding to AB4 and AB6, solid AB2 and fluid (F) was
observed, as if the system had avoided the lowest thermodynamic
state (A + F) and settled into the neighbouring stable phase
which has a slightly higher free energy at these compositions.
Kinetic factors may be responsible for these discrepancies, that
is the inability of the system to nucleate pure A crystallites,
perhaps because the composition of the fluid is so different from
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FIG. 3 Phase diagram at constant volume of a binary mixture of hard
spheres with a diameter ratio a= 0.58. The lines indicate boundaries of

two- or three-phase regions. In all cases, the nature of the coexisting
phases is indicated. Also shown are the state points studied by Bartlett et

al.3 for a binary mixture of colloidal particles with the same diameter ratio.
The symbols indicate the phases observed in ref. 3: 0, AB13+ B + F; 0,

AB13+ F; S, AB.; , AB2+ F; A , amorphous solid.
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that of the nucleating solid. (We note that in their earlier paper,
Bartlett et al.' did observe formation of pure A from A-rich
suspensions at a =0.61; here crystallization was observed for
ABx compositions where x is less than 1.5 and amorphization
was observed for larger x.) A similar reasoning could account
for the formation of AB13 rather than AB2 at compositions AB9
and AB,4, especially if the interfacial tension between AB13 and
the fluid were lower than for AB2. This seems likely in view of
the high degree of local icosahedral order in dense fluids. AB13

has a particularly large number of icosahedral centres, sug-
gesting that the barrier to nucleation may be particularly low.
Detailed examination of its structure shows that all the small
(B) atoms are icosahedrally coordinated; the central atom of the
cluster is surrounded by a perfect icosahedron of B particles
and the B particles on the surface by a distorted icosahedron
containing two A particles.
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SPRINGTIME ozone depletion over Antarctica is thought" to be due
to catalytic cycles involving chlorine monoxide, which is formed
as a result of reactions on the surface of polar stratospheric clouds
(PSCs). When the PSCs evaporate, CIO in the polar air can react
with NO2 to form the reservoir species CIONO2 . High concentra-
tions of CIONO2 can also be found at lower latitudes because of
direct transport of polar air or mixing of ClO and NO2 at the
edges of the polar vortex. CIONO2 can take part in an ozone-
depleting catalytic cycle, but the significance of this cycle has
not been clear. Here we present model simulations of ozone concen-
trations from March to May both within the Arctic vortex and at
a mid-latitude Northern Hemisphere site. We find increasing ozone
loss from March to May. The CIONO2 cycle seems to be respon-
sible for a significant proportion of the simulated ozone loss. An
important aspect of this cycle is that it is not as limited as the
other chlorine cycles to the timing and location of PSCs; it may
therefore play an important role in ozone depletion at warm middle
latitudes.
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High levels of CIONO2 have been observed in both hemi-
spheres at the edges of the polar winter vortex" and inside the
Arctic spring vortex'. We show here for two cases that ozone
depletion does not cease once CIONO2 is formed : (1) assuming
that at high latitudes (65° N) all the available inorganic chlorine
is in the form of CIONO2 after the PSCs have evaporated in
March and (2) assuming that this high-latitude air has mixed
with air from low latitudes, performing calculations at a lower
latitude (55° N). These two cases may be considered representa-
tive of air inside and outside the vortex respectively.

The diurnal photochemical box moder we use contains a full
description of stratospheric chemistry and has been reformulated
so that CI, C10, Br and BrO are integrated separately. We there-
fore make no steady-state assumption for Cl+CIO and
Br + BrO. The heterogeneous removal of N205 by the back-
ground aerosol layer is also included. Figure 1 shows ozone
depletion at an altitude of 19 km (near the peak of the ozone
layer) from March to May, assuming different total chlorine and
total bromine concentrations' that are representative of the years
1980, 1990 and 2000. After 75 days there is a depletion of ozone
of 9.5, 12.5 and 16% for these respective years. This is a signifi-
cant additional change if we consider that models' calculate
about 20% chemical depletion of ozone from December to
March for a 1990 atmosphere. We therefore conclude that there
is significant additional ozone depletion months after herero-
geneous reactions have ceased. Comparing the 1990 run with the
1980 run shows that ozone is 3.3% lower in 1990, which is about
half of the observed column ozone trend for these years'. The
calculations do not account for mixing and the calculated ozone
loss is therefore an upper limit.

The two main ozone depletion cycles are now considered.

C10+ BrOC1+ Br +02

Br + 03-4BrO + 02

CI + 03*C10 + 02

The rate of this catalytic cycle is determined by the reaction
C10 + BrO. Ozone can also be destroyed by CIONO2 in the fol-
lowing catalytic cycle.

CIONO2+ h v Cl + NO, a = 0.9

90 100 110 120 130 140 150

Day

FIG. 1 The concentration of ozone at an altitude of 19 km, 65°N, as a
function of time (day 75=16 March). Initial (day 74) conditions (in
volume mixing ratio) for the years 1980, 1990 and 2000: CIONO2= 2,
3, 4 x 10-9; BrO= 10, 15, 23 x 10-12; HNO3=10, 9, 8 x 10-9; for all
years: CH4= 0.5 x 10 -6, H20 = 5 x 10-6, H2 = 0.5 x 10-6, CO=
2 x 10-6, H202=1 x 10-12, CIO = HCI = NO= NO2= N205= BrONO2=
CH302= 0, T=210 K, p= 64.5 mb. We have specified a rate constant
for N205(g)+H20(0-42HNO3(g) of 4 x 10-6s-1 on the sulphate aerosol
layer1.
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