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EPIMORPHICALLY CLOSED PERMUTATIVE VARIETIES
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N. M. KHAN

ABSTRACT. We show that for semigroups all permutation identities are preserved
under epis and that all subvarieties of the permutative variety defined by any
permutation identity

XXyt Xy = XX, v Xy

with n > 3 and such that i, # n or i; # 1, are closed under epis. Finally we find

some sufficient conditions that an identity be preserved under epis in conjunction
with any nontrivial permutation identity.

1. Introduction and summary. We establish that for semigroups all permutation
identities are preserved under epis. A stronger result for commutativity has long
been known, namely that the semigroup dominion of a commutative semigroup is
also commutative; we show by a counterexample due to P. M. Higgins that this
stronger result is false for each (nontrivial) permutation identity other than com-
mutativity. Next we show that all subvarieties of the permutative variety defined by
any permutation identity

1) XXy oot X, =X, X; v X

n i, i

with n > 3 and such that i, # [i; # 1], are closed under epis, thus generalizing
Theorem 4.1 of the author [10] which states that all commutative varieties are closed
under epis. Finally we find some sufficient conditions that an identity be preserved
under epis in conjunction with any nontrivial permutation identity.

2. Preliminaries. Let U, S be semigroups with U a subsemigroup of S. We say that
U dominates an element d of S if for every semigroup T and for all homomorphisms
B,y: S = T, uB = uy for all u € U implies df = dy. The set of all elements of S
dominated by U is called the dominion of U in S, and we denote it by Dom ¢(U). It
can be easily verified that Dom ((U) is a subsemigroup of S containing U. Following
Howie and Isbell [8], we call a semigroup U saturated if Dom (U) # S for every
properly contained semigroup S.

A morphism a: A — B in the category € of semigroups is called an epimorphism
(epi for short) if for all C € ¥ and for all morphisms 8, y: B — C, af§ = ay implies
B = y. It can be easily verified that a morphism a: § — T is epi if and only if the
inclusion map i: Sa = T is epi, and the inclusion map i: U — S from any
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508 N. M. KHAN

subsemigroup U of S is epi if and only if Dom¢(U) = S. In such a case S will be
called an epimorphic extension of U.

A most useful characterization of semigroup dominions is provided by Isbell’s -
Zigzag Theorem.

REesULT 1 [9, Theorem 2.3 or 7, Theorem VI1.2.13]. Let U be a subsemigroup of
any semigroup S, and let d be any element of S. Then d € Domg(U) if and only if
either d € U or there are elements a, @y, a5,...,85, € U, t;, 1,000t Vi Yase o s Vm
€ S such that

d=apty, ay=y4a,
(2) Y@y = Yier@aivr,  Gyuti= 0yt (i=1,2,...,m—1),

a2m~ltm = Qo IYm@om = d.

These equations are called a zigzag of length m over U with value d and with spine a,
Ay, gy e ylypy,.

An identity of the form of equation (1) for some permutation i of the set
{1,2,...,n} is called a permutation identity. The permutation identity (1) is said to
be nontrivial if the permutation i/ is different from the identity permutation.

REsuLT 2 [11, Result 3]. Let U and S be any semigroups with U a subsemigroup of
S. For any d € Dom(U)\ U, if (2) is a zigzag of shortest possible length m over U
with value d, then ¢, y, € S\ Uforj = 1,2,...,m.

REesuLT 3 [11, Proposition 3.1]. Let S be any semigroup satisfying the identity (1)
withn > 3.

(i) For each j € (2,3,...,n} such that x,_,x;is not a subword of x; x; --- x
also satisfies the permutation identity

S

i,
XyXo "o X qXPX; X, = X Xy vt X PXX; X,
(i) If x; # x, , then § also satisfies the permutation identity

XPX Xy 00 Xy = YXX (X5 * 0 X

In the following results, let U and S be any semigroups with U a subsemigroup of
S and such that Domg(U) = S.

RESULT 4 [11, Result 4]. If d € S\ U, then for any positive integer k, there exist
a,,a,,...,a, € Uandd, € S\ Usuchthatd = aya, --- a,d,.

REsSULT 5 [11, Corollary 4.4]. Let U satisfy a permutation identity (1) with i, # n.
Then, for each positive integer &,

X

sxlxz...xkzsx jz...xjk

)
for all x;, x,,...,x, € §,s € §\ U, and for any permutation of the set {1,2,...,k}.
REesuLT 6 [11, Corollary 4.2]. If U satisfies a nontrivial permutation identity, then

for each positive integer k,

X S §

SX(Xy e Xpl = SX X, e X

N
for all 5, t € S\ U, x;, X,...,x, €S, and for any permutation j of the set
{1,2,...,k}.

The notations and conventions of Clifford and Preston [3] and Howie [7] will be
used throughout without explicit mention.
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EPIMORPHICALLY CLOSED PERMUTATIVE VARIETIES 509

The general question of which varieties are closed under epis has been studied in
semigroup theory, ring theory and elsewhere [2]. For example, in [4] Gardner has
shown that certain identities weaker than commutativity are not preserved under
epis of rings although the variety of commutative rings is closed under epis [1]. P. M.
Higgins {5] has shown that identities for which both sides contain a repeated variable
are not preserved under epis of semigroups. In showing that all varieties of
commutative semigroups are closed under epis [10], the author has generalized the
classic result of Isbell [9, Corollary 2.5] that commutativity is preserved under epis.
However, finding a complete determination of all identities which are preserved
under epis of semigroups still remains an open problem.

3. Epimorphisms of semigroups and permutation identities. An identity u = v is
said to be preserved under epis if for all semigroups U and S with U a subsemigroup
of S and such that Dom(U) = S, U satisfying u = v implies S satisfies u = v.

THEOREM 3.1. All permutation identities are preserved under epis.

PrOOF. Let equation (1) be any permutation identity with n > 3. Without loss we
can assume that (1) is nontrivial. Take any semigroup U satisfying (1), and any
semigroup S containing U properly and such that Dom(U) = S. We shall show
that S also satisfies (1).

Fork =1,2,...,n, consider the word XX, X, of length k. We shall prove the
theorem by induction on the length of these words, assuming that the remaining
elements x;, ,...,x; € U

First for kK = 1, that is, when x; €8, and Xip--e5X; € U, we wish to show that
equation (1) holds. When x; € U, (1) holds so we assume that x, € S\ U. By
Result 1, we may let (2) be a zigzag of shortest possible length m over U with value
x;.

i
First we introduce some notation:

) wi(X;, XiseeoXy ) = X0, 000 x, = (X, xp,...,%,),
Wy (X5 Xisee s Xy ) = X1Xg 000 X, = Uy ( Xy, Xp,..0,%,,).
Case (i). i; = 1. Now
XiXiy * 0 X = Ylom Xy, " Xy = Yu1(@2p5 Xipree "xi,,)

= Y,W(ay, X;s...,x, ) (since U satisfies (1))
T VmBamXa T Xy T XXyttt Xy,
as required.
Case (ii). 1 < i; < n. Now, putting j = i;, we have
(4) x,x, -+ x; =Y,a;,x; -+ x; (from equations (2))
= YW1(agpmy Xise s X,
= YWy (82> X, 5. .,%; ) (since U satisfies (1))
= VmX1 Xy X 180, X500 00 Xy
= YmX1Xy '+ X;_1d3, 1tz (from equations (2),
where z = x,,,,...,%,)

(Continues)
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510 N. M. KHAN

= YmX1X2 * " xj*laZm—lbj(rl) s bz

(by Result 4, for some b'” +1’ .Lbme U,
and ¢, € S\ U, sincet,, € S\ U)

= (m) (m) )4/
_ymuz(xl, XgserosXj 15 @apmo1s bpypye 0,7 15,2

(m)
= ymul(xl, Xaseeos X 15 @2m1s by iy ..,b,f"'))t:nz

(since U satisfies (1)).

Now u(zy, z,,...,2,) begins with z; = z;, so the product (4) in S contains

Ymam—1 Which equals y,._,a,,,_, (from equations (2)). Thus the product (4) above
equals

(5)
ym——lul(xl’x2""’xj—1’a2m—2’ J(+1’- b(m))

= ym_luz(xl, XgseosXj 15 @apm_2s b;i"f,...,b,(,’”))t;nz (since U satisfies (1))

T Vm X1 Xy T X 4oy 2b(m) - b,z

= Vpo1X1X3 "7t X182 ol 2 (sincet =b1 - b,(,”‘)t:nz)
= Ym_1X1X3 *** Xj 18y, 3l, 1z (from equations (2))
=P1XiXy o X142

=y XXy 0ot j lalb(l) . b'sl)tiz

(by Result 4, for some
bY,,...,b" € U,and 1] € S\ U, since t, € S\ U)
=y1u2(x1,x2,...,xj_1, ap, b, ... b(l))t1

= ylul(xl, XgseonXj s @y, b, b,(,l))t{z (since U satisfies (1)).

Again as before, product (5) in S contains y,d which equals a, (from equations (2)).
Thus the product (5) above equals

1
ul(xl,xz,. ,X;_15 Gg, by, b())

= uz(xl, Xgpees X 15 @0 BY1s. ,b,‘,l))t’z (since U satisfies (1))

j n
= XXy " xj-1a0b1+1 e bn(l)tiz

= XX, "0 X, 1dglyZ (since n=>b% - b,ﬁl)t{)

=x;X, -++ x,, (sinceayt; = X, =xjandz =X, - - x,),

which proves the result for kK = 1 in Case (ii).
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EPIMORPHICALLY CLOSED PERMUTATIVE VARIETIES 511

Case (iii). i, = n. Now

xll‘xxz U xi,, = yma2mxi2 e xi,,
= YuX1Xy *** X,_1@,,, (since U satisfies (1))
= YuX1Xy "+ Xpy_183,_1t, (from equations (2))

= Ym82m_1%;, " X; 1, (since U satisfies (1))
= Ym-1G3m—2%;, *** X; 1, (from equations (2))
= Ypu1X1Xy Xy 1am_2t, (since U satisfies (1))

=Y 1X1Xy Xy 182m_3tm_1 (from equations (2))

=1X1Xg ot X, 01

=yax; -+ x; 1, (since U satisfies (1))

=ayx, --- x; 1, (from equations (2))
= XXyttt X0l
=x,X, *-+ x, (from equations (2), since i, = n),

as required.

REMARK 1. A proof for Case (iii) could also be obtained from the proof for Case
(ii) above by making the following conventions:

(@theword x;,; --- x,=1;

®) bk, = -~ =pW=1and ¢}, =1, fork =1,2,...,m;

(c) the vector

oY —
(xl,xz,...,xj_l,aZk_l,bIH, ..,b¢ )) = (X1, Xpye a3 Xp_1>A25_1)

fork=1,2,...,m;
(d) the vector

K BY =
(xl, XgseeesXj 1, Gop—2, b8, ... B )) = (X1, Xg5ev3Xp1> A2p_2)

fork=12,....m

So assume now that (1) is true for all Xip Xipo o X € S and all Xip XipypreeosXi,
€ U. We prove from this assumption that (1) is true for all x,, x, ,.. .»%; € S and
forall x; ,x; .,....,x; €U We need not consider the case where X; = U, so we
assume that x;, € S\ U. As x; € S\ U and Domy(U) = S, by Result 1, we may
let (2) be a ngzag of shortest p0551b1e length m over U with value x; i

Putj=i and/=i,_

Case (i). ] = j — 1. Now

lextz T xi,, = 'xll'xlz T xiq_l(yma2m)xiq+l o xi,,
= XX (xiq‘IYM)ameiq+1 TreXy,
=Xy Xp vt xj—2(xiq_1ym)a2mxj+l Tt Xy

(by the inductive hypothesis)
(Continues)
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512 N. M. KHAN

= XXy xj—2xiq_1(ym02m)xj+1 T Xy
= xlxz DY xj_zxj_lxjxj+1 v e x"
(smce X, =X andx, = xjﬁl),
as required.
Case (ii). / <j — 1 andj < n. Now

(6)

X, X,
=X, 't X Vw2, X, (from equations (2))
= wi(Xis Xipoe 3 Xg Vs Qs -5 %)
= wy (X, Xipso s X; V> Qams---»%;,) (b the inductive hypothesis)
= wz(xil,. 3 Xi Vs Qamrbms - ,x,.") (from equations (2))
=Xy Xy v xl'l(xiq”ym)x1+l o X, (@gpmont,)z (wherez=x,,; -+ x,)
=Xy 0 X (X P Xpan X 1@ BT e B2
(by Result 4 for some b{7),...,b{"™ € U,
and ¢/, € S\ U, sincet,, € S\ U)

= (m (m)
uz(xl,xz,...,x,_l,x,.qilym,x,ﬂ,...,xj,l,az,,,_l,bjﬂ, ..,by )

= ( (m)
= ul(xl,...,x,_l,x,-q_lym,x,+1,...,xj_1,azm_l,bjﬂ, ..,by )t z

(by the inductive hypothesis).

Since u,(z,, z,,...,2,) contains as a subword Zi \Zi, the product (6) in S contains

(X5, Ym) @21 which equals (x; _ y,,_1)da,,_, (from equations (2)). Thus the
product (6) above equals

(7)
ul(xl,. X Xy Vo1 Xis oo 2 X1 Qa2 b, .. b('”))
= uz(xl,...,x,_l,x,-q_lym_l,x,+1,... Xj 15 @ypmogs BT, b(”’))t z
(by the inductive hypothesis)
=X Xyt XX Ym-1Xie1 T xj—lazm—zbfrl) Tt brs'")t:nz
= XX XX Ymo1Xie1 T Xjo18am—alm? (since t, = b};”l) b,ﬁ"')t:n)

= XXyt XX YmoaXisn 0 X182 3lmo 12 (from equations (2))

= XXy XX, Xt X adhZ
= Ce M ... pL)yr
=X Xg ot XX X x; 10,670, b, 11z
(by Result 4 for some b(),,...,5{" € U, t1 € S\ U, sincet; € S\ U)

(Continues)
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= uz(xl,...
= ul(xl,...
Now as u;(z,, z,,. ..

contains (x; _
above equals

ul(xl, S SYIPRRS JESPR TR

=u2(x1,. X1, X

_1? x1+1’
=Xy XX Xt X
=Xy XX Xy o X
=X1X; " X, (smce X,

as required.

xx

=x1x2...

=x1x2...

= xlxz .

=x1x2 ..

=x1x2---

as required.

e xl—l(xiq_

.. (x'q_l

EPIMORPHICALLY CLOSED PERMUTATIVE VARIETIES

s Xy—1s X;

’xl—l,

.,Z,) contains

,y1)a; which equals x;,

Xpg1se-sX;

Case(u1)1<J—lJ—n Now
uox ..

_l(ymaZm—l) e xi,,tm
qu_l(ym—la2m—2) e
: (xiq_lym—l)aZm—Z T

xl—l(xiq_lym—l)x1+l X

xl—l(xiq_lym—l)xl+l T

l)’1)"1+1 T
na -
(e Xt

ao...x'tl

in

x; b

igoy

T XX,

D ST ¥ PR

Xi Y Xre1s- .-

L = Xy and aotl = xiq

x, (from equations (2), since i .=

513

x;_1,a;, b, .. ,b,fl))t{z

1 ’
’xj—l’al’b_j+l’ ’brs ))tlz

(by the inductive hypothesis).
z; %, as a subword, the product (7) in S
a(, (from equations (2)). Thus the product (7)

1> 4> b}_l,_)l,. .. ,b,sl))t{z
—l’ao’b+1, ,b,gl))t{z
(by the inductive hypothesis)
180b%y -+ bVrz
180t X4 o X, (sincez=x,,, - x,)

= x/)’

Kig T X,
Imlzp X, (from equations (2))
(xy )@z,
. x,_l(x,.q_lym)x,+1 -+ X,_1a,, (by the inductive hypothesis)
X1 (X Ym) X141 0 Xuo18am-1t, (from equations (2))
-(xiq_l Ym)@am_1 - X; t,, (by the inductive hypothesis)

X1, (from equations (2))
i,ym
~182m—2t, (by the inductive hypothesis)
Xp_103m-3tm-1 (from equations (2))
Xp—1011

(by the inductive hypothesis)

_1a,t; (by the inductive hypothesis)

1=l)’

nandtq_
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514 N. M. KHAN

REMARK 2. A proof for Case (iii) could also be obtained from the proof for Case
(ii) by making the following conventions:

(a)theword x;,; --- x, =1,
(b)b}’j)1 =... =pW=1landt, =1t ,fork =12, .. ,m

(c) the vector

K k
(xl, Xgse s Xi Vs Xpas- o5 X, 15 Aagms B, b ))

= (x,, Xgseoos Xy VireoosXyo1s Q1) fork =1,2,....m;
and
(xl, XgpeosXy Vo1 Xpsboe- 2 X015 Aag—2, BT, ..,b,(,k))
= (xy, XaseoosXy (Fr—15e-5Xn—1> ari_s)
fork =1,2,...,mand where y, = 1.
Case (iv). j + 1 <[ < n. We have

(8)

xllxlz R xi" = xilxiz .. xiq_lxlq . .. x’_"
=X X, X YmymX, ' X, (from equations (2))
=w(x,, x,,. Xy Yy Ao X X, )

= Wy XX Vs Qs X s ,x; ) (by the inductive hypothesis)

-
=X Xt Xy Xer T XX YmXie1 T X
= XXy ot Xy Gyl X XXy VX1 T Xy,

(from equations (2))
= XXyt xj—la2mv1bj(rl) ,(r()/—j—l)t;nxjﬂ XX, YmXie1 T Xa

(by Result 4 for some b{7},....b7%)_,_ 1) € U,
and?,, € S\ Usincet,, € S\ U)

- (m) (m) ’
= uz(xl’ XosewosXjo1s Qo> BT, B3y T X0 X Yo

XppirensXy)
= u| x;, x X, 1,4 bim) (m) Xy X,
WAL A2 A -1 ¥om—10 Yo o ¥iw(l~j—1) *mj+1 1q_1ym’
Xps1reerX,)
(by the inductive hypothesis).

Now since the word u,(zy, z,...,2,) contains z, z; as a subword, the product
(8) in S contains (x,.q_ly,,,)az,,,_1 which equals (x,.q_ly,,,_l)ab,,_2 (from equations
(2)). Thus the product (8) above equals

(m) (m) ’
9 u1(x1’ Xayseo s Xy 15 Qo 70, BTGy L X0
XX Ym—1 X1 ) X,)

(Continues)
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EPIMORPHICALLY CLOSED PERMUTATIVE VARIETIES 515

= (m) (m) ’
= uz(xl, XoseensXj1s Bamo2s> O} oo b7 00 1ys U X i1
X1-1%i_ Ym—1> Xjp1reeerXy,)

(by the inductive hypothesis)

= X3Xp xj—1azm—2b}f? I(T()I—j—l)t:nxj+l T XX Ym—1Xier T Xy
= XXyttt Xy @ymalmXiir T XXy Ymo1Xie1 T Xy
(since,, = 57} -+ B{T_;-yt1)
= XXt X183l 1 X1 T XX Y1 X e 0 Xy
(from equations (2))
= XgXp vt X a@ihXjpq XX NiXpeq Xy
=Xy Xy X 1a1b : ,+(l—, phXje1 * X 1%, N1Xier 00 X,

(by Result 4 for some b,,...,b%,_;,_, € U,

and 1] € S\ U, sincet, € S\ U)
=u2(x1,... X;_ 1,al,bjﬂ, bj+(,_j 1),t 1 xiq_lyl,x,ﬂ,...,x,,)
=ulx X;_1,a by .. pD HX.\ q o X, X X

WX X1 @15 055050 -5 00— j—1y> L1 X5 ig 1 Y1 X412 29Xy )

As u,(zy, z,,...,2,) contains z; Zi,asa subword, the product (9) in S contains
(x;,_,y)a which equals X;,_,do (from equations (2)). Thus the product (9) above

equals
u(x X;_1, Gy, BV ,bYV HXipq """ X; . X x)
WAL s =1 @05 Digre s Yp(I——1)s F145+1 igoy? M+l
= uz(xl’- X1, @, By By X xiq_l’xl+1""’xn)
(by the inductive hypothesis)
- 1
= XXy vt xj—laOb}-f-)l : b(ﬂl—j l)tlxj+1 Tt XX Xyt Xy
=Xy Xp vt Xy @0 Xyttt XXy Xppy Xy
: 1
(smce th=bD - b, 1)tl)
= XXy *" X, (since X, =Xp,andx; =apt, = xj),
as required.
Case (v). j + 1 =1 Now
xllx'z ... xi’l
=X X;, X Y@y X (from equations (2))
= XX, 0t (xi,,_l)’m)azm Xy,
= XXyt xj—laZm(xiq_lym)xl+l Ct X,
(by the inductive hypothesis; if / = n, the product x,,, - x,, = 1)

(Continues)
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= XXy - xj_1(12,,,_lt,,,(x,-q_ly,,,)x,H -+ x, (from equations (2))

= XX, """ xj_laz,,,_l(t,,,x,-(rly,,,)x,+1 cee X,

=X, X, x,.H(tm i\ ym)az,,,_lx -+ x,  (by the inductive hypothesis)
=X, X " xiq_z(tm iyor Y 1)azm 2Xi X, (from equations (2))

= XX, - xj_laz,,,_z(tmx,.wy,,,_l)xprl -+ x, (by the inductive hypothesis)
= XX, """ xj_laZm_3(t 1%, ym_l)x,+1 .-+ x, (from equations (2))

= ey e xyam Bk, ) e A

=X, x,-q_z(t yl)a x;,, -+ x; (by theinductive hypothesis)

=X, X ‘" x,-qiz(tlx,- )aox, 0 o0 X, (from equations (2))

= XX c - xj._la()(tlx,.(ﬂ))c,Jr1 -++ x, (by the inductive hypothesis)

=X Xy "t X, (from equations (2) and i, , =1=j + 1),

as required.
Finally, a proof in the remaining Case (vi), namely whenj + 1 < /and / = n, can
be obtained from the proof for Case (iv) above by making the following conven-

tions:
(@ythewordx;,, --- x,=1;
(b) the vector
(xl, Xoeon X1y oy DAL BR xlflxiq_l)’k’xlﬂ’--wxn)
= (xl’ XaseorsXi1s Qopys b,+1’ bR, LeXjeq t0 xn—lxiq,lyk)

fork=12,...,m
(c) the vector

’
(xl’XZ"" Xj—1> k- 2’b,+1’ - b,+(/ j-1 Xyt xl—lxiq‘lyk—hxl+17"”xn)
= (k) gt
= (xl’x2"" Xio1s Qop— 2’bj+1» e Dy s X xnflxiq,lykfl)

fork = 1,2,...,m and where y, = 1.

This completes the proof of Theorem 3.1.

The following corollary gives a sufficient condition for Domg(U) to satisfy any
permutation identity that U satisfies and, thus, generalizes [9, Corollary 2.5] from
commutativity to any permutation identity.

COROLLARY 3.2 (TO THE PROOF OF THEOREM 3.1). Let U and S be any semigroups

with U a subsemigroup of S. Let U satisfy a permutation identity (1). If for all
s € S\ U, s=as’ for some a€ U and s' € S, then Domg(U) also satisfies the

permutation identity (1) satisfied by U.
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EPIMORPHICALLY CLOSED PERMUTATIVE VARIETIES 517

ReMARK 3. Theorem 3.1 generalizes [9, Corollary 2.5], which stated that commuta-
tivity is preserved under epis of semigroups.

ExaMPpLE (P. M. HIGGINS, VERBAL COMMUNICATION). This shows that the nontriv-
ial permutation identities other than commutativity are not carried over to domin-
ions.

Let Fy be the free semigroup on a countable infinite set X = {x,, x,,...}. Let
T = {Y), the subsemigroup of F, generated by the set ¥, where

[o}

Y= Uo{x3n+1x3n+2’ X345 X3042%3043 ) -
n=

Put § = Fy ,, and T = T, where p is the congruence generated by the relation p,
which consists of the pairs (wyu, - - u,, u;u; -+ w; ywithu; € Tforj = 1,2,...,n,
and where 7 is a fixed nontrivial permutation of the set {1,2,...,n} withn > 3. Itis
easy to see that for each n = 0,1,2,..., (X3,,1X3,42%3n+3)p € Domg(T). Now we
show that Dom ¢(T') does not satisfy the permutation identity corresponding to the
permutation i.

To see this consider the product (x;x,X3)(X4X5X¢) * * * (X3,41X3,42%30+3) 1N Fy.
Since no n members of T occur consecutively in this word, no elementary p,
transition is possible from this base and hence Dom S(T) does not satisfy the

permutation identity corresponding to the permutation i.

4. Epimorphically closed permutative varieties. In Theorems 4.1 and 4.4 the
bracketed statements are dual to the other statements.

THEOREM 4.1. Let equation (1) be any permutation identity with n > 3 and such that
i, = nli; # 1]. Then all identities, in conjunction with (1), are preserved under epis.

Proor. Take any identity
(10) u(xy, xp,...,%,) = v(x, Xp,...,x,)
and any semigroups U and S such that U is a subsemigroup of S, U satisfies (1) and
(10), and Dom(U) = S.

By Theorem 3.1, S satisfies (1). Now we show that S satisfies (10). Since S satisfies
(1), by the dual of Result 3, S also satisfies the permutation identity
(11) X1XgseeosXyXY = XXy ** 0 X, PX.

LEMMA 4.2. Take any word w in variables x,, x,,...,x, say, any a,, d,,...,a, € U,
and any 1y, t,,...,t, € S' such that if t, € S, then a; = yb, for some y, € S\ U,
b,e S(i=12,...,k). Then

w(ayt;, ayt,y,....a,t,) = wlay, ay,...,a,)w(ty, ty,. ... 1)

PROOF. Let x, be the first variable appearing in w for which 7, € S (whence

a,=y,b, forsomey, € S\ U, b, € §). Then

w(ayty, ayty,...,a,t,) = wlagty, asty,...,pbyt,,. .. a,t,)

w(ay, @y, y,by @ )w(ty, 1,...,1,)  (by Result 5)

=w(ay, ay,...,a,.)wlty, 15,...,1,),
as required.
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We return to the proof of Theorem 4.1. Take any d,, d,,...,d, € §. If some
d, € U, there is a zigzag in S! over u with value d,, namely

d,=d)l =1d]1 = 1d,.

Now d,, d,,...,d, all have zigzags over U in § ! of some common length [10,
Lemma 4.2], say

d= afprf,  aff = yOaf",

(12) yilal) = yi)a§), . i1tk
(i=1,2,...p,k=1,2,....,m — 1),
At = ol el = d,

where a» € U (i=1,2,...,p,j=0,1,2,...,2m) and (), y» € §' (i =
1,2,...,p,q = 1,2,...,m), and further, for each d, € S\ U we can assume that tf]"),
y{P € 8§\ U (from the proof of [10, Lemma 4.2}).
In the following , we shall make free use of Lemma 4.2 without explicit mention.
We put £ = (x;, X,,...,x,). In this notation, the identity (10) is simply u(X) = v(%).
Put

d=(dy,d,,....d,),
= (a,((l),af),...,aff’)) (k=0,1,2,...,2m),
= (1®,62,.P)  (g=1,2,...,m),

7, = (O, 0@, ) (g=1,2,...,m).

We wish to show that u(d) = v(d).

By [10, Lemma 4.3], d € S is in the dominion of U” in (S!)?, where T, for any
semigroup 7 and any integer ¥ > 2, denotes the cartesian product of y-copies of the
semigroup T; d has the following zigzag of length m:

LI =Y

(13)

~

q

d=agyt, dg = yrdy,
(14) Py = Prr1@2p11s Aypile = Aypliin (k=1,2,....m - 1),
&Zm—ltm = &Zm’ j}m&Zm = d’

where d, € U? (1 €0,1,2,...,2m), and j,, fq e(SH?(g=1,2,...,m).

LemMMA 4.3. Let the word v in (10) begin with x;, say. If d; € S\ U, then
u(d) = v(d).

PRrROOF.

u(d) = u(ayt,) (from equations (14))

Il

u(ag)u(t)) (by Lemma 4.2, since each a’) = yl(‘)a{"))
v(3,d,)u(ty) (since U satisfies (10))
v(5)v(a,)u(;) (byResult5, since y{’ € S\ U)

v( ) u(a@,)u(t;,) (since U satisfies (10))
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v(3,)u(an;) (by Result5, sincey{’> € S\ U)

v(§,)u(a,t,) (from equation (14))

= 0(Fp1) u(@2m21m)

= 0(Pp-1)u(@ym_,)u(t,) (byResults,sincey, € S\ U)
= 0(Pp-1)v(dy,_,)ul(t,) (since U satisfies (10))

= 0(Fp-183m-2)u(Z,) (byResults,sincey ), € S\ U)

= v(J,d,,-,)u(t,) (from equations (14))

= 0(7,)0(d,_1)u(f,) (byResults,sincey$’ € S\ U)

v(Pn)u(@ym-1f,,) (byResults,sincey’ € S\ U,

and since U satisfies (10))

v(9,)u(a,,) (fromequations (14))
= 0(Fny,) (by Results, sincey$” € S\ U and U satisfies (10))
=v(d) (from equations (14)).

This completes the proof of Lemma 4.3.

We return again to the proof of Theorem 4.1. We regard the variables x,,
X5,...,X, as being “replaced by” d,, d,,...,d, respectively, and it will be convenient
for us to use the phrase “replaced by” in our proof. If all the variables in # and v are
replaced from U, then u(d) = v(d) as required; hence we assume that in v, say, not
every variable is replaced from U.

By Lemma 4.3, if the first variable of v is replaced by an element of S\ U, then
we have the required result again. Hence we consider now the case where further the
first variable of v is replaced by an element of U. Then

(15) v(%) = v,(%)v,(%)

for some words v; and v, in the variables x,, x,,... ,X,, where v, is of the maximum
length such that all the variables of v, are replaced by elements of U (the word v, is
nonempty and not all the variables x,, x,,...,x, appear in v;). Let the first variable
of v,(%) be x,, say (that is, x, is the first variable appearing in v(X) which is replaced
by an element of S\ U).

For any i, if d,€ S\ U then yj(") e S\ U for j =1,2,...,m. Therefore, by
Results 1 and 2, for d; € S\ U, we can write

(16) yO = bO5P and b = z0cH forj=1,2,...,m,

for some b”, ¢V € U, 5", z{’ € S\ U. For each d, € U, we put

(17) b = ¢ =y® =z =1,
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In addition to the notations (13), we shall also use the following:

b,= (b0, 6P,....68")  (q=1,2,...,m),

q 9 q 9
7,= (GO, 59, 50)  (g=1,2,...,m),
i, = (cf]”,cff),.,.,c;l’)) (¢g=1,2,...,m),

zq=(zf,”,z;2),...,z;”)) (g=1,2,...,m).

(18)

Now from equations (17) and (18) we have

(19) Jo=by, = 22,7,
Now
u(d) = u(a,t;) (from equations (14))
= u(a,)u(r;) (byLemma4.2since al” = y(Pa(®fori=1,2,...,p)
=v(a,)u(t,) (since U satisfies (10))
= v(,4,)u(f,) (from equations (14))

= v( J,d,,_,)u(z;) (thisequality is essentially an inductive assumption;
we now obtain equality with v( 5, ,d,,,,)u(,,,))
= Ul(5’;52,'—1)”2(5’152,'71)”(;1) (from equation (15))
= 0,(85,-1) 02(5,d5,_ ) u(ty)
(since all variables of v, are replaced from U)
= 0y(dy;_) o (5,)0,(d,5,-)u(z;) (by Result 5, since v, ( 7,d,,-,)
begins with ya{) | and y{” € §\U)
=v,(ay_,)vy(b,y,)v,(d,, ;) u(t;) (from equation (19))
= 0,(dy_1)vy(B,)vy(7,)0,(a,_,)u(t,) (by Result5, since b = zch
and z{” € S\ U from equation (16))
= 0,(d,,_,)v,(b,d,,_,)u(t;)v,(3) (byResult5, since b’ = z{c{
and z{” € §\ U from equation (16))
= Ul(i’iaziﬂ)Uz(Bidzi—l)“(;i)Uz()_’i)
(since all variables of v, are replaced from U )
= v(b,a,,_,)u(t,)v,(¥,) (from equation (15))
= u(b,a,,_)u(t,)v,(5,) (since U satisfies (10))
= u(b,a,,_,1,)v,(5,) (byLemma 4.2, since if any /> € S\ U for any j,
then b\ = z)c!) with z/> € S\ U from equation (16))
= u(b,a,t,,,)v,(5) (from equations (14))
(Continues)
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= u(b,a,)u(t,,,)v,(5) (byLemma 4.2, since if any ¢/}, € S\ U for any j,
then b\ = 2 with 2 € S\ U from equation (16))
= v(b,a,,)u(t,,,)v,(5) (since U satisfies (10))
vl(Ei&Zi)UZ(BI&Zi)u(;i+1)UZ(yi) (from equation (15))
= 01(a5,) 02 (b5, ) u(t,11) v,(F)
(since all variables of v, are replaced from U)
v,(a,5,)v,(B,)v,(F,)v,(85,)u(t;4,) (by Result 5, since b = z{Nc(®
and z\? € S§\ U from equation (16))
= v,(a,;)vy(b,7,d,;)u(t,,,;) (byResult$5,since b’ =z e

and z{? € §\ U from equation (16))

= Ul(&2i)v2(5)id2i)u(£i+1) (from equation (19))
= v,(7,d,,)0,(7:d,,)u(t,;,,) (since all variables of v, are replaced from U)
= U(j’idzi)u(;iﬂ)

= 0(J18p)u(ty) (fi<m—1)

= U(.j')mﬁ2m) = U(J)’
as required. This completes the proof of Theorem 4.1.
A restatement of Theorem 4.1 in terms of permutative varieties gives us a
generalization of the author’s result [10, Theorem 4.1] which states that all commuta-
tive varieties are closed under epis.

THEOREM 4.4. Let ¥ be the permutative variety defined by a permutation identity (1)
such that i, # n[i; # 1]. Then all subvarieties of the variety ¥ are closed under epis.

Call an identity u = v epimorphically stable or stable under epis if all identities in
conjunction with it are preserved under epis, by which we mean that if U is any
semigroup satisfying ¥ = v and S is any epimorphic extension of U, then § satisfies
all the identities satisfied by U.

In his paper [6], P. M. Higgins has provided an example showing that some
permuation identities are not epimorphically stable, namely those permutation
identities which are consequences of the normality identity xyzw = xzyw. Theorem
4.4 gives a sufficient condition for permutation identities to be epimorphically
stable. So as a joint result, in the following theorem, we determine all the permuta-
tion identities which are epimorphically stable.

THEOREM 4.5. A permutation identity (1) is epimorphically stable if and only if i, #+ n
ori, # 1.

PROPOSITION 4.6. Let U and S be any semigroups with U a subsemigroup of S and
such that Dom (U) = S. Take any d € S\ U. Let (2) be a zigzag of length m over U
with value d with y, € S\ U (for example if the zigzag is of shortest possible length).
If U satisfies any nontrivial permutation identity, then d* = aktf for any positive
integer k.
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PrROOF. We have
d* = (agty)" = agty(aph)  2agr; (ifk —2=0,(a,) 7 =1)

= y,ayt,(agt,) 2ayt, (from equations (2))

= y,a,ak 1tk (by Result 5, since y,, t;, € S\ U)

- at,
as required.
In general, for any nontrivial permutation identity I, say, we have not yet been

able to determine completely which identities are preserved under epis in conjunc-
tion with /. However, we have the following

THEOREM 4.7. Let equation (1) be any nontrivial permutation identity. Then a
nontrivial semigroup identity I (one which is not satisfied by the class of all semigroups)
is preserved under epis in conjunction with (1) if I has one of the following forms:

(i) at least one side of I has no repeated variable;
(i) x? = y% p,q>0;
@id) xfxh - X =xfxd - X, p,g>0,121;
(v) xPy?=yx’,p,q,r,5 > 0;

(V) x#=0,p>0;

(vi) x?y9=10,p,q> 0.

REMARK 4. We regard u = 0 (for some nonempty word u) as a semigroup identity:
We define it to mean the conjunction of the two identities uy = # = yu (in each case
y is a variable not occurring in the word u).

ProOF. Take any semigroups U and S with U epimorphically embedded in S, and
such that U (and hence, S, by Theorem 3.1) satisfies the identity (1). We show that
each of the identities (i) to (vi) satisfied by U is also satisfied by S.

(i) That S satisfies (i), if U does, follows from {11, Theorem 3.5].

(ii) Assume U satisfies (ii). Then for all 4, v € U we have u? = v = v? = uf.

Take any x, y € S. We assume first that x € S\ U. By Result 1, we may let (2) be
a zigzag of shortest possible length m over U with value x. Then

x? = aft? (by Proposition 4.6 and equations (2))

= (y,a2)’tf (sincey,a} = y,a,a, = aga, € U)

= y?a’(a;1,)” (by Result 6, sincey,, 1, € S\ U)

= y’d’(a,t,)” (from equations (2))

= yfalalt! (by Result 6, since y;, 1, € S\ U)

= ylalaft? (sincead = a¥)
= yiaja}, i},
= (y,a,a,5,_1t,,)" (byResult6,sincey,,t,, € S\ U)
= (y,a,a,,,)" (from equations (2))

= (apa,,,)’ =u? forallue U.
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Hence x? = u? for all x € §, u € U and likewise y? = u9for ally € Sand u € U.
Therefore x? = u? = y? = y4, as required.

(iii) Assume U satisfies (iii). For k = 1,2,...,/, consider the word x{x5 - - - x# of
length kp. We shall prove that § satisfies (iii) by induction on the length of these
words, assuming that the remaining elements x, , ;,...,x, € U.

First for k = 0, the equation (iii) is satisfied vacuously. So assume next that (iii) is
true for all x;, x,,...,x,_; € S and all x;, x; . (,...,x; € U. We prove from this
assumption that (iii) is true for all x;, x,,...,x, € Sand forall x, ., xX;,4,-..,X, €
U. We need not consider the case where x, € U, so we assume that x, € S\ U. As
x, € S\ U and Domy(U) = S, by Result 1, we may let (2) be a zigzag of shortest
possible length m over U with value x,. Assume first that 1 < k < /. Then

xxh oo X = xExb - dbfxf,, -+ X} (by Proposition 4.6 and equations (2))
= xbxb .- agb;}lpl b,‘””t{”z
(by Result 4 and Proposition 4.6
for some ) |,..., bV € U,and t; € S\ U,

since t; € S\ U, and where z = x2, | -+ x¥)

=x{x§ -+ albNq --- bMrPz  (by the inductive hypothesis)
= wyfafbQ)q -+ bVU{Pz (by Result 6 and equations (2), since y,, ¢

€ S\ U, and where w = x{ -+ x{_,)
= wy{"c{l)"cgl)" . C/(cl—‘{afbglql cen bl(l)"tipz

(by Result 4 for some c¢{V,...,c, € U,
andy; € S\ U, sincey, € S\ U)

= wy9c? ... cDEappMP ... pVPPz  (since U satisfies (iii))
= wy9cV? - cPraftpz  (since tf = bPE -+ - bVPLP)
= wy{%c{V? .- cP8aftyz  (by Result 6 and equations (2),

since yy, 1, ¢, €S\ U)

= wyd_ (VP oM DPgE 1Pz (for some c{™D,... "V e U
andy,_, € S\U)
= wyd {2 o oM VPag, O BIP - bRz

(by Result 4 and Proposition 4.6 for some b{™,,...,b{™ € U,
and 1, € S\ U, sincet,, € S\U)
= W)’,',.q—lc§m_1)q C/ETI”"a?m-zbi'i’{’ b}’")"t:,{’z
(since U satisfies (iii))
= WY 1S, b o b Pz (sinceyi_y = yifiefm V9 - {1 D9)

(Continues)
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= wylad, _b{Df - bi™/Pz  (by Result 6 and equations (2),
Sinceymfl’ Yms t:n € S\ U)
= wy,’""c{’")" clirf)lqagmvlbi’i)lq b}’")qt;{’z
(by Result 4 and Proposition 4.6 for some c¢{™,...,c{™, € U,

and y,, € S\ U, sincey, € S\ U)

= wydc{™P .. c\mpal B ... p{™PPz (since U satisfies (iii))
= wy,de{™? - c{mpag, thz (since b - bMP1 = 1f)
= wyde{™? o pdy Xy e Xf

(by Result 6 and equations (2),

since y.,, t,, € S\ U,and sincez = x/,, -+ x)
= wy'dc{™9 .. c{™Mdad x7,, -+ x! (since U satisfies (iii))
= T x9 . x9 i Go(mlq ... p{mg — 9
= wylaj, x7. | X; (smceym c oy ym)
=x{§ - xf_;xixf,, --- x{ (byProposition 4.6 and equations (2)),

as required.

Finally, a proof in the remaining cases, namely when £ =1 or kK =/, can be
obtained from the proof above by making the following conventions:

First when k = 1,

(i) the word w = 1,

(ii) the word ¢{?? - -+ ¢(DR = {99 ... ¢{)4 =Tandy/ =y fori=1,2,...,m.

Dually when k& = /,

(1) the word z = 1,

(ii) the word b{)A --- bDP =p{)d ... p{D9 =1and ¢, =1t,fori=1,2,...,m.

(iv) Assume U satisfies (iv) and take any x, y € S. First we consider the case
where x € S\ U and y € U (the case where x € U and y € S\ U is symmetric to
this case).

Since x € S\ U, we may let (2), by Result 1, be a zigzag for x of shortest possible
length m over U. Now

xPy9=yPqb y9 (by Proposition 4.6 and equations (2))
= yFy'a3,, (since U satisfies (iv))
=y?y"(a,,_it,,) (from equations (2))
=yFy%as,, ,t5, (byResult6,sincey,,,t, € S\ U)
=yFab, _,y%: (since U satisfies (iv))
= (y,a,,_,)"y%:, (byResult6,sincey,,?, € S\U)
= (¥, 1a2,,-2)"y9: (from equations (2))
=yb a5, .y (byResult6,sincey, .1, € S\U)
=yP_yas, ,t. (since U satisfies (iv))

(Continues)
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=y2_y(aym_stm)’ (byResult6,sincey, ,,t,€ S\U)

= y5-19"(a2,_3t,,1)" (from equations (2))

= yfy'(a1y)’

= y?y’ajt; (by Result 6, sincey,,t, € S\ U)

= yPafyit; (since U satisfies (iv))

= (y,a,)7y% (by Result 6, since y,, t, € S\ U)

= a?y; (from equations (2))

= y’ajt; (since U satisfies (iv))

=y’x* (by Proposition 4.6 and equations (2)),

as required.
So we assume next that x, y € S\ U. By Result 1, we may let (2) be a zigzag for x
of shortest possible length m over U. Then
x?y?=yra2 y? (by Proposition 4.6 and equations (2))

= yry'a3, (by the first part of the proof)
= y2y"(ay,-1tn) (from equations(2))
=y2y'a3,, 5, (byResult6,sincey,,t, € S\U)
= yPa2,_,y%:, (by the first part of the proof)
= (y,8sm_1)" v, (byResult6,sincey,, ?, € S\ U)
= (Yp_102m-2)" yits, (from equations (2))
=yP _.af _,y%: (byResulté,sincey, ,,1, € S\U)
=y?_.yas, _,t5, (by the first part of the proof)
=y?_y"(ay,_st,)" (byResulté,sincey, _;,t, € S\U)

= 3219 (3m-stm_1)’ (from equations (2))

=y (ay)’

= yPy'ajt; (by Result6, sincey,, 7, € S\ U)

= yfafy‘:; (by the first part of the proof)

= (y,4,)"y%; (by Result 6, sincey;, t; € S\ U)
= afy%; (from equations (2))

= y’ajt; (by the first part of the proof)

= y’x* (by Proposition 4.6 and equations (2)),

as required. This completes the proof of part (iv).
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(v) Assume U satisfies x” = 0 and take any x, y € S; we show that x?y = yx? =
xP.

Case (a). x € S\ U, y € U. Let (2), by Result 1, be a zigzag for x over U of
shortest possible length m. Then

xPy = yPa? y (by Proposition 4.6 and equations (2))
= yPaf  (since U satisfies (v))
= xP.
Similarly yx? = x*, as required.

Case (b). x € U,y € S\ U. Since y € S\ U, we may let (2), by Result 1, be a
zigzag of length m over U with value y. Then

xPy = xPayt, = xPa;t; (since U satisfies (v))
= x%a,t, (from equations (2))

= x%ast, (since U satisfies (v))

= xpaZm— ltm
= x%a,, = x? (since U satisfies (v)).
Similarly yx? = x?, as required.

Case (c). x, y € S\ U. By Result 1, let (2) be a zigzag for x of shortest possible
length m over U. Then

xPy =y?a? y (by Proposition 4.6 and equations (2))
=yPgf  (from case (b) above)
= xp.
Similarly yx? = x?, are required.
(vi) Assume U satisfies (vi) and take any x, y, z € S; we prove that x?y%z =
zxPy9 = xPya.
Case (a). x,y € U,z € S\ U. Let (2), by Result 1, be a zigzag of shortest possible
length m over U with value z. Then

xPy9z = xPy%ayt, (from equations (2))
= xPyda,t, (since U satisfies (vi))

= x?y%a,t, (from equations (2))

= x*y9a,, _,t,

= xPy%a,, i, (since U satisfies (vi))
= x?y%a,, (from equations (2))

= xPy? (since U satisfies (vi)).

By a similar argument we can show easily that zx?y? = x?y9. Therefore x?y9z =
zxPy9 = xPy9, as required.
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Case (b). y,z€e U, x € S\ U. As x € S\ U, by Result 1, we may let (2) be a
zigzag of shortest possible length m over U with value x. Then

xPy9z = y2af y% (by Proposition 4.6 and equations (2))
= yPa? y? (since U satisfies (vi))
= x?y7 (by Proposition 4.6 and equations (2)).
Also
zxPy9 = zyPaf y? (by Proposition 4.6 and equations (2))
= yPaf y? (from Case (a))
= x?y? (by Proposition 4.6 and equations (2)).

Therefore x?y 7z = zxPy7 = xPy9, as required.

Case (¢). x,z € U,y € S\ U. This case is dual to Case (b).

Case(d).z € U, x,y € S\ U. Let (2), by Result 1, be a zigzag of shortest possible
length m over U with value x. Now

x?y9z = yFaf y%z (by Proposition 4.6 and equations (2))
= y?af y9 (from Case (c))
= x?y? (by Proposition 4.6 and equations (2)).

Since y € S\ U, by Result 1, we may let y = byz, = s,b,z; be the first two lines
of a zigzag for y with by, b, € U, and s5,, z;, € S\ U. Now

zx?y? = zyFaf bdzf (by Proposition 4.6 and equations (2))
= y2a, bizf (from Case (a))
= xPy? (by Proposition 4.6 and equations (2)).

Therefore x?y9z = zxPy? = xPy19, as required.

Case (¢). ye U, x,zeS\Uorxe U y,zeS\Uor x,y,z€ S\ U. As
z € S\ U, by Result 1, we may let (2) be a zigzag of length m over U with value z.
Now

x?y9z = xPya4t; (from equations (2))
x?yfa,t, (from Cases (b), (c) and (d))

xPy%a,t, (from equations (2))

= xPyla,,, ,t,
= x?y%,,,_t,, (from Cases (b), (c) and (d))
= x”y9a,, (from equations (2))
= x?y? (from Case (d)).
The dual argument shows that zx?y? = x?y9. Therefore
xPyz = zxPy = xPy4,

as required, thus completing the proof of Theorem 4.7.
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