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Abstract—The reduction of operational expenditure has
become a major concern for telecommunication operators and
Internet service providers. In this paper, we propose an energy
aware routing (EAR) in Carrier Ethernet networks operating
with Shortest Path Bridging (SPB) protocol with equal cost
multi-path (ECMP). Since traffic load has no influence on
power consumption of Carrier Ethernet network elements, the
conventional solution to reduce power consumption is to find
the maximal set of network elements that can be turned off/on
so that the network performance is not deteriorated. To tackle
this optimization problem, we propose an exact method based
on Mixed Integer Linear Programming (MILP) formulation,
called SPB energy-aware routing (SPB-EAR). Since SPB-EAR
is proved to be NP-hard, we present two heuristics algorithm
suitable for large-sized networks, called Green SPB (G-SPB)
and Fast Greedy SPB (FG-SPB). In this work, we consider that
a connection between two nodes is represented by bundled link
consisting of multiple cables. Experimentations on four realistic
network topologies show that G-SPB and FG-SPB can save
almost as much power consumption as SPB-EAR.

Keywords-Energy-Aware Routing; Green Network; Carrier
Ethernet; SPB Protocol; Network Optimization; Bundled Link

I. INTRODUCTION

The reduction of energy expenditure has become a major

concern for telecommunication operators and Internet ser-

vice Providers (ISP). In recent years, network providers has

considered Carrier Ethernet as an effective inter-connection

technology for metro and core network segments. In fact,

Carrier Ethernet extends the original set of Ethernet LAN

technologies by supporting further capabilities to meet the

requirements of next generation broadband networks. For

instance, 100 Gbit/s Ethernet is becoming the key enabler

for more cost-effective backbone Internet Service Provider

(ISP) networks [1] [2]. Moreover, it is massively used to

deliver data center applications [3] [4]. The energy con-

sumption of Carrier Ethernet devices is largely dependent

of their installed capacity [5] [6]. By its characteristic, the

energy consumed by a switch increases linearly with the

number of linecards plugged into the switch as well as the

number of active ports on each card [7]. For these kind

of devices, two basic techniques can be adopted to reduce

the power consumption. The first one, is the so-called power

scaling or Adaptive Link Rate (ALR), which allows dynamic

modulation of the device capacity to be proportional to the

traffic load. The second one, named energy-aware routing

(EAR), forces some selected devices (e.g. the least used

devices) to be turned off and consolidating the traffic on

a small set of network devices. Current network devices

cannot support ALR technique, thus architectural designs

of network elements should be undertaken. However, ef-

ficient traffic engineering can achieve an EAR by smartly

aggregating traffic demands into a small number of network

elements and turning off unnecessary elements. In this paper,

we focus on saving energy by applying EAR algorithm to

Carrier Ethernet networks.

The routing protocol considered in this work is the SPB

(Shortest Path Bridging) standardized by IEEE 802.1aq

[8]. SPB computes the shortest path between any pair of

nodes. Indeed, it aims to ensure frame forwarding on the

shortest path within a Shortest Path Tree (SPT) spanning the

network by using an extension of the Intermediate System to

Intermediate System (IS-IS) link state routing protocol [9].

IS-IS protocol supports the handling of MAC addresses; it

is able to run directly over Ethernet as it is not tight to IP.

In order to guarantee the load balancing requirement, SPB

allows the use of ECMP-based routing strategy [10]. ECMP

improves network bandwidth utilization, allows an enhanced

use of mesh topologies, and provides additional resiliency by

enabling fast access to backup paths. Moreover, the concept

of bundled link could help to favor the network connectivity

along with improved resilience in case of a link failure. This

technique of bundled link, called also link aggregation, is

standardized by the IEEE 802.1AX [11] and revised in [12].

This standard defines the bundled link capability (which

is MAC independent), and general information relevant to

specific MAC types that support bundled link. The two

main reasons behind using bundled links are (i) allowing

network operators to easily upgrade their network capacity,

(ii) resilience and network stability in case of cable failure

and congestion. In this paper, the term ’link’ refers to one

bundled link that is composed by multiple cables.

In order to model an EAR compliant with SPB protocol,

we make use of optimization techniques. Our main contri-

butions are:

• First, we formulate a MILP, called SPB-EAR, based

on the MILP given in [13],whose objective is to solve



the problem of reducing power consumption in SPB-

based Carrier Ethernet networks. To the best of our

knowledge this is the first work that jointly minimizes

the number of active cables in bundled links whilst

satisfying ECMP routing rule.

• Second, we propose two heuristics, called G-SPB

(Green SPB) and FG-SPB (Fast Greedy SPB), to solve

SPB-EAR. The main difference between the two heuris-

tics is the selection order of candidate bundled links to

power-off.

The paper is organized as follows. We present related works

in the next Section. In Section III, we formally describe

the problem and model it as an MILP formulation. In

Section IV, we describe our related heuristic algorithms.

A performance analysis of the proposed resolution methods

is presented in Section V. Finally, Section VI is devoted

to giving concluding remarks and new directions for future

work.

II. RELATED WORKS

Related to literature addressing EAR, we found few

researches focus on energy saving in Carrier Ethernet net-

works [14] [15]. Moreover, none of them cares about saving

energy considering SPB protocol. In order to better analyze

EAR approach, we choose to study IP approaches which

propose EAR protocols compatible with SPB-based Carrier

Ethernet context. In this respect, [13] and [16] propose

EAR operated with the very popular shortest path protocol,

i.e. OSPF, which uses ECMP policy to prevent network

congestion. The authors in [13] [17] assume to turn off

only the links since turning on/off an entire device may

reduce device life cycle. Moreover, the authors in [13] have

proposed to use heuristic approach to find a stable OSPF

weight setting, along with robust optimization design, for

multi-period traffic matrices. As for [17], authors have used

genetic algorithms to find the link weights that influence

the traffic distribution optimizing both energy-efficiency and

load-balancing. Efficient greedy heuristics with different

sorting criteria are proposed in [18] and [16], exploiting the

possibility to turn off both nodes and links but, in [16],

the links weight is optimized so as to reduce both power

consumption and network congestion. Fortz et al in [19] have

resorted to a local search heuristic by iteratively modifying

the OSPF weights setting for load balancing purpose only.

Some relevant works have sketched the problem of energy-

aware traffic engineering with bundled links by turning off

single cables. In [20], which was the first work dealing

with energy-aware traffic engineering considering bundled

links, the authors formulate the problem as an Integer Linear

Program (ILP), and propose to power-off single cables.

Moreover, the total load is balanced over all links maxi-

mizing the residual capacity of links, which can therefore

be powered off. Moreover, this solution does not consider

any specific routing rule for traffic demands except the

classical flow-conservation constraints. In [21], the authors

have proposed an energy-aware traffic engineering that aims

at maximizing the number of cables to be powered off

while respecting the given traffic demands and maintaining

a required level of network reliability.

III. GREEN ECMP ROUTING PROBLEM

A. Network model and notations

In this work, we aim at reducing energy consumption

in Carrier Networks so we propose to implement EAR

on Carrier Ethernet network operated with SPB protocol

(SPB-EAR). We show through an example in Figure 1 how

SPB-EAR can be applied in this context. We consider the

undirected graph G(V,E) with V = {0, 1, 2, 3, 4, 5} and

E = {(0, 1), (0, 2), (0, 3), (1, 4), (2, 4), (3, 4), (4, 5)}, each

node represent bridge/switch and each link (u, v) represents

a bundled link with finite capacity Cuv > 0. We assume

that each link is comprised of 3 cables, i.e., with bundle

size equals to three, and capacities on links are as depicted

in Figure 1a. The capacity of a link is the total capacity of

its operational cables. We denote fuv the total flow on link

(u, v) ∈ E. Let D be the set of all traffic demands in G
and the triple (sd, td, h

d) refers to the demand indexed by

d = 1, 2, ..., |D| between node sd ∈ V and node td ∈ V ,

where hd is the amount of traffic exchanged between sd
and td. Let SPBd = {spbdq | all(s, t) shortest paths for

traffic demand d, indexed by q > 0}. Let DTMp
denote

the traffic matrix that collects all the demands at period p.

In the example of Figure 1, we assume that there are 2

traffic matrices DTM1 and DTM2 at two different periods.

Each traffic matrix has two traffic demands: DTM1 =
{(0, 4, 6), (0, 5, 7)}, and DTM2 = {(0, 4, 3), (0, 5, 4)}. For

DTM1, the traffic demands are equally split over 3 dif-

ferent paths from node 0 to node 4. i.e., SPB1 =
{spb11 = (0, 2, 4), spb12 = (0, 1, 4), spb13 = (0, 3, 4)},

SPB2 = {spb21 = (0, 2, 4, 5), spb22 = (0, 1, 4, 5), spb23 =
(0, 3, 4, 5)}. We obtain f01 = f02 = f03 = f14 = f24 =
f34 = (6 + 7)/3 = 4.33 < 5. This routing is feasible

but there is no possible way to turn off any link, we can

only remove one cable from the link (4, 5) since f45 =
7 < 13(2/3) = 8.6. However, in the case of DTM2 (where

the demand ends are identical to DTM1 but the demand

capacities are lower) more links can be powered off. Indeed

the decreasing traffic demands may be equally split among 2

different paths between node 0 to node 4. i.e., f01 = f03 =
f14 = f34 = (3 + 4)/2 = 3.5 < 5. So, we can totally turn

off the two links (0, 2), (2, 4), besides, turning off 2 cables

from the link (4, 5), i.e, f45 = 4 < 13 ∗ (1/3) = 4.33. For

the first traffic matrix, only 4.76%, i.e., (1−(20/21))×100
power consumption can be saved, while for the second traffic

matrix 33.33%, i.e., (1 − (13/21)) × 100 of power saving

can be reached. The power saving computation is described

in Section V.
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(c) Network topology using EAR for DTM2

Figure 1: Example of network topology for EAR

Energy-aware traffic engineering allows to assign an ap-

propriate links weight setting for each traffic matrix inde-

pendently. The links weight is used to compute the shortest

path (the sequence of links used by a demand) and a link can

be powered off by assigning a very large value to its weight

and therefore it could be excluded from the shortest paths.

The problem of ECMP weight setting is known to be NP-

hard [16], [17], [19]. In this paper we assume that we use

any solution provided by any of the existing solutions (for

instance one provided by [13]). For the sake of simplicity

and without loss of generality, in heuristic algorithms we

consider that the initial weight setting uses the inverse of link

capacity. If the bundled link e is still used in the new routing

solution its weight remains stable. Otherwise, its weight is

changed to wmax.

B. Problem Formulation

In this section, we propose a MILP programming for-

mulation for the SPB-EAR problem. Table I summarizes

notations and parameters of the model.

Table I: Summary of notations and parameters

Parameters Description

G=(V,E ) Undirected graph where V is the set of vertices (nodes) and E is the
set of edges (links)

E′ Set of links used to route traffic

Euv Power consumption of a powred cable in link (u, v) ∈ E

β Parameter set to 0.1, assuming that the powered-off cables consume
10% of the power spent in the active mode

Cuv Capacity of link (u, v) ∈ E

µ Maximum tolerated link utilization; µ ∈]0, 1]
NG(u) Set of neighbors of u ∈ V

D Set of all traffic demands D = {(sd, td, h
d), sd ∈ V, td ∈ V }

Dt Set of all destination nodes t ∈ V

hd Demand of the traffic flow from node sd to td
Be Bundle size of link e ∈ E

nuv Integer variable to indicate the number of powered-on cables in link
(u, v)

xuv Binary variable to indicate if the link (u, v) has at least one powered-
on cable or not

fd
uv Real variable to present the amount of flow of the demand d that is

routed traversing the link (u, v);fd
uv ∈ [0 1]

fuv Real variable to present the total flow traversing the link (u, v); fuv ≥
0

rtuv Binary variable to determine whether link (u, v)
belongs to one of shortest paths from u to t (i.e., using ECMP)

zdu Real variable to represent fraction of the demand d routed on the
outgoing node u belonging to one of shortest paths from s to t (i.e.,
using ECMP); zstu ∈ [0 1]

ktu Real variable to present the cost of shortest path from u to t

M Non-negative and a big enough constant

wmax Maximum value of link weight assigned to the powered-off link (i.e.,
all its cables are powered-off)

wuv Weight of the link (u, v) ∈ E; 1 ≤ wuv ≤ wmax

min
∑

e∈E

neEe + β{
∑

(e)∈E

(Be − ne)Ee} (1)

∑

v∈NG(u)

(fd

vu
− fd

uv
) =







−1 if u = sd,

1 if u = td,

0 if u 6= sd, td,

∀u ∈ V ;
d ∈ D,

(2)

fuv =
∑

d∈D

hd(fd
uv

+ fd
vu
) ≤ µ(ne/Be)Ce

∀e = (u, v) ∈ E,
(3)

xe ≤ ne ∀e ∈ E, (4)

Bexe ≥ ne ∀e ∈ E, (5)

0 ≤ zd
u
− fd

uv
≤ 1− rt

uv
∀d ∈ D; (u, v) ∈ E, (6)

fd

uv
− rt

uv
≤ 0 ∀(u, v) ∈ E; d ∈ D, (7)

rt
uv

≤ xuv ∀(u, v) ∈ E; t ∈ V, (8)

1− rt
uv

≤ kt
v
+ wuv − kt

u
≤ M(1− rt

uv
)

∀u, t ∈ V ; (u, v) ∈ E,
(9)

wmax(1− xuv) ≤ wuv ∀(u, v) ∈ E, (10)

wuv + xuv ≤ wmax ∀(u, v) ∈ E, (11)

0 ≤ ne ≤ Be ∀e ∈ E. (12)



The objective function (1) minimizes the total power

consumption induced by cables. It is composed of two parts.

The first part computes the power consumption of powered-

on cables. The second part computes the consumption of

powered-off cables. It is weighted by the parameter β that

is set to 0.1, assuming that the powered-off cables consume

10% of the power spent in the active mode. Constraints (2)

express the classical flow conservation. They ensure that

incoming and outgoing flows are equal for each node except

the demand end nodes. Constraints (3) say that the sum of

traffic of all demands routed on the link e = (u, v) must

not exceed the tolerated link capacity µCe. We consider

that the capacity of a link is shared between the traffic in

both directions [22]. Indeed, this model allows to reduce

the number of variables without loss of generality. Inequal-

ities (4) make sure that if the link e has no powered-on

any cables, then xe=0. Inequalities (5) make sure if the

link e has at least one cable powered-on (i.e., ne ≥ 1) then

xe = 1. Inequalities (6) are for ECMP routing configuration.

They guarantee that if the link (u, v) belongs to one of the

shortest path from u to t (i.e.,rt
uv

= 1), then the flow fst
uv

is

equal to zst
u

. This latter represents the common value of the

flow assigned to all links outgoing from u belonging to the

shortest paths from u to t. Inequalities (7) force fst
uv

= 0
for all links(u, v) that do not belong to the shortest path

from u to t. Inequalities (8) forbid powered-off links to

belong to one of the shortest paths. Inequalities (9) compute

the weight of the link (u, v) congruent with the length of

the shortest path from u to t. The variable kt
v

corresponds

to the cost/length of the shortest from node to v node t.
Inequalities (10) and (11) put the weights of powered-off

links to wmax. Finally, inequalities (12) bound the number

of powered-on cables per link to be less or equal to the Be.

IV. HEURISTIC ALGORITHMS

It is very challenging and sometimes impossible to get

an optimal solution in a reasonable time for the previous

MILP formulation, mainly for large topologies and dense

instances. This is due to the fact that our problem is NP-

hard. It is indeed a particular case of the problems studied

in [20] [13] and proved to be strongly NP-hard. Therefore, to

find feasible solutions in reasonable time, we use two greedy

heuristics, called Green SPB (G-SPB) and Fast Greedy SPB

(FG-SPB). The greedy heuristic has been chosen in our case

because it can provide good approximations to the optimum.

For the sake of simplicity and without loss of generality, we

consider that the initial weight setting uses the inverse of

link capacity. Further, the links weight will not be modified

only if whole the link is removed, in this case the new link

weight will be equal to wmax.

A. Green SPB (G-SPB)

Figure 2 reports a diagram description of the process

of G-SPB. It takes into account the network topology

G = (V,E,W ) and traffic matrix D, the output is a routing

solution on G′ = (V,E′,W ′), containing only the powered-

on cables used to route the demands. G-SPB consists of two

main phases. In the first phase, we try to turn off the whole

of the bundled link. The intuition considers that the power

saving achieved by powering off, initially, the whole link is

better than powering off a part of the bundle. We choose to

sort links by the amount of traffic already routed through

it, the smallest first. In other words, we sort the links in

decreasing order of their residual capacities. The heuristic

iteratively selects a candidate link to be turned off. At each

iteration, a feasible route (SPB performed) is computed. If

no feasible route exists, then we put back the selected link in

G′. If no violation of the operational constraints occurs, the

selected link is turned off. This process is repeated until no

more links can be turned off. The second phase is devoted

to turning off as many cables as possible so that all the flow

demands are still satisfied. For each used link (i.e., e ∈ G′)

we keep the minimum number of cables by rounding up the

following ratio:

ne = ⌈
feBe

µCe

⌉ (13)

Phase1/Step1:

Route traffic for all demands using 

ECMP routing rule

Phase1/Step2:

Sorts links in decreasing order of 

their residual capacities

Check route feasibility
Phase1/Step4:

E'=E-(u,v)

W'=W-(wuv)

Input:

 G=(V, E, W) , D

E'=E

W'=W

No

Yes

Phase1/Step5:

Reroute traffic for all demands 

using ECMP routing rule

No

put back the 

route link in E'

Phase1/Step6:

Update E', W' and mark the 

route link as checked

Yes

Any candidate link 

to power-off ?

G'=(V, E', W')

Phase2/Step1:

Power-off the maximal number of 

cables, for each link in E', by 

rounding up the ratio in (13)    

Phase1/Step3:

Select the link (u,v) with 

the largest residual 

capacity

Figure 2: G-SPB diagram

ECMP is conceptually similar to Yen’s algorithm [23],

that requires O(K.|V |.(|E|+ |V |.log|V |)) times to generate



K shortest paths for each demand. Therefore, G-SPB can

be solved in O(K.|D|.|V |.(|E|+ |V |.log|V |)).

B. Fast Greedy SPB

Figure 3 reports a diagram description of the process of

FG-SPB. The flows in each link take initially the values

of the dual variables obtained by solving the MILP (14)-

(17), that minimizes the total flow summed on each link,

subject to the classical constraints of flow conservation and

link allowable capacity utilization. This MILP can achieve

an upper bound on energy saving for any feasible solution in

the case of using at most the sufficient number of cables that

satisfies all traffic demands. The work [20] has shown that

this solution performs poorly comparing to the optimal one.

Therefore, we propose to continue the FG-SPB proceeding

as follows. Each unused link will be powered-off, i.e., each

link with fe = 0. The next step sorts the remaining links

E′ in priority with the largest residual capacity. For each

candidate link, we try to power-off the maximal number of

cables using (13). Then we check the feasibility of SPB

route. If it exists, the current link is marked as checked.

If the route is not feasible, the cables are powered on and

the corresponding link marked as checked. This process is

repeated until every link is checked.

The MILP (14)-(17) can take at most O(|E|2) times. Note

that, for the execution time of FG-SPB we exclude the

time complexity of the MILP (14)-(17). Thus, FG-SPB

(strating from (Phase2/Step1) can be solved exactly in

O(K.|D|.|V |.(|E|+ |V |.log|V |)).

min
∑

e∈E

fe (14)

∑

v∈NG(u)

(fd

vu
− fd

uv
) =







−1 if u=sd,

1 if u=td,

0 if u 6= sd, td,

∀u ∈ V ;
d ∈ D,

(15)

fe =
∑

d∈D

hd(fd

uv
+ fd

vu
) ∀e = (u, v) ∈ E, (16)

fe ≤ µCe ∀(u, v) ∈ E. (17)

V. PERFORMANCE ANALYSIS

In this section, we evaluate the SPB-EAR, and the

heuristic-based algorithms (G-SPB and FG-SPB). We start

by comparing solutions obtained by the exact formulation

(SPB-EAR) with the heuristic ones on the same network

instances. Then, we provide a performance analysis of the

heuristic solutions for large network instances. We consider

realistic network instances collected from SNDlib [24], con-

sidering three traffic level (low, medium, high). To evaluate

the different traffic load, the traffic matrix is scaled with the

load parameter γ that is set to three different values 0.5, 1,

and 2.5. The performance of the proposed approaches (SPB-

EAR, G-SPB and FG-SPB) is evaluated using the following

metric:

Phase1/Step1:

Solve the MILP (14)-(17)

Input:

 G=(V, E, W) , D

E'=E

W'=W

Phase2/Step2:

Sorts links E' in decreasing order of 

their residual capacities

Check route feasibility

Phase2/Step4:

Power-off the maximal number of 

cables , for the current link, using (13)

Phase2/Step5:

Reroute traffic for all demands 

using ECMP routing rule

All links are checked ?

G'=(V, E', W')

No

Phase2/Step6:

Update E' and mark the 

current link as checked

Power-on the cables 

No

Yes

Yes

Phase2/Step1:

Power-off all unused links

E'=E-{(u,v)}

W'=W-{wuv}

Phase2/Step3:

Select the link (u,v) with 

the largest residual 

capacity

Figure 3: FG-SPB diagram

• η indicates a network’s power saving that can be

obtained. It is computed as follow:

η = (1−

∑

e∈E

ne

∑

e∈E

Be

)× 100% (18)

• φ measures the increase of path cost. In order to report

the distribution of this parameter, we calculate for all

the demands the difference of costs between an EAR

algorithm route and the corresponding ECMP path

(before applying any EAR algorithm).

• As load balancing is considered to be a requirement

that should be fulfilled in Carrier Ethernet, the third

metric is devoted to measuring the fairness of the traffic

distribution on the active links E’. The fairness index

FI is used to measure whether the traffic load is fairly

distributed among all of the links. In our performance

analysis, we use Jains Fairness Index [25]:

FI =

(
∑

e∈E′

le)
2

|E′| ×
∑

e∈E′

le
2 , (19)

where le is the traffic utilization of the link e ∈ E′.

Note that, when FI = 1, this indicates that the traffic



is distributed in a fair way.

We solved the MILP model using CPLEX 12.6.2 solver

with Concert Technology (C++) [26], with a time limit

sets to 3 hours (10800 seconds). As known, in practice,

network operators do not run their networks at full load

in order to avoid transient congestion. In our work, the

maximum allowed utilization of links is set to 70% (µ
= 0.7). Both MILP algorithm and heuristics have been

tested on four realistic topologies taking into account

three different traffic loads. Obtained results are reported

in Table II, Table III, and Table IV. Entries of tables are the

following. The first column indicates the network instance

name. The second column gives the load parameter γ by

which the traffic matrix is scaled. Energy saving column

reports the percentage of powered off cables η. The gap

to the optimum column reports the energy performance of

the optimized network, i.e., the ratio (UB-LB)/LB, where

UB is the upper bound on power consumption, the power

consumption of the sub-graph solution, and LB is the lower

bound on power consumption (the power consumption of

the linear relaxation). Note that, the relaxation technique

replaces the integer variables of the original MILP by

appropriate continuous constraints, Interested readers are

referred to [27] for more details. Power (W ) is the upper

bound on power consumption of the sub-graph solution,

i.e., UB. We assume that the power consumption of a

single powered-on cable estimated to be 30 W and the

powered-off consumes 10%, i.e., β = 0.1, of the power

spent in the active mode. FI reports fairness of traffic

distribution. Finally, time column reports the computation

time in seconds.

Figure 4: Over-cost induced by G-SPB heuristic

As a first observation, both heuristic algorithms produce

encouraging results in terms of execution times. When

analyzing the results reported in Table III and Table IV, we

can state that G-SPB algorithm performs better than FG-

SPB. In addition, for Germany50 network G-SPB achieves

Figure 5: Over-cost induced by FG-SPB heuristic

higher percentage of energy saving compared to the FG-

SPB heuristic and SPB-EAR algorithm (the MILP model

has been stopped before reaching optimality due to large

topology and dense instance). It can be noted that, on

average, a good load balancing (FI), is obtained by all

algorithms for nearly all instances, ranging from 0.43 to

0.79.

Results clearly show that, as expected, the energy saving

decreases when γ parameter increases. However, for some

instances as the case of Nobel-germany and Polska networks

with both heuristics, the percentage of powered off cables

remains the same for different values of γ, i.e., γ = 0.5 and

γ = 1. This is obviously due the fact that cables capacities

for the latter instances are sufficient to satisfy high traffic

demands. Experiments show also that for the execution time

for FG-SPB is relatively better than G-SPB. This is obvious

because FG-SPB has an initial distribution of traffic provided

by the MILP (14)-(17). In summary, compared with MILP

solutions, both heuristics perform similarly. Moreover, the

solutions provided by G-SPB and FG-SPB especially for

large instance (e.g., Germany50) prove the efficiency of our

heuristics.

Figure 4 and Figure 5 depict the increase of path cost in

terms of over cost caused by both heuristics with respect

to SPB routing (the load parameter γ is set to 1). When

the over-cost parameter φ is equal to 0, it means that the

routing solution is exactly the same the SPB one performed

in the original graph. We remark that a significant fraction

of demands (from 27% to 43%) is not affected, apart from

Germany50 (only about 5%). However, the path cost can be

affected by adding extra cost units to a demand. That is for

instance the case of Germany50 network for which 2% of

demands add 9 extra units of cost to their routes. Indeed,

the initial link weight setting can impact not only the energy

saving but also over-cost paths of the optimized topology.

VI. CONCLUSION

In this paper, we proposed two heuristics performing

energy-aware routing, Green SPB (G-SPB) and Fast Greedy



Table II: SPB-EAR formulation

Network |V | |E| |D| load Saving Gap Power Fairness Time

(γ) (η%) (%) (W ) (FI) (s)
0.5 78.78 0 960 0.68 1183.48

Atlanta 15 22 210 1 78.78 0 960 0.68 1637.89
2.5 75.75 7.3 762 0.61 10800

0.5 72.72 32 4560 0.52 10800
Germany50 50 88 662 1 71.21 35 4740 0.64 10800

2.5 66.66 40 5280 0.47 10800

0.5 79.48 0 1110 0.40 1902.95
Nobel-germany 17 26 121 1 79.48 0 1110 0.45 1460.56

2.5 76.92 0 1200 0.45 6203.29

0.5 74.07 0 900 0.76 141.7
Polska 12 18 66 1 44.44 0 1350 0.73 320.96

2.5 37.03 0 1800 0.69 1736.75

Table III: G-SPB heuristic algorithm

Network |V | |E| |D| load Saving Power Fairness Time

(γ) (η%) (W ) FI (s)
0.5 71.21 1055 0.46

Atlanta 15 22 210 1 68.18 1275 0.51 < 84
2.5 51.51 1770 0.43

0.5 81.44 3525 0.75
Germany50 50 88 662 1 81.06 3570 0.72 < 7000

2.5 66.29 5325 0.67

0.5 74.35 1290 0.51
Nobel-germany 17 26 121 1 74.35 1290 0.51 < 40

2.5 69.23 1470 0.46

0.5 70.03 990 0.79
Polska 12 18 66 1 70.03 990 0.79 < 20

2.5 37.03 1800 0.76

Table IV: FG-SPB heuristic algorithm

Network |V | |E| |D| load Saving Power Fairness Time

(γ) (η%) (W ) FI (s)
0.5 68.18 1275 0.51

Atlanta 15 22 210 1 68.18 1275 0.51 < 30
2.5 51.51 1770 0.43

0.5 67.04 5235 0.62
Germany50 50 88 662 1 65.90 5370 0.62 < 5245

2.5 64.77 5505 0.59

0.5 74.35 1290 0.51
Nobel-germany 17 26 121 1 74.35 1290 0.51 < 26

2.5 71.79 1380 0.46

0.5 70.03 990 0.79
Polska 12 18 66 1 70.03 990 0.79 < 8

2.5 68.51 1035 0.78

SPB (FG-SPB), which are compliant to Carrier Ethernet

network operating with Shortest Path Bridging (SPB) pro-

tocol. We formulated the problem as a mixed integer linear

program (MILP) that aims at maximizing the number of

cables to be powered off while fulfilling the given traffic

demand and the ECMP routing rules. Both MILP algorithm

and heuristics have been tested on four realistic topologies

taking into account three different traffic loads. Experiments

prove also that the heuristics are appropriated as energy

efficient routing in Carrier Ethernet networks. Based on the

obtained encouraging results, our future work will focus

on optimizing the initial weight setting based on forecast

demands, with the aim to get efficient routing cost.

REFERENCES
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