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Abstract.

It has been noted that when the Book of Genesis is written

as two-dimensional arrays, equidistant letter sequences spelling words
with related meanings often appear in close proximity. Quantitative tools
for measuring this phenomenon are developed. Randomization analysis
shows that the effect is significant at the level of 0.00002.
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1. INTRODUCTION

The phenomenon discussed in this paper was first
discovered several decades ago by Rabbi Weissman-
del [7]. He found some interesting patterns in the
Hebrew Pentateuch (the Five Books of Moses), con-
sisting of words or phrases expressed in the form of
equidistant letter sequences (ELS’s)—that is, by se-
lecting sequences of equally spaced letters in the text.

As impressive as these seemed, there was no rigor-
ous way of determining if these occurrences were not
merely due to the enormous quantity of combinations
of words and expressions that can be constructed by
searching out arithmetic progressions in the text.
The purpose of the research reported here is to study
the phenomenon systematically. The goal is to clarify
whether the phenoménon in question is a real one,
that is, whether it can or cannot be explained purely
on the basis of fortuitous combinations.

The approach we have taken in this research can
be illustrated by the following example. Suppose we
have a text written in a foreign language that we do
not understand. We are asked whether the text is
meaningful (in that foreign language) or meaning-
less. Of course, it is very difficult to decide between
these possibilities, since we do not understand the
language. Suppose now that we are equipped with a
very partial dictionary, which enables us to recognise
a small portion of the words in the text: “hammer”
here and “chair” there, and maybe even “umbrella”
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elsewhere. Can we now decide between the two pos-
sibilities?

Not yet. But suppose now that, aided with the par-
tial dictionary, we can recognise in the text a pair
of conceptually related words, like “hammer” and
“anvil.” We check if there is a tendency of their ap-
pearances in the text to be in “close proximity” If
the text is meaningless, we do not expect to see such
a tendency, since there is no reason for it to occur.
Next, we widen our check; we may identify some
other pairs of conceptually related words: like “chair”
and “table,” or “rain” and “umbrella.” Thus we have
a sample of such pairs, and we check the tendency of
each pair to appear in close proximity in the text. If
the text is meaningless, there is no reason to expect
such a tendency. However, a strong tendency of such
pairs to appear in close proximity indicates that the
text might be meaningful.

Note that even in an absolutely meaningful text
we do not expect that, deterministically, every such
pair will show such tendency. Note also, that we did

_ not decode the foreign language of the text yet: we do
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not recognise its syntax and we cannot read the text.

This is our approach in the research described in
the paper. To test whether the ELS’s in a given text
may contain “hidden information,” we write the text
in the form of two-dimensional arrays, and define
the distance between ELS’s according to the ordi-
nary two-dimensional Euclidean metric. Then we
check whether ELS’s representing conceptually re-
lated words tend to appear in “close proximity.”

‘Suppose we are given a text, such as Genesis
(G). Define an equidistant letter sequence (ELS)
as a sequence of letters in the text whose positions,
not counting spaces, form an arithmetic progression;
that is, the letters are found at the positions

nn+dn+2d,....,n+ k- 1d.
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We call d the skip, n the start and k the length of the
ELS. These three parameters uniquely identify the
ELS, which is denoted (n, d, k).

Let us write the text as a two-dimensional array—
that is, on a single large page—with rows of equal
length, except perhaps for the last row. Usually,
then, an ELS appears as a set of points on a straight
line. The exceptional cases are those where the ELS
“crosses” one of the vertical edges of the array and
reappears on the opposite edge. To include these
cases in our framework, we may think of the two
vertical edges of the array as pasted together, with
the end of the first line pasted to the beginning of the
second, the end of the second to the beginning of the
third and so on. We thus get a cylinder on which the
text spirals down in one long line.

It has been noted that when Genesis is written in
this way, ELS’s spelling out words with related mean-
ings often appear in close proximity. In Figure 1 we
see the example of ¢wo (hammer) and 110 (anvil); in
Figure 2, vrp¢ (Zedekia) and i (Matanya), which
was the original name of King Zedekia (Kings II,
24:17). In Figure 3 we see yet another example of
mount (the Chanuka) and "smmen (Hasmonean), recall-
ing that the Hasmoneans were the priestly family
that led the revolt against the Syrians whose suc-
cessful conclusion the Chanuka feast celebrates.

Indeed, ELS’s for short words, like those for ¢ws
(hammer) and 170 (anvil), may be expected on gen-
eral probability grounds to appear close to each other
quite often, in any text. In Genesis, though, the phe-
nomenon persists when one confines attention to the
more “noteworthy” ELS’s, that is, those in which the
skip |d| is minimal over the whole text or over large
parts of it. Thus for ¢"vs (hammer), there is no ELS
with a smaller skip than that of Figure 1 in all of
Genesis; for 1o (anvil), there is none in a section of
text comprising 71% of G; the other four words are
minimal over the whole text of G. On the face of it,
it is not clear whether or not this can be attributed
to chance. Here we develop a method for testing the
significance of the phenomenon according to accepted
statistical principles. After making certain choices
of words to compare and ways to measure proximity,
we perform a randomization test and obtain a very
small p-value, that is, we find the results highly sta-
tistically significant.
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2. OUTLINE OF THE PROCEDURE

In this section we describe the test in outline. In
the Appendix, sufficient details are provided to en-
able the reader to repeat the computations precisely,
and so to verify their correctness. The authors will
provide, upon request, at cost, diskettes containing
the program used and the texts G,I, R, T,U,V and
W (see Section 3).

We test the significance of the phenomenon on sam-
ples of pairs of related words (such as hammer-anvil
and Zedekia—Matanya). To do this we must do the
following:

(i) define the notion of “distance” between any
two words, so as to lend meaning to the idea of words
in “close proximity”;

(ii) define statisticsthat express how close, “on the
whole,” the words making up the sample pairs are
to each other (some kind of average over the whole
sample);
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(iii) choose a sample of pairs of related words on
which to run the test;

(iv) determine whether the statistics defined in (ii)
are “unusually small” for the chosen sample.

Task (i) has several components. First, we must
define the notion of “distance” between two given
ELS’s in a given array; for this we use a convenient
variant of the ordinary Euclidean distance. Second,
there are many ways of writing a text as a two-
dimensional array, depending on the row length; we
must select one or more of these arrays and some-
how amalgamate the results (of course, the selec-
tion and/or amalgamation must be carried out ac-
cording to clearly stated, systematic rules). Third,
a given word may occur many times as an ELS in a
text; here again, a selection and amalgamation pro-
cess is called for. Fourth, we must correct for fac-
tors such as word length and composition. All this
is done in detail in Sections A.1 and A.2 of the Ap-
pendix.

We stress that our definition of distance is not
unique. Although there are certain general princi-
ples (like minimizing the skip d) some of the details
can be carried out in other ways. We feel that vary-
ing these details is unlikely to affect the results sub-
stantially. Be that as it may, we chose one particular
definition, and have, throughout, used only it, that
is, the function c(w, w’) described in Section A.2 of
the Appendix had been defined before any sample
was chosen, and it underwent no changes. [Simi-
lar remarks apply to choices made in carrying out
task (ii).]

Next, we have task (ii), measuring the overall
proximity of pairs of words in the sample as a whole.
For this, we used two different statistics P; and Py,
which are defined and motivated in the Appendix
(Section A.5). Intuitively, each measures overall
proximity in a different way. In each case, a small
value of P; indicates that the words in the sample
pairs are, on the whole, close to each other. No other
statistics were ever calculated for the first, second or
indeed any sample.

In task (iii), identifying an appropriate sample of
word pairs, we strove for uniformity and objectivity
with regard to the choice of the pairs and to the rela-
tion between their elements. Accordingly, our sample
was built from a list of personalities (p) and the dates
(Hebrew day and month) (p’) of their death or birth.
The personalities were taken from the Encyclopedia
of Great Men in Israel [5].

At first, the criterion for inclusion of a per-
sonality in the sample was simply that his entry
contain at least three columns of text and that a
date of birth or death be specified. This yielded

34 personalities (the first list—Table 1). In or-
der to avoid any conceivable appearance of hav-
ing fitted the tests to the data, it was later de-
cided to use a fresh sample, without changing any-
thing else. This was done by considering all per-
sonalities whose entries contain between 1.5 and 3
columns of text in the Encyclopedia; it yielded 32
personalities (the second list—Table 2). The sig-
nificance test was carried out on the second sam-
ple only.

Note that personality—date pairs (p, p’) are not
word pairs. The personalities each have several ap-
pellations, there are variations in spelling and there
are different ways of designating dates. Thus each
personality—date pair (p, p’) corresponds to several
word pairs (w, w’). The precise method used to gener-
ate a sample of word pairs from a list of personalities
is explained in the Appendix (Section A.3).

The measures of proximity of word pairs (w, w’)
result in statistics P; and Py;. As explained in the
Appendix (Section A.5), we also used a variant of this
method, which generates a smaller sample of word
pairs from the same list of personalities. We denote
the statistics P; and P;, when applied to this smaller
sample, by P; and Py.

Finally, we come to task (iv), the significance test
itself. It is so simple and straightforward that we
describe it in full immediately.

The second list consists of 32 personalities. For
each of the 32! permutations 7 of these personalities,
we define the statistic P obtained by permuting the
personalities in accordance with =, so that Person-
ality i is matched with the dates of Personality = (i).
The 32! numbers P] are ordered, with possible ties,
according to the usual order of the real numbers. If
the phenomenon under study were due to chance, it
would be just as likely that P, occupies any one of
the 32! places in this order as any other. Similarly
for P2, P3 and P4. This is our null hypothesis.

To calculate significance levels, we chose 999,999
random permutations 7 of the 32 personalities; the
precise way in which this was done is explained in the
Appendix (Section A.6). Each of these permutations
7 determines a statistic P'; together with Py, we
have thus 1,000,000 numbers. Define the rank order
of P; among these 1,000,000 numbers as the number
of P not exceeding Py; if Py is tied with other PJ,
half of these others are considered to “exceed” P;.
Let p; be the rank order of Py, divided by 1,000,000;
under the null hypothesis, p; is the probability that
P; would rank as low as it does. Define p3, p3 and p4
similarly (using the same 999,999 permutations in
each case).

After calculating the probabilities p; through p4,
we must make an overall decision to accept or reject
the research hypothesis. In doing this, we should
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TABLE 1
The first list of personalities
Personality Name Date
1. The Ra’avad 17280 ,0N13N M1 W23 1D DU 13 ,1DEd VD
of Posquieres
2. Rabbi Avraham, DN NN WY1 N7 1903 N7 00D AT

w

en

-~

son of the Rambam

. Rabbi Avraham

Ibn-Ezra

5 Rabll:i Eliyahu

ahur

. Rabbi Eliyahu

of Vilna

Rabbi Gershon
Ashkenazi

. Rabbi David
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A0 TV, TYT a0

Gans TYT PNY DN TT
8. The Taz 0N NT,NT 037
t"on Sya
9. Rabbi Haim ,I0Y 13 ,00N 017
Ibn-Attar o»Nn NN ,I0Y 13N
10. Rabbi Yehudah N7 139
son of the Rosh
11. Rabbi Yehudah N7 110
He-Hasid
12. Maharal SR1D 237 N 000
of Prague 2791 50N Smnnpn
13. Rabbi Yehonathan ,NPVAYN M 1
Eybeschuetz onnan dya
14. Rabbi Heshil PR RERIRU AN RS D]
of Cracow
15. The Sema Y'PDON DYa YN 111
16. The Bach N"an YY1 ,upo ONY 127
17. Rabbi Yom-Tov
Lipman Heller
18. Rabbenu Yonah Y N1 ,MY N7
19. Rabbi Yosef JINP Q0 9P Q0 Q01 131
Caro SVIRP YOD )P INn
1annn 90 M3
20. Rabbi Yehezkel
Landa A"o8n Sya
21. The Pnei~ o N9
Yehoshua
22. Rabbenu Tam on N3II ,3pPY 1IN
23. The Rif DAYN 37 PDION ,pny? 137
24. The Besht V"YYIN L2 OV DY SN I
25. The Maharam O"IINNN ,PNND 137
of Rothenburg
26. The Levush N9 937D 29T 237
v1adn %3 ,wiadn
27. The Rema YO0 ,NYN MY
28. The Ramhal S"ANIN JONND ONY
29. The Rambam ©”anIn ,NYn *31
30. Hacham-2Zvi 3N 0OON 23N A0
31. The Shach N2 YNAY ,Nnav 1Y
9N Sy3 ,1NoN Nav
32. Rashi oY 137
33. The Maharshal SR L, ANOY 111
baaahih bl ph ]
34. The Maharsha NPYINDH RN LUWOTR
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avoid selecting favorable evidence only. For example,
suppose that p3 = 0.01, the other p; being higher.
There is then a temptation to consider ps only, and
so to reject the null hypothesis at the level of 0.01.
But this would be'a mistake; with enough sufficiently
diverse statistics, it is quite likely that just by chance,
some one of them will be low. The correct question is,
“Under the null hypothesis, what is the probability
that at least one of the four p; would be less than or
equal to 0.01?” Thus denoting the event “p; < 0.01”
by E;, we must find the probability not of E3, but

of “E, or E3 or E3 or E4.” If the E; were mutually
exclusive, this probability would be 0.04; overlaps
only decrease the total probability, so that it is in any
case less than or equal to 0.04. Thus we can reject
the null hypothesis at the level of 0.04, but not 0.01.

More generally, for any given §, the probability
that at least one of the four numbers p; is less than
or equal to 8§ is at most 4. This is known as the
Bonferroni inequality. Thus the overall significance
level (or p-value), using all four statistics, is pp :=
4 min p;.
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TABLE 2
The second list of personalities

Personality Name

Date

1. Rabbi Ayraham
Av-Beit-Din of Narbonne

2. Rabbi Avraham
izhaki

3. Rabbi Avraham
Ha-Malakh

4. Rabbi Avraham Saba

§. Rabbi Aaron of Karlin
8. Rabbi Eliezer Ashkenari
7. Rabbi David Oppenheim
8. Rabbi David Ha-Nagid
9. Rabbi David Nieto

10. Rabbi Haim Abulafia
11. Rabbi Haim Benbenest

12. Rabbi Haim
Capusi

13. Rabbi Haim
Shabetai

14. Rabbi Yair Haim Bacharach
15. Rabbi Yehudah Hasid

16. Rabbi Yehudah Ayash

17. Rabbi Yehosef Ha-Nagid
18. Rabbi Yehoshua of Cracow

19. The Maharit "
VIR ,LAAD O7EMADY

20. Rabbi Yosef Teomim

21. Rabbi Yakov
Beirav

22. Rabbi Israel Yaakov Hagiz

pRabl LI LS hi- AP h

24. The Yaabez

PIny g

25. Rabbi Yizhak
Ha-Levi Horowitz

26. Rabbj Menahem
Mendel Krochmal

27. Rabbi Moshe ,J10t nwn
28. Rabbi Moshe Margalith

29. Rabbi Azariah Figo

30. Rabbi Immanuel Hai Ricchi

31. Rabbi Shalom
Sharabt

32. Rabbi Shelomo of Cheim
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TNYDA 0NN 239

D/ eyn 0vn WY
09N ,TIT 229

TN TV, TIT 02

10N TIT ,THT 17

n¥1 ,070 a1
,03 Yya poad annan

LUTRAND NAY DNNR Ql):g'”n 17

YR Y9N TN 139

nNdY MDYV’ 117

J3700
oM,

O'TaD 19 ,DIDINA Q0P 137
L3703 0D ,3793 3P 3P 130
3030

PDINIO 10 '1_?1’

V"PON Dya tNINN
23. The Maharil 20N 3P DM apy PR apy 119
B ,@ 1 "‘(?m ?J")b
R0
ny ™0 [ yiny
N3N PAYY NN LPNYY 0317

PTY ADY STIVD 127 ,SN0P 0D 113

IMIT ,NMIE AN 127
Zacuto A QPN AMSt AUD RMDt 190
a0 D 35tnd tpanpa ' nInn

YD N9 MO0 ,NYD 11

22D WY L,"YN AR

NItH DYV 117

,01Y IV 23y
vAINna Yo

WUR3 5 YN 23 Non D
MO 3 N0 A N0

YN1 3™ 2wn 273 pvn am

AN NI LYAD ONIAN LONTIN 71T

1NN 137 1073 v U VM 0N VY
WDO3 3”3 ,0D 1”32 ,1000 175

MWUN1 Y N Nt

Nava N3 ,NIY A1 ,N20 N7
19732 1,300 A 500 "

SHNI L™ VR VNI DVR VM
vawa 27 ,Lav 171,01V 17

BULRAR!

oW ova

1031 2™ 102 a™1 107 A
aphih

PN NN
AT 1N

N3va 'R ,N3V K3

YN 'R LHIYN NA N R
MYNI 'K PN RD VRN
N301 'V N3V 'V

IN3 "3, AR 722

BN T Hpn 1M o T

a0 139

,']’DY' '3
INTOD

PNI TN T
1033 9,100 DA Jon D

V3Vl ¥ ,03v 1731 ,0a9 VD

91HNI 37D 510N 2733 50N 27D
30

1012’5 107 Y3 ,jon D
PRI ,PR 2
vay a3

Mwnl t"\J’,’ﬁWn T”\?'J AR 7L
YIUN1 Y N Y pavn
Nava 1" ,nav 1M1 ,na1v 1"

INOYTNINNOTTN OND SR OITNOR
ATNRI NITNC'ND
vava " wav "]

Mty n

oY 131 NN RO ,HIDN NI DN KD

3. RESULTS AND CONCLUSIONS

In Table 3, we list the rank order of each of the
four P; among the 1,000,000 corresponding P”. Thus
the entry 4 for P4 means that for precisely 3 out of
the 999,999 random permutations r, the statistic PJ
was smaller than P4 (none was equal). It follows that
min p; = 0.000004, so pp = 4 minp; = 0.000016.
The same calculations, using the same 999,999 ran-
dom permutations, were performed for control texts.
Our first control text, R, was obtained by permut-
ing the letters of G randomly (for details, see Sec-
tion A.6 of the Appendix). After an earlier version
of this paper was distributed, one of the readers,
a prominent scientist, suggested to use as a con-
trol text Tolstoy’s War and Peace. So we used text
T consisting of the initial segment of the Hebrew
translation of Tolstoy’s War and Peace [6]—of the
same length as G. Then we were asked by a ref-

eree to perform a control experiment on some early
Hebrew text. He also suggested to use random-
ization on words in two forms: on the whole text
and within each verse. In accordance, we checked
texts /, U and W: text I is the Book of Isaiah [2];
W was obtained by permuting the words of G ran-
domly; U was obtained from G by permuting ran-
domly words within each verse. In addition, we
produced also text V by permuting the verses of G
randomly. (For details, see Section A.6 of the Ap-
pendix.) Table 3 gives the results of these calcula-
tions, too. In the case of I, min p; is approximately
0.900; in the case of R it is 0.365; in the case of T it
is 0.277; in the case of U it is 0.276; in the case of
V it is 0.212; and in the case of W it is 0.516. So
in five cases pg = 4 minp; exceeds 1, and in the
remaining case pp = 0.847; that is, the result is
totally nonsignificant, as one would expect for con-
trol texts.
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TABLE 3
Rank order of P; among one million P

Py Py P3 Py
G 453 5 570 4
R 619,140 681,451 364,859 573,861
T 748,183 363,481 580,307 277,103
I 899,830 932,868 929,840 946,261
w 883,770 516,098 900,642 630,269
U 321,071 275,741 488,949 491,116
14 211,777 519,115 410,746 591,503

We conclude that the proximity of ELS’s with re-
lated meanings in the Book of Genesis is not due
to chance.

APPENDIX: DETAILS OF THE PROCEDURE

In this Appendix we describe the procedure in suf-
ficient detail to enable the reader to repeat the com-
putations precisely. Some motivation for the various
definitions is also provided.

In Section A.1, a “raw” measure of distance be-
tween words is defined. Section A.2 explains how we
normalize this raw measure to correct for factors like
the length of a word and its composition (the relative
frequency of the letters occurring in it). Section A.3
provides the list of personalities p with their dates p’
and explains how the sample of word pairs (w, w') is
constructed from this list. Section A.4 identifies the
precise text of Genesis that we used. In Section A.5,
we define and motivate the four summary statistics
P1, Py, Ps and P4. Finally, Section A.6 provides the
details of the randomization.

Sections A.1 and A.3 are relatively technical; to
gain an understanding of the process, it is perhaps
best to read the other parts first.

A.1 The Distance between Words

To define the “distance” between words, we must
first define the distance between ELS’s representing
those words; before we can do that, we must define
the distance between ELS’s in a given array; and
before we can do that, we must define the distance
between individual letters in the array.

As indicated in Section 1, we think of an array as
one long line that spirals down on a cylinder; its row
length h is the number of vertical columns. To define
the distance between two letters x and x’, cut the
cylinder along a vertical line between two columns.
In the resulting plane each of x and x’ has two integer
coordinates, and we compute the distance between
them as usual, using these coordinates. In general,
there are two possible values for this distance, de-
pending on the vertical line that was chosen for cut-

ting the cylinder; if the two values are different, we

use the smaller one.
Next, we define the distance between fixed ELS’s
e and ¢ in a fixed cylindrical array. Set

f := the distance between consecutive letters of ¢,
f':= the distance between consecutive letters of ¢’,

¢ := the minimal distance between a letter of ¢ and
one of ¢,

and define 8(e, €') := f2+ f'? +£2. We call 5(e, ') the
distance between the ELS’s ¢ and ¢’ in the given ar-
ray; it is small if both fit into a relatively compact
area. For example, in Figure 3 we have f = 1,
f'=+/5,¢=+/34and § = 40.

Now there are many ways of writing Genesis as
a cylindrical array, depending on the row length 4.
Denote by 8,(e, ¢)) the distance d(e, ¢') in the array
determined by 4, and set u(e, €) := 1/8y(e, ¢'); the
larger u;(e, €') is, the more compact is the configu-
ration consisting of ¢ and ¢ in the array with row
length k. Set e = (n,d, k) (recall that d is the skip)
and ¢ = (', d’, k). Of particular interest are the row
lengths & = hy, ha, . . ., where k; is the integer nearest
to |d|/i (% is rounded up). Thus when & = k1 = |d|,
then e appears as a column of adjacent letters (as
in Figure 1); and when & = hg, then e appears ei-
ther as a column that skips alternate rows (as in
Figure 2) or as a straight line of knight’s moves (as
in Figure 3). In general, the arrays in which e ap-
pears relatively compactly are those with row length
h; with i “not too large.”

Define h} analogously to 4;. The above discussion
indicates that if there is an array in which the con-
figuration (e, ¢') is unusually compact, it is likely to
be among those whose row length is one of the first
10 k; or one of the first 10 &}. (Here and in the sequel
10 is an arbitrarily selected “moderate” number.) So
setting

10 10
olee) =Y unle,e)+ ) mulee),
i=1 i=1

we conclude that o(e, ¢’) is a reasonable measure
of the maximal “compactness” of the configuration
(e, €) in any array. Equivalently, it is an inverse mea-
sure of the minimum distance between ¢ and ¢'.
Next, given a word w, we look for the most “note-
worthy” occurrence or occurrences of w as an ELS in
G. For this, we chose those ELS’s ¢ = (n, d, k) with
|d| > 2 that spell out w for which |d| is minimal over
all of G, or at least over large portions of it. Specif-
ically, define the domain of minimality of e as the
maximal segment 7, of G that includes e and does
not include any other ELS & = (7, d, %) for w with
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|Zﬂ < |d|. If ¢ is an ELS for another word w’, then
T.NT, is called the domain of simultaneous minimal-
ity of e and ¢’; the length of this domain, relative to
the whole of G, is the “weight” we assign to the pair
(e, ). Thus we define w(e, €) := Ale, €')/A(G), where
Ae, €') is the length of T, N T, and A(G) is the length
of G. For any two words w and w’, we set

Qw, w) = Zw(e, eole, ),

where the sum is over all ELS’s ¢ and ¢’ spelling out
w and w’, respectively. Very roughly, Q(w, w’) mea-
sures the maximum closeness of the more notewor-
thy appearances of w and w’ as ELS’s in Genesis—the
closer they are, the larger is Q (w, w’).

When actually computing Q (w, w’), the sizes of
the lists of ELS’s for w and w’ may be impractically
large (especially for short words). It is clear from the
definition of the domain of minimality that ELS’s for
w and w’ with relatively large skips will contribute
very little to the value of Q(w, w’) due to their small
weight. Hence, in order to cut the amount of compu-
tation we restrict beforehand the range of the skip
|d] < D(w) for w so that the expected number of
ELS’s for w will be 10. This expected number equals
the product of the relative frequencies (within Gen-
esis) of the letters constituting w multiplied by the
total number of all equidistant letter sequences with
2 < |d| < D. [The latter is given by the formula
(D-1)(2L—(k—1)(D+2)), where L is the length of the
text and k is the number of letters in w.] The same
restriction applies also to w’ with a corresponding
bound D(w'). Abusing our notation somewhat, we
continue to denote this modified function by Q (w, w’).

A.2 The Corrected Distance

In the previous section we defined a measure
Q(w, w') of proximity between two words w and w'—
an inverse measure of the distance between them.
We are, however, interested less in the absolute dis-
tance between two words than in whether this dis-
tance is larger or smaller than “expected.” In this sec-
- tion, we define a “relative distance” c(w, w'), which is
small when w is “unusually close” to w’, and is 1, or
almost 1, when w is “anusually far” from w’.

The idea is to use perturbations of the arithmetic
progressions that define the notion of an ELS. Specif-
ically, start by fixing a triple (x, y, z) of integers in
the range {—2, —1, 0, 1, 2}; there are 125 such triples.
Next, rather than looking for ordinary ELS’s (n, d, k),
look for “(x, y, z)-perturbed ELS’s” (n,d, k)2, ob-
tained by taking the positions

non+d,....,n+k—4)d,n+ (k—3)d+x,
n+k—-2d+x+y,n+k-1d+x+y+z,

instead of the positions n, n+d, n+2d, ..., n+(k—-1)d.
Note that in a word of length k, k — 2 intervals could
be perturbed. However, we preferred to perturb only
the three last ones, for technical programming rea-
sons.

The distance between two (x,y,z)-perturbed
ELS’s (n,d, k)* 9 and (n',d’, k)79 is defined as
the distance between the ordinary (unperturbed)
ELS’s (n,d, k) and (0, d’, k).

We may now calculate the “(x, y, z)-proximity” of
two words w and w’ in a manner exactly analogous
to that used for calculating the “ordinary” proximity
Q(w, w'). This yields 125 numbers Q%72 (w, w’), of
which Qw, w) = Q©%0(yw, w') is one. We are in-
terested in only some of these 125 numbers; namely,
those corresponding to triples (x, y, z) for which there
actually exist some (x, y, z)-perturbed ELS’s in Gen-
esis for w, and some for w’ [the other Q%79 (w, w')
vanish]. Denote by M(w,w’) the set of all such
triples, and by m(w, w’) the number of its elements.

Suppose (0,0, 0) is in M(w, w’), that is, both w
and w’ actually appear as ordinary ELS’s (i.e., with
x =y = z = 0) in the text. Denote by v(w, w’)
the number of triples (x, y, z) in M(w, w’) for which
QYA w) > Qw, w). If m(w, w) > 10 (again, 10
is an arbitrarily selected “moderate” number),

c(w, w') == v(w, w)/mw, w).

If (0, 0, 0) is not in M(w, w'), or if m(w, w’) < 10 (in
which case we consider the accuracy of the method
as insufficient), we do not define c(w, w’).

In words, the corrected distance c(w, w’) is sim-
ply the rank order of the proximity Q(w, w’) among
all the “perturbed proximities” Q® 72 (w, w'); we nor-
malize it so that the maximum distance is 1. A large
corrected distance means that ELS’s representing w
are far away from those representing w’, on a scale
determined by how far the periturbed ELS’s for w are
from those for w'.

A.3 The Sample of Word Pairs

The reader is referred to Section 2, task (iii), for
a general description of the two samples. As men-
tioned there, the significance test was carried out
only for the second list, set forth in Table 2. Note
that the personalities each may have several appel-
lations (names), and there are different ways of des-
ignating dates. The sample of word pairs (w, w’) was
constructed by taking each name of each personality
and pairing it with each designation of that person-
ality’s date. Thus when the dates are permuted, the
total number of word pairs in the sample may (and
usually will) vary.

We have used the following rules with regard to
Hebrew spelling:
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1. For words in Hebrew, we always chose what is
called the grammatical orthography—*“ktiv dik-
duki.” See the entry “ktiv” in Even-Shoshan’s
dictionary [1].

2. Names and designations taken from the Penta-
teuch are spelled as in the original.

3. Yiddish is written using Hebrew letters; thus,
there was no need to transliterate Yiddish
names.

4. In transliterating foreign names into Hebrew,
the letter “4” is often used as a mater lectionis;
for example, “Luzzatto” may be written “mx1>” or
“mix1>.” In such cases we used both forms.

In designating dates, we used three fixed varia-
tions of the format of the Hebrew date. For example,
for the 19th of Tishri, we used *win t5°, *wwn ¥ and
~wn*. The 15th and 16th of any Hebrew month can
be denoted as i or i and i* or fb, respectively. We
used both alternatives.

The list of appellations for each personality was
provided by Professor S. Z. Havlin, of the Depart-
ment of Bibliography and Librarianship at Bar Ilan
University, on the basis of a computer search of the
“Responsa” database at that university.

Our method of rank ordering of ELS’s based on
(x, y, z)-perturbations requires that words have at
least five letters to apply the perturbations. In addi-
tion, we found that for words with more than eight
letters, the number of (x, y, z)-perturbed ELS’s which
actually exist for such words was too small to satisfy
our criteria for applying the corrected distance. Thus
the words in our list are restricted in length to the
range 5-8. The resulting sample consists of 298 word
pairs (see Table 2).

A.4 The Text

We used the standard, generally accepted text of
Genesis known as the Textus Receptus. One widely
available edition is that of the Koren Publishing
Company in Jerusalem. The Koren text is precisely
the same as that used by us.

A:5 The Overall Proximity Measures P;, P,, P; and
P,

Let N be the number of word pairs (w, w’) in the
sample for which the corrected distance c(w, w’) is
defined (see Sections A.2 and A.3). Let & be the num-
ber of such word pairs (w, w’) for which c(w, w') < —é—
Define

S WOIO

To understand this definition, note that if the
c(w, w') were independent random variables that are

uniformly distributed over [0, 1], t2en P; would be the
probability that at least k out of N of them are less
than or equal to 0.2. However, we do not make or use
any such assumptions about uniformity and inde-
pendence. Thus P;, though calibrated in probability
terms, is simply an ordinal index that measures the
number of word pairs in a given sample whose words
are “pretty close” to each other [i.e., c(w, w) < 1],
taking into account the size of the whole sample. It
enables us to compare the overall proximity of the
word pairs in different samples; specifically, in the
samples arising from the different permutations of
the 32 personalities.

The statistic P; ignores all distances c(w, w’)
greater than 0.2, and gives equal weight to all dis-
tances less than 0.2. For a measure that is sensitive
to the actual size of the distances, we calculate the
product [Tc(w, w’) over all word pairs (w, w’) in the
sample. We then define

Py = FN(]_[c(w, w’)),

with N as above, and

Moo (—ln X)2 (-Inx)V-1
FY(X) = X(l InX+ 51 e VoD )

To understand this definition, note first that if
X1, X2, ..., xy are independent random variables that
are uniformly distributed over [0, 1], then the dis-
tribution of their product X := xyx2 - - xy is given by
Prob(X < Xo) = F(X,); this follows from (3.5) in [3],
since the —Inx; are distributed exponentially, and
—InX = ¥;(—Inx;). Theintuition for P, is then anal-
ogous to that for P;: If the c¢(w, w’) were independent
random variables that are uniformly distributed over
[0, 1], then P, would be the probability that the prod-
uct ITe(w, w") is as small as it is, or smaller. But
as before, we do not use any such uniformity or in-
dependence assumptions. Like P;, the statistic P,
is calibrated in probability terms; but rather than
thinking of it as a probability, one should think of it
simply as an ordinal index that enables us to com-
pare the proximity of the words in word pairs arising
from different permutations of the personalities.

We also used two other statistics, P; and P;.
They are defined like P, and Ps, except that for each
personality, all appellations starting with the title
“Rabbi” are omitted. The reason for considering P;
and Py is that appellations starting with “Rabbi” of-
ten use only the given names of the personality in
question. Certain given names are popular and of-
ten used (like “John” in English or “Avraham” in
Hebrew); thus several different personalities were
called Rabbi Avraham. If the phenomenon we are
investigating is real, then allowing such appellations
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might have led to misleadingly low values for c(w, w")
when 7 matches one “Rabbi Avraham” to the dates of
another “Rabbi Avraham.” This might have resulted
in misleadingly low values P] and Pj for the per-
muted samples, so in misleadingly low significance
levels for P; and P; and so, conceivably, to an unjus-
tified rejection of the research hypothesis. Note that
this effect is “one-way”; it could not have led to unjus-
tified acceptance of the research hypothesis, since un-
der the null hypothesis the number of P/ exceeding
P; is in any case uniformly distributed. In fact, omit-
ting appellations starting with “Rabbi” did not affect

The first sample

17
16f ]
]
14
i (1 —
12 -
1
;
7
-
2
G I
1
b 02 04 0.6 0.8 !
]
7
2
1
R
b 0.2 0.4 o6 a8 i

The second sample

7
6 —
%
2
G !

I

0 a.2 a.4 a.6 0.8
T

6 0.8

&

—
N

i

02 ) 0.

1
!

Fic. 4. The distribution of value of c(w, w") in the interval [0, 1].

the results substantially (see Table 3); but we could
not know this before performing the calculations.

An intuitive feel for the corrected distances (in
the original, unpermuted samples) may be gained
from Figure 4. Note that in both the first and sec-
ond samples, the distribution for R looks quite ran-
dom, whereas for G it is heavily concentrated near
0. It is this concentration that we quantify with the
statistics P;.

A.6 The Randomizations

The 999,999 random permutations of the 32 per-
sonalities were chosen in accordance with Algorithm
P of Knuth [4], page 125. The pseudorandom gener-
ator required as input to this algorithm was that pro-
vided by Turbo-Pascal 5.0 of Borland Inter Inc. This,
in turn, requires a seed consisting of 32 binary bits;
that is, an integer with 32 digits when written to the
base 2. To generate this seed, each of three promi-
nent scientists was asked to provide such an integer,
just before the calculation was carried out. The first
of the three tossed a coin 32 times; the other two used
the parities of the digits in widely separated blocks
in the decimal expansion of w. The three resulting
integers were added modulo 232. The resulting seed
was 01001 10000 1001111100 0010100111 11.

The control text R was constructed by permut-
ing the 78,064 letters of G with a single random per-
mutation, generated as in the previous paragraph.
In this case, the seed was picked arbitrarily to be
the decimal integer 10 (i.e., the binary integer 1010).
The control text W was constructed by permuting
the words of G in exactly the same way and with the
same seed, while leaving the letters within each word
unpermuted. The control text V was constructed by
permuting the verses of G in the same way and with
the same seed, while leaving the letters within each
verse unpermuted.

The control text U was constructed by permuting
the words within each verse of G in the same way
and with the same seed, while leaving unpermuted
the letters within each word, as well as the verses.
More precisely, the Algorithm P of Knuth [4] that we
used requires n — 1 random numbers to produce a
random permutation of n items. The pseudorandom
generator of Borland that we used produces, for each
seed, a long string of random numbers. Using the bi-
nary seed 1010, we produced such a long string. The
first six numbers in this string were used to produce
a random permutation of the seven words constitut-
ing the first verse of Genesis. The next 13 numbers
(i.e., the 7th through the 19th random numbers in the
string produced by Borland) were used to produce a
random permutation of the 14 words constituting the
second verse of Genesis, and so on.
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