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Equilibrium budding and vesiculation in the curvature model of fluid lipid vesicles
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According to a model introduced by Helfrich [Z. Naturforsch. 28c, 693 {1973)],the shape of a
closed lipid vesicle is determined by minimization of the total bending energy at fixed surface area
and enclosed volume. We show that, in the appropriate regime, this model predicts both budding
(the eruption of a satellite connected to the parent volume via a neck) and vesiculation (the special
case when the neck radius goes to zero). Vesiculation occurs when the minimum is located at a
boundary in the space of configurations. Successive vesiculations produce multiplets, in which the
minimum-energy configuration consists of several bodies coexisting through infinitesimal necks. We
study the sequence of shapes and shape transitions followed by a spherical vesicle of radius Rz,
large on the scale Ro set by the spontaneous curvature, as its area A increases at constant volume

V =4+R&/3. Such a vesicle periodically sheds excess area into a set of smaller spheres with radii

comparable to Ro. We map out this (shape) phase diagram at large volume. In this region the

phase diagram is dominated by multiplets and reAects the details of the shedding process. The
overall effect of successive vesiculations is to reduce the energy from a quantity of order R v down to
zero or near zero when the area reaches 3 V/Ro, however, the decrease is not uniform and the ener-

gy E ( A, V) is not convex.

I. INTRODUCTION

"Budding" and "vesiculation" refer to processes in
which a single, more or less spherical vesicle (or cell in
the biological context), when subjected to change in some
external parameter or stimulus, undergoes a shape trans-
formation to produce one or more globular appendages
linked to the parent body through narrow necks or tubes.
When the neck diameter is positive, we shall call the pro-
cess "budding. " To distinguish the limiting case where
the neck diameter goes to zero (in a sense which will be
made precise below), we shall refer to this as "vesicula-
tion. " Both these processes affect the shape but not the
topology. If subsequently the appendage breaks off from
the parent body (fission), only then does the topology
change. In biological systems' such processes are usually
driven by complex chemical stimuli and may result in the
extrusion of interior material (or, for the inverse process,
in the incorporation of exterior material). It is the thesis
of this paper that budding and vesiculation can and do
both occur as adiabatic processes (i.e., processes involv-
ing only equilibrium states) in the simplest model of ffuid
vesicles.

The static shapes of closed Quid lipid-bilayer mem-
branes with dimensions which are large on the molecular
scale may be modeled by the energy functional,

E[c„c2]=—fdS[c,{r)+c2(r)—co]

which seems originally to have been introduced by Can-
ham and has subsequently been exploited by Helfrich

and co-workers, ' Evans and Skalak, and many oth-
ers. In this expression c& and cz are the principal cur-
vatures at each point r and the constant co is twice the
so-called spontaneous curvature. The integral is over the
closed vesicle surface. For a two-dimensional vesicle em-
bedded in three dimensions, the integral is dimensionless
and the bending elastic constant ~ sets the energy scale.
A similar integral over the local Gaussian curvature c&c2
gives a contribution which, by the Gauss-Bonnet
theorem, is independent of shape for a given topology
and is omitted here, since we shall deal only with
configurations of fixed (spherical) topology.

Regarded as a Landau functional, Eq. (I) contains all
possible local, isotropic, and Euclidean invariant terms
through second order in the curvature. Additional effects
involving higher powers of the curvature and/or local
curvature derivatives are not excluded by symmetry but
enter only as correction terms for large vesicles.

'I'he physical origin of the spontaneous curvature un-

der given experimental conditions is a matter of present
interest and even controversy. Nonzero values of co may
arise, for example, from chemical asymmetry between the
interior and exterior of the membrane' or from different
areas of the two leaves of the bilayer (the bilayer-couple
mechanism). " Whether these mechanisms suffice to ex-
plain observed shapes is unclear. In any case, we must
keep in mind that the "constant" co may depend on both
microscopic (chemical) and macroscopic (geometrical)
variables. In what follows, we shall study a model system
in which co is taken to be constant. If under laboratory
conditions co turns out to depend on the surface area A
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and/or volume V of the vesicle, then our phase diagrams
remain applicable, but the paths of constant 3 and V will
require suitable modification.

In what follows, we shall assume that the equilibrium
vesicle shape is that which minimizes the energy (1) at
given 3 and V, i.e., the mechanically stable shape. For
many experimental systems (e.g., lecithins' ) ~ is appreci-
ably larger than room temperature, so thermal fluctua-
tions are small and this zero-temperature (T =0) approxi-
mation is reasonable. Under these conditions the energy
scale drops out and only geometry is left. There remain
three length scales R ~, R z, and R 0, defined by
2 =4mR„, V=4nR&/3 (note that R~ ~Ri, ), and
cp =2/Rp ~ We shall assume that cp&0. There is then no
loss of generality' in taking co) 0, so spheres of radius
Rp (which we shall refer to as "Helfrich spheres") cost no
energy, and we are free to set the scale of length by tak-
ing cp=1 (i.e., Rp=2).

Minimizing Eq. (1) at fixed A and V leads to a catalog
of shapes, which was first compiled by Deuling and Hel-
frich and has subsequently been extended and refined by
other authors. "" For technical reasons this work
has been restricted to axisymmetric shapes. ' Further-
more, many (but not all"' ) authors have restricted their
attention to the regime Rz, R& —1, i.e., vesicle dimen-
sions comparable to Ro. Normal erythrocyte shapes '
occur in this regime (with a negative value of cp). A
variety of shapes and shape transitions do, indeed, show
up in this region, including discocytes, stomatocytes,
torocytes, etc. ; however, budding and vesiculation are ab-
sent.

The purpose of this work is twofold. First, we wish to
explore the regime R~ -Rz))1, of large and more or
less full vesicles. In this we are motivated by the observa-
tions of Evans and Rawicz, ' Sackmann, Duwe, and
Engelhardt' and others' ' on artificial vesicles with
sizes in the range of 20 pm. These vesicles start out ap-
proximately spherical. Heating leads to an area expan-
sion which is much larger than the corresponding volume
expansion, so the process may be idealized as area in-
crease at constant volume (kii T remains always much less
than i~, so T=0, eff'ectively). Budding and vesiculation
are observed. Our second focus is to construct for the
above regime a real "phase diagram, " showing the sys-
tematics of shapes and shape changes, rather than just a
catalog of possible shapes. The idea here is that the
minimum-energy shape changes smoothly as parameters
are varied (single-phase regions), except along certain
special surfaces (phase boundaries) in parameter space
where abrupt shape transformations occur, sometimes
but not always involving symmetry change. At these
phase boundaries, the total energy is continuous, but its
first derivative may change discontinuously (first-order
transition) or continuously (second-order transition).
Budding and vesiculation occur at two such phase transi-
tions.

The physical origin of budding and vesiculation in the
curvature model (1) is easy to understand. When
R„=Ri„ the vesicle is a sphere. As area increases (or,
equivalently, as volume decreases) an excess area b, A be-
comes available. If we write 2 =4vrRi, (1+9,) in terms of

the fractional excess area, then AA =4mR&A. As soon
as 6 A becomes comparable to 47rR p (16m in our units), it
becomes favorable to shed the excess area in the form of a
bud with radius comparable to Ro, which costs very little
energy (no energy when the radius is equal to Rp). As the
area increases further, the shedding process continues in
a more or less periodic manner until the volume of the
parent body becomes, itself, comparable to that of the
Helfrich sphere. The full sequence of shape transitions is
quite complicated, and we shall find that it involves a nice
interplay of some configurations with small necks (buds)
and others in which the neck radius shrinks to zero
(vesiculation).

This mechanism for budding and vesiculation appears
originally to have been proposed by Luke and Kaplan; '

however, no systematic calculations were done until very
recently. Vesiculated shapes appear naturally in the bi-
layer model" as purely geometrical limits, where the area
difFerence is maximal; however, the energy functional in
that model lacks the cp terms of Eq. (1) and energetic
considerations are quite diA'erent. Two groups have re-
cently studied these phenomena from a point of view
similar to ours. Seifert and co-workers' ' have carried
out a comprehensive study of the low-volume regime (i.e.,
V-4vrRp). Budding and vesiculation do occur, but the
sequences which we shall find at high volume are not
present. Similarly, Wiese and Helfrich find that a
daughter vesicle is formed at low volume, but do not dis-
tinguish between budding and vesiculation.

The plan of this paper is as follows. Section II intro-
duces the minimization of the energy functional (1), the
Euler equation to which it leads, and the resulting (shape)
phase diagram. Section III treats vesiculation in a gen-
eral way. Vesiculation occurs when the minimum-energy
configuration lies at a boundary in the space of possible
shapes, and it corresponds physically to a situation where
the energy of a small neck decreases with the neck radius.
Treatment of the mathematical bifurcation which occurs
as the minimum approaches this boundary (i.e., as the
equilibrium neck radius approaches zero) is deferred to a
subsequent paper. The members of the multiplet
configurations formed by vesiculation must satisfy coex-
istence conditions. In Sec. IV, we collect a set of useful
results for spherical and nearly spherical shapes. Section
V presents numerical results for shape evolution at a
volume ( V=272 in dimensionless units), which is large
enough to allow several vesiculations but still small
enough to be amenable to numerical integration of the
shape equations (which become increasingly unstable at
high volume). In Sec. VI, we map out the full phase dia-
gram (quasianalytically) for the regime of high volume
and an area which is not too large ( A (3V/Rp). Section
VII concludes with a discussion of outstanding problems,
including the relation of our results to experiment.

II. FORMULATION OF THE PROBLEM:
EULER SHAPES AND PHASE DIAGRAMS

Following Deuling and Helfrich, we incorporate the
area and volume constraints on the energy minimization
by introducing the variational functional

&b[S]=E[S]+o.A [S]—pV[g], (2)
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which, in analogy with thermodynamics, we shall refer to
as a free energy. o. and p are Lagrange multipliers, S
stands for the vesicle shape, and the square brackets
denote functional dependence. Making (2) stationary
subject to the condition of axial symmetry (which we
shall assume throughout) leads to the Euler equation
originally derived by Helfrich, '

m m+
r 2[1 (rc —

) ]

X Ic [(c„—1) —c ]+2crc —p], (3)

where we have chosen units such that ~ and co are equal
to unity, and r is the distance to the axis. c and c are
the principal curvatures, defined positive when the center
of curvature lies along the direction of the interior nor-
mal n (see Fig. 1). The plane of c contains the rotation
axis and is perpendicular to that of c . Axial symmetry
requires

dCp

dP

Cm Cp
(4)

sine d sine
m

which incorporates Eq. (4).
In order that the vesicle shape S be smooth, appropri-

ate boundary conditions must be applied at the singular

If z measures distance along the symmetry axis [so z(r)
represents the shape S] and 6 is the angle between the lo-
cal tangent and the plane perpendicular to the symmetry
axis, then

dz==tane,
dp'

and it is convenient to represent

while near a belly of radius a

sine(r)=1 a—2t +a3t +
where t =&r —a, and the upper (lower) signs of the odd
terms apply below (above) the belly.

The parameter ao in Eq. (7) gives the curvature on the
axis and must be set at one of some discrete set of initial
values Iao'"'I in order that the computed Euler shape
should close smoothly above. The corresponding shapes,
which we denote S„(o,p), have free energies
4„(a,p) =W[S„(cr,p) ] and corresponding areas A„(o,p)
and volumes V„(o,p). Because S„(cr,p) makes 4&[S] sta-
tionary, it is easy to show that

B@„(o,p) B4„(o,p)=A„,
clo Bp

= —V„. (9)

Because there are typically many solutions to the Euler
equation, the functions 4„(o.,p) form a family of sheets
over the (o,p) plane. On a single sheet the dependence
@„(o,p) is generally analytic; however, the sheets can
cross, they can fold over and connect to each other, and
they can merge into or bifurcate from one another.

If the free energy 4„(o,p) is not convex, there may be
several solutions to the inversion A = A„(o,p),
V= V„(o,p) for each n. Let m label the complete set of
such solutions (i.e., over both n and the dift'erent solutions
for each fixed n). The corresponding family of energy
surfaces E (A, V) is also complex; however, local bifur-
cation structure is normally preserved in the change of
variables. It is a consequence of the Legendre-
transform structure that

points of Eq. (3). For example (see Fig. 1), near r =0 at
the lower end of the vesicle

3

sine(r) =aor +(ao —2ao+2aao —p) +. . . , (7)

symmetry
RX1S

BE (A, V)

aw

BE (2, V)
=pm (10)

neck

belly

lower
end

which is true as a local statement for any sheet m. Al-
though Eqs. (9) and (10) look very "thermodynamic, " it
must be kept in mind that the functions N„(cr,p) and
E (2, V) do not in general satisfy convexity conditions
even locally, so second derivatives such as 0 E /BA
and 0 E /BV may have either sign.

Once all the energy sheets are known (and we shall see
in Sec. III that the Euler-shape sheets are only a subset),
the solution to the constrained minimization problem
originally posed is

E(A, V)=min, &[S]~z i =min E (&, V),

FIG. 1. Axisymmetric vesicle shapes. We start with some in-
itial curvature ao at the lower end of the vesicle and integrate
out through one or more extremal points. If ao has been
correctly chosen, then the figure closes smoothly on the axis.
The curvatures c and c~ are defined positive when the corre-
sponding center of curvature lies along the line of the interior
normal n.

i.e., the solution always chooses the lowest-energy sheet
at each point (A, V). In regions (2, V) where the solu-
tion remains on a single sheet E, the energy F. ( 2, V) is
analytic. Nonanalyticities arise when the solution passes
from one sheet onto another. This occurs where sheets
cross or where they merge, bifurcate, or terminate in
some other way. The energy is continuous over the ac-
cessible region of the (A, V) plane; however, as we shall
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III. BOUNDARY MINIMA, COEXISTENCE,
AND MULTIP LETS

It might seem that all minimum-energy shapes corre-
spond to solutions of the Euler equation (3). To under-
stand why this is not so, consider an arbitrary smooth
function f of a single scalar variable x in the interval
[b, c]. To find the minimum of f, it is true that we must
search the points where df /dx =0 (analogous to the
Euler equation); but, we must also compare with the
boundary values f (b) and f (c). These "boundary"
configurations correspond in the vesicle problem to
configurations which consist of two or more Euler shapes
which communicate (exchanging area and volume) via
necks of arbitrarily small (but nonzero ') diameter [see
Fig. 2(a)]. Technically, such a shape should be thought of
as the limit of a single connected (topologically spherical)
shape with one or more necks which approach zero diam-

neck
a&0

vesiculated shape
am0+

"fission"

see in some detail, it is not generally convex and its
derivatives may be discontinuous. Borrowing the termi-
nology of phase transitions, we call the regions of analyti-
city "single-phase" regions and refer to the loci of
nonanalyticity as "phase boundaries. " When BE/BA
and/or BE/BV changes discontinuously, we refer to the
transition as "first order" (generically, this is the situa-
tion when sheets cross); otherwise, it is "second order"
(as occurs at bifurcations). The loci of nonanalyticity in
(A, V) constitute the "(A, V) phase diagram. " The corre-
sponding loci in the (o,p) plane constitute the "(o.,p)
phase diagram. " Note that crossing a first-order phase
transition corresponds to a discontinuous jump in (o.,p)
and may occur at a point where the surface C&„(cr,p) is
smooth.

eter. At first sight it might appear that the large curva-
tures that occur near the necks would always lead to
large energies in the Landau functional (1) and would
place such configurations very far from any energy
minimum. (Indeed, this is true for a D = 1 vesicle in two
space dimensions, and for this system vesiculation is ab-
sent). The key point is that, although the absolute values
of the two curvatures diverge as the neck diameter a
tends to zero, the signs are opposite. It turns out that, by
an appropriate choice of neck shape, the energy of the
neck region can be reduced so that it scales (linearly) as
Ca, as a goes to zero. As long as the coefficient C is posi-
tive, the limiting configuration is locally an energy
minimum and can compete with the lowest-energy Euler
shape of the same area and volume. We shall call these
limiting configurations, in which two or more Euler
shapes touch tangentially and communicate via an
infinitesimal neck, "multiplets. "

We defer detailed discussion of the neck region to a
subsequent paper and simply quote here the three re-
sults that are crucial to our discussion. We have shown
(for axisymmetric shapes) the following:

(a) In the limit a~0, the energy of the neck region
vanishes.

(b) The coefficient C is proportional to
1 —1/R, —I/Rz, where R, and Rz are the radii of cur-
vature at the point of contact. The multiplet is locally
stable when this bracket is positive.

(c) Bifurcation between a budded or necked shape (with
a )0) and a fully vesiculated shape (a =0) takes place
when C =0 ("the kissing condition" ). The kissing condi-
tion defines lines in the (cr,p) plane (see, e.g. , Sec. IV and
Fig. 3). Near such a line there are two sheets of similar
stationary-energy shapes, one necked and one vesiculated
[Fig. 2(b)]. The two sheets meet at the kissing boundary
and their energy ordering interchanges. Thus, on one
side of the kissing line, C (0 and the necked shapes have
lower energy than the multiplet; while, on the other side,
C )0 and the vesiculated shapes have lower energy. For
C positive, the neck becomes self-intersecting and is an
unacceptable shape for a real vesicle.

We now discuss the thermodynamics of the multiplet
configurations. A multiplet consisting of M( ~ 2) smooth
shapes may be taken to satisfy the following conditions:

symmetry symmetry
axis

symmetry
axis

M
E(A, V)= g E;(3;,V, ) (12)

C&0
neck stable

C=0
"kissing"

C&0
multiplet stable

and

M

A=+A;,
M

V=+V;, (13)

FIG. 2. Vesiculated shapes and the kissing condition. (a)
Vesiculated shapes consist of two or more parts connected via
infinitesimal necks. In situations where such shapes are stable
(i.e., lowest energy), increasing the neck radius a from zero
raises the energy (C )0). "Fission" changes the topology and is
not considered here. (b) Sequence of Euler shapes correspond-
ing to passage across a kissing boundary. On one side C &0,
and the necked shape is stable; on the other the Euler shape is
self-intersecting, C & 0, and the rnultiplet is stable. At the bifur-
cation, the kissing condition C =0 is satisfied.

where i = I, . . . , M labels the members of the multiplet.
Notice that, in omitting any energy contribution due to
the necks, we have made use of result (a) above. In look-
ing for an energy minimum, there is no loss of generality
in choosing multiplet members to be Euler shapes, since
the lowest-energy smooth shape of given area and volume
is an Euler shape. It remains to determine how to mini-
mize the energy (12) by redistributing the area and
volume among the members of the multiplet subject to
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IV. SPHERES, THE SPHERICAL SHEET,
AND LGCAL PERTURBATIGNS

I

I

I

I

I

0

0.05
Inset

-0.05
-0.7 -0.5

I

0.00—

-0.3

In the ( A, V) plane, spheres lie along the line
V = A /3&4rr, which bounds the physical region.
Each point on this line corresponds to a particular radius
R. The spherical symmetry of the problem guarantees
that such shapes will be solutions of the Euler problem
and, indeed, we see that c (r)=c~(r)=1/R satisfies Eqs.
(3) and (4) provided

20 1 2
p = + 1

R R R
(15)

1—=—,
'

( (1+2o )+[(1+2o ) —8p]' (16)

so that spheres are forbidden above

which is just the usual soap-bubble formula corrected for
spontaneous curvature. Note that Eq. (15) is linear in
both o. and p, so that each sphere is represented by a
straight line in the (cr,p) plane. Inverting Eq. (15) to
find the allowed radii gives

FIG. 3. The (o.,p) plane, showing special features associated
with spherical shapes. In the interior of the parabola, Eq. (17),
there are no spherical Euler shapes. Outside, there are two dis-
tinct spheres with radii given by Eq. (16). On the parabola, the
radii of the two spheres become equal. The lines labeled I =2
and 3 mark the bifurcation boundaries, Eq. (23), at which spher-
ical shapes become unstable to small shape perturbations of the
corresponding spherical harmonics. Note in the inset how all
these bifurcation lines emerge from the point ( ——', 0). Lowest-

energy weakly deformed shapes lie to the right of these curves.
o =p is the locus of Helfrich spheres (R =2), which autornati-
cally satisfy the kissing condition. o.= —is the line along which

the two (unequal) coexisting spheres have radii satisfying the
kissing condition.

the constraints (13). Incorporating the constraints via
Lagrange multipliers and using Eq. (10) for the individual
muItiplet members yields

BE;

aw,

BE;
PI Pav,

(14)

as the conditions for stationarity. Thus the coexistence
condition for the members of a given multiplet is that
they share values of o and p. When all members of the
multiplet satisfy a E, /BA; &0 and a E;/BV,. &0, then
the stationary point is guaranteed to be a local
minimum. If either second derivative is negative for all
members of the multiplet, then the stationary point can-
not be a local minimum. In general, the signs are
mixed and nothing can be said without specific calcula-
tion.

The stationary point or points given by (14) define a set
of multiplet energy sheets E ( A, V) which must be com-
bined with the Euler sheets of Sec. II before selecting the
true lowest energy state (11) at each given point (A, V).

p =(1+2o ) /8 . (17)

Along this boundary (Fig. 3) the two allowed spheres
have equal radius. In the region below this curve, there
are two free-energy sheets C&„(cr,p) for spheres, which
join smoothly along the boundary.

All this structure maps in the (A, V) plane onto the
line V= A ~ /3&4+ with corresponding energy

E(R)=Eo(R)=2m(2 —R) (18)

The mechanism for this reduction is a simple property of
the Legendre transform. Consider the family of planes
P (cr,p R) (parameterized by R) defined by
&&o(R)=EO(R)+4' o 4nR p/3. N—ote that, for each
value of R, the entire plane P (o,p;R ) maps u.nder Legen-
dre transform into the single point (4vrR, 4vrR /3) in the
( A, V) plane. Now, the intersection of the spherical sheet
N, h„,(cr,p) with the plane P(o,p;R) lies alon.g the locus
(15); and, furthermore, because of the relation (15), the
sheet and the plane meet tangentially along this line.
Thus the entire line of this intersection maps into the sin-
gle point (4mR, 4' /3) in the (A, V) plane.

Many-sphere multiplets are a special case of Eq. (12)
but require special treatment, since 2; and V, are related.
For M =2, the partition of area and volume is completely
determined by the constraints (13), and there is a unique
solution (up to an overall interchange 1~2) provided that
b. ~2'~ —1, where b, is the fractional excess (total) area
defined by A =4~Ri, (1+6,). Since the (o,p) lines
representing the two spheres always cross, they may be
regarded as satisfying the coexistence condition with

o =(1/R, +1/R2) —
—,', p =2/R, R~ . (19)

When M ~ 3, the condition of stationariness B(E+A,„A—A, VV)/M;=0 results in a quadratic equation for the
multiplet radii, so the conclusion is that the spheres be-
longing to a multiplet can have at most two di6'erent ra-
dii. Such states are always local minima with respect to
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changes of the radii, since the derivative of Eq. (18) is
positive. When V&)1 and b, is not too large, then the
lowest-energy sphere multiplet always uses one large
sphere and n = 1,2, 3, . . . small ones. Representative
sphere-multiplet energy diagrams are shown in Fig. 4 for
fixed volumes V=272 and 2723. Near 6=0 there exist
other nonmultiplet configurations of lower energy; how-
ever, these multiplets provide one route whereby the orig-
inal sphere can lower its energy as its area is increased.
We shall discuss in Secs. V and VI the extent to which,
starting from large initial volumes, this route is actually
followed. Note that, when it is, the transitions are first
order. When Vis suf5ciently large, there are no gaps ear-
ly in this process; for V~420 a gap first occurs between
n =1 and 2, so other configurations are necessarily re-
quired.

Properties (b) and (c) (Sec. III) give some further in-
sights. For spheres of the equal radius, the kissing condi-
tion (c) can only be satisfied when R;=Ro=2 (Helfrich
spheres), i.e. , along the line p =cr. Sphere-multiplet
configurations (n ~ 2) near this line are always close in en-
ergy to multiplets including one or more dumbbells (or
multiple dumbbells) consisting essentially of Helfrich
spheres connected through narrow necks. It follows im-
mediately from Eq. (16) that (for p & —,') C &0 to the right
of p =o and C )0 to the left. Thus the stable (i.e., low-
energy) configuration will be dumbbells to the right and
sphere multiplets to the left. Similarly, for spheres of un-
equal radius, the kissing condition is satisfied when o. =—,

(and iu & —,'). Near this line, we expect competition from
asymmetric dumbbell shapes (or multiple dumbbells in-

R(9)=R 1+ g ai Ylo(8)
1=1

(20)

The functionals E [5], V [S], A [S), and iIi[S] all become
functions of the distance R and the coefficients Ia& I. Be-
cause of the Euclidean invariance, there is no loss of
generality in setting a1=0. Thus, for example,

@(R,Ia, ] ) —@o(R)

= g C(' '(R)aI + g Ci 'I I (R)at al aI + .
1=2 I ),12, l3

(21)

with

volving alternate sizes). The asymmetric necks are stable
for cr) —,

' and the multiplets for o (—,'. These special
points are indicated in Fig. 4 and will play an important
role in later discussion. Note that the o =

—,
' point is only

relevant (i.e., low energy) for the smallest multiplet
configuration (S+s). On the other hand, for V
sufficiently large the p =o. points remain lowest-energy
configurations for most higher multiplets (S+ns), as we
shall see in Sec. VI.

Nearly spherical shapes can be treated perturbative-
ly, ' provided that the fractional excess area 5 is not
too large. For axisymmetric shapes S, we may expand in
spherical coordinates in terms of the I =0 spherical har-
monics,

10
Rv= 4.021 Rv= 8.662
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FICx. 4. Curves of energy vs fractional excess area [A =4irRi2(1+6)] for many-sphere multiplets (S+ns) of fixed volume. The
largest possible area of (S+ns) occurs when all spheres have the same radius, i.e., at h=(n+1)' —1, independent of R&. Two
representative cases are shown. (a) For small volume (R &=4.02), the curves do not intersect, and continuity of the energy requires
additional phases. (b) For larger volume (RI.=8.66), successive curves intersect (additional phases are required here but for more
subtle reasons}. At the special points o.=p and o.= ~, spheres in the multiplet satisfy the kissing condition. Note that the o.=

2 point
is only relevant (i.e., lowest energy) for the first multiplet. At the larger volume, the o.=p points become irrelevant for higher multi-
plets.
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C'&'(R) = ~ (l —1)l (1 + 1)(l +2) R—l (I + 1)

+R ( '+—cr) 1+ —pR2 2
(22)

0 =ot = —
—,'+2/R —l(l+1)/R2,

p =pi = —2[l (l + 1)—R]/R 3, (23)

Terms of order a and a are given in the Appendix. The
stationariness of 4&[S] with respect to R and [a& ] leads to
a set of nonlinear equations equivalent to Eq. (3). We
make use of the fact that these equations have solutions
which are perturbative about the spherical shape in
powers of 6', i.e., in which the shape S bifurcates con-
tinuously from the sphere. At lowest order, the condition
t)No/t)R =0 reproduces Eq. (15) and t)@/t)a&
=2C&' '(R)a&+ . =0 shows that there is a family of
such solutions, each dominated by a particular I in the
limit 6~0. The locus of the bifurcation in (tr, p) is given
by Ci' '(R)=0, which leads to the parametric expres-
sion '

ably.
Figures 6 and 7 illustrate the shape evolution, includ-

ing both the energy E ( 5) and sketches of the correspond-
ing minimizing shapes. Although the energy is continu-
ous as a function of 6, the curve consists of many seg-
ments and is certainly not convex. Each segment corre-
sponds to a region or "phase" in which the shape evolves
smoothly. The segments are separated by phase transi-
tions. Both first-order transitions (slope discontinuity)
and second-order phase transitions (no-slope discontinui-
ty) are represented. The initial (5=0) spherical shape (S)
immediately passes through the l =2 threshold (Sec. IV)
into a prolate elliptical shape (E), which persists until
fractional excess area b, =0.070. At this point (see inset
on Fig. 6, point 1) there is a first-order budding transition
(in which up-down symmetry is broken) to a necked
phase (N) with small neck radius (a =0.030, in units such
that co=1). As b, is increased further, the neck radius
shrinks smoothly to zero at 5=0.086, where there is a
second-order transition (point 2) to a multiplet (S+s)
consisting of one large sphere (R =3.97) plus one sphere

as illustrated in Fig. 3. A free-energy sheet correspond-
ing to appropriately deformed qua sispherical shapes
separates smoothly from the lower sphere sheet along
each of these boundaries, as illustrated schematically in
Fig. 5. The I =2 sheet provides the lowest-energy shape
when the fractional excess area (b, ) is small. Expansion
near the bifurcation takes the form

(a)
@[s(a,p)]

R =R v[ 1 —b, /2+0 (&3i2)],

a2„+, =0, az=V2mh'~ +O(b, ), a2„=0(b,"~
) .

The energy of this shape is given by

[E(A,Ri ) —Eo(Ri, )]/2vr

(24) «3, P3)

(b)

sphere
trajectory

=(Ri —4Ri +12)b,+O(b ), (25)

which shows how the energy increases as the area in-
creases at constant volume. Terms through O(h ) are
given in the Appendix and will be needed in Sec. VI.

E(h„V0)

V. SHAPE EVOLUTION AT V =272:
NUMERICAL RESULTS

To set the stage for a more general discussion of the
shape evolution at a large (fixed) volume as area
A =4mRV(1+6, ) increases away from the sphere, we
present in this section results for a volume V =272.45,
i.e., R v=4. 0216 (in units such that co= 1). The shape
calculations on which these results are based were per-
formed using a technique due to Peterson, in which
Eqs. (3) and (4) are replaced by five first-order nonlinear
equations which handle the singular points [see Eqs. (7)
and (8)] in an efficient manner. These equations were in-
tegrated by Runge-Kutta methods. They become rather
unstable for large volumes, and the choice in our exam-
ple represents a volume that is appreciably larger than
unity but still in a domain where numerical convergence
is excellent and details of neck shape can be studied reli-

FIG. 5. Structure of bifurcations from the sphere. (a) Sketch
of the free energy N(o. ,p) along a straight line in the (o.,p) plane
corresponding to a sphere of fixed radius R, showing bifurcation
of the I =2 and 3 sheets away from the sphere sheet. Separa-
tions between sheets go as ~o —o2~ and ~cr

—o3~, respectively.
Note, also, that the l =3 bifurcation is one sided. Both these
features reflect the up-down symmetry of the problem, which
translates in this context into the fact that 4(R, [al ]) is invari-
ant under simultaneous sign change of all odd coe%cients
[a2„+,]. (b) The same structure in the (A, V) plane, showing
how the two bifurcations now coincide. The lowest-energy
sheet near 5=0 is always the prolate branch of the 3 =2 shape.
The dashed line is the linear approximation, deviations from
which go as 6 and 6 for I =2 and 3, respectively.
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with a radius (R = 1.34) somewhat smaller than the Hel-
frich sphere. On further increase of the area, the smaller
sphere grows at the expense of the larger one, until at
6=0.260 the two spheres have equal volume. At this
point (3), one of the two spheres " deforms continuously
into an elliptical shape, having a volume which grows
with 6, and the remaining sphere starts to shrink (E+s).
The transition (S+s)~(E+s) involves a discontinuous
jurnp in the (o.,p) plane and is first order, despite the fact
that the actual shape changes are continuous. The (E+s)
energy curve crosses the (S+2s) energy curve at
b, =0.2866; however, in this region the (S+2s) multiplet
is unstable to another multiplet (S+d2), in which a large
sphere coexists with a small symmetric dumbbell. Thus
the actual transition is (E+s)—+(S+dz) at b. =0.2857
(first order, point 4), followed by (S+d2)~(S+2s) at
b, =0.327 (second order, point 5) on the p =o line, where
the neck of the dumbbell shrinks to zero. This scenario
appears to continue, with (S+2s)~(E+
2s)~(S+d3)~(S+3s)—+. . . , where d3 represents a
three-component symmetric dumbbell. The only uncer-
tainty is whether at some stage the p =o. point moves far
enough to the left so that the transition
( E+ns)~( S+(n+1)s) takes place directly. Of course,
other shapes presumably appear at suf5ciently large 6;
we have only followed the process through 5=0.5.

The trajectory of the shape evolution in the (o,p) plane

is shown in Fig. 8. Second-order transitions (solid circles)
are continuous in this representation; however, first-order
transitions involve a discontinuous jurnp, so each open
circle appears twice and there would be corresponding tie
lines on the full (o,p) phase diagram. The bifurcation
lines o =

—,
' and p =o. are shown for convenience, along

with the l =2 threshold (see Sec. IV) and the boundary,
Eq. (17), of the allowed-sphere regions. Note, in particu-
lar, the mechanism for the (S+s)~(E+s) transition:
The (S+s) phase ends at the boundary of the allowed-
sphere region, where the radii of the two spheres are
equal at R i =R@=R „/&2. The phase point then jumps
along the (o,p) line representing a sphere of this radius to
its intersection with the l =2 threshold. This explains
how the transition can be first order but still have a
smooth shape variation.

We close this section with a remark on rigor. The
Euler equations are nonlinear and have many solutions.
It is not hard to follow a particular solution numerically
as o. and p are varied; however, there is no general
method for proving whether or not the branch one is fol-
lowing has the lowest energy. The existence of multiplet
regions makes this problem even more acute, since, in
principle, one must test all possible multiplet combina-
tions to search for the lowest energy. We cannot claim to
have done this in any rigorous manner. The phase dia-
grams shown in Secs. V and VI are the result of a search
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276K
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FIG. 6. Energy vs fractional excess area for R&=4.02 (V=272). The successive phases (S)~(E)~(N)~(S+s)—+ . are ex-

plained in Fig. 7. Insets show extra detail in special regions. The sequence from (S+2s) through (S+3s) parallels that of (S+s)
through (S+2s), shown in the inset. Phase boundary points are labeled S,1,2, . . . and appear again in the (o.,p) plane, Fig. 8. First-
order transition points (slope discontinuity) are shown as open circles; second-order points (no slope discontinuity, bifurcations) are
shown as solid circles. The data are partially analytic and partially from numerical solution of the Euler equation.
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only over those configurations, singlet and multiplet,
which we have found and considered likely candidates.

VI. ANALYTICAL RESULTS
FOR THE PHASE DIAGRAM AT LARGE VOLUME

To find the full phase diagram, one may repeat the cal-
culations of Sec. V for many different volumes and simply
tabulate the results. A rather complete study of this sort
has recently been carried out by Seifert, Berndl, and
Lipowsky' for a range of R~, Rt,- 1 (in our units). On
the other hand, as we shall outline in this section, at large
volumes and fractional excess areas which are not too
large, the phase boundaries may be mapped out quasi-
analytically. In this region the numerical integrations be-
come unstable, and, in this sense, our work complements
that of Seifert, Berndl, and Lipowsky, extending it to
large volumes, where budding and vesiculation dominate
the phase diagram.

Conceptually, the scenario is as anticipated in Sec. IV:
A sphere of volume NVH with N )) 1 (VH =32~/3 is the
volume of the Helfrich sphere) vesiculates off a sequence
of small spheres, as its area is increased. As long as
A «NAH (where AH=16' is the area of the Helfrich

x 20

sphere), the minimum-energy configuration is always a
multiplet which consists in eff'ect of n («N) Helfrich
spheres (which cost no energy) and one larger sphere,
which carries the remaining volume. As area increases,
the energy decreases from E =8m(N'~ —1) at A =4mR~
to near zero at A =NAH (E =0 when N is an integer).

These successive vesiculations are essentially periodic
in 3 with period AH, as each increment of area is shed in
the form of a Helfrich sphere. Between successive vesicu-
lations, the additional area can be absorbed either by in-
creasing the radius of the small spheres at the expense of
the large one or by deforming the large sphere (which, it
turns out, always costs less energy than deforming the
small ones). The former route is always preferable when
it is possible; but, as we shall see below, it is not always
possible at low volume. The vesiculation (n —1)~n nor-
mally occurs when the radius of the n small spheres is
slightly less than Ro, i.e., at a point just to the right of the
line o. =p, where, as discussed in Sec. IV, C (0 and n in-
dependent small spheres always have higher energy than
an n-fold multiple dumbbell (d„) of the same volume"
(see Fig. 9). Whenever this is true, the dumbbell phase
(S+d„) precedes the phase (S+ns) in the vesiculation se-
quence. The scenario sketched above holds until n be-
comes comparable to N For n. ~N (large area A), E
must begin to increase with A, it becomes energetically
preferable to use nonspherical shapes in the multiplets.

2a

0.30-

N
0.5 0 25-

x 1.6 0 20.

0.3- 0.2 0.3 0.4

S+ s E+ s S+d 2

00--=

-0.1

S+2s E+2s S+d3 E+3s -0.6 -0.4 -0.2 0.0 0.2 04 0.6

FIG. 7. Vesicle shapes corresponding sequentially to the
different regions (phases) of Fig. 6 (Ri =4.02). S represents
sphere; E, "ellipse"; N, neck; S+s, two-sphere multiplet; E+s,
"ellipse" plus sphere multiplet; S+d2, sphere plus two-part
dumbbell; etc. The figures are drawn properly to scale, except
that it has been necessary to exaggerate the width of narrow
necks to make them visible at this magnification.

FIG. 8. The trajectory of area expansion at constant volume
(R v=4. 02) traced out in the (o.,p) plane. Notation corresponds
to that of Figs. 6 and 7. Note that the phase point jumps
discontinuously at first-order transitions, so that, e.g. , the point
1 [(El~(N)] appears twice. Second-order transitions occur at
bifurcation lines (here, l =2, o. =p, and o = —', shown as thin
lines), Inset shows detail.
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Es+„,(b, ) overlap at sufficiently high volume, and the
small-sphere (s) members of the multiplets remain on the
scale of the Helfrich sphere. In Fig. 10 we have denoted
by E„+, the largest-volume point of the phase (E+ns).

(b) Another difference is the disappearance of the
dumbbell phase (S+d„) at intermediate volumes for
n )3. The mechanism for this disappearance is the
movement of the p =o. point into an unphysical (i.e. ,
high-energy) region over this interval. The correspond-
ing lower and upper boundaries of the (S+d„) phase we
denote D'„" and D'„"', respectively.

(c) Finally, at volumes near but above (n +1)VH, the
(E+ns) phase crosses the (E)-(s) kissing boundary, as
area increases, before becoming unstable to (S+d„+&).
At this boundary, the coefficient C describing the axial
E+-+s neck changes sign, so it becomes energetically
favorable to open up nonzero necks, resulting in the
phases (N'), (N"), etc. Thus (N') has the same symme-
try as (N) (and may, perhaps, be connected to it below
H2). (N") has the form s-E-s connected through nonzero
necks. The structure of (N"') is less clear; but (s-E-s+s)
(a multiplet) seems likely, at least close to the phase
boundary. The largest-volume points of these new
necked phases are designated N2, N3, etc.

Positions of the special points H„, E„, D',", D'„"', and
N„are given in Table I.

We turn now to the location of the phase boundaries.
The necking boundary, (E)+-+(N), is first order and must
in principle be calculated numerically. However, the en-
ergy curves for the (N) and (S+s) phases lie very close by,
as is already visible in Fig. 6, so an excellent approxima-
tion can be obtained simply by equating the perturbative
expression (25) (including the higher-order corrections
[Eq. (A4)]) to the energy of the (S+s) multiplet. ' At

H2

H3
H4

E2
F
E„
D(u)

3
D(u)

4
D( I)

3
D( I)

4

N2
N3
N4

2' —1 =0.260
3' —1 =0.442
4'"—1=0.587

0.260+0.005
—1 =0.422

4' —1 =0.587

0.187+0.005
0.140+0.005
0.472+0.003
0.623+0.005
0.318+0.005
0.476+0.005
0.613+0.005

2 X 2' =2.520
=2.884

2 X4'"=3.175

4.65+0.02
4.71+0.01
4.91+0.01

7.22+0.05
9.95+0.05
4.06+0.02
4.04+0.02
3.52+0.05
3.92+0.05
4.30+0.05

TABLE I. Location of special points in the phase diagram
(Fig. 10). H„corresponds to a multiplet of n coexisting Helfrich
spheres (R =2). E„+l are the points above. which the phase
(E+ns) does not occur. D'„"' '" are the points above/below
which the dumbbell phase (S+d„) occurs. N„are the points
below which the neck phases (N'), (N"), etc. are found. Where
analytical expressions are not shown, the coordinates rely on
numerical results and/or perturbative expressions, and corre-
sponding uncertainties are given.

Rv

high volume the fractional excess area at the transition is
b.&=1/Ri +0(1/Ri ). The (second-order) vesiculation
boundary (N)~(S+ s) is just the 0.= —,

' curve,
Ri =1/r, (b)+I/r2(b) with rl +r2=1 and r&+rz= I+5. The range of b, over which the necked phase (N)
exists decreases in width at high volume like
(const)/R i, . ' The boundary between (S+ns) and (E+ns)
occurs when the radius of the n small spheres has grown
to that of the coexisting large sphere, i.e., along the
sphere boundary (17), which gives b, =(n +1)'~ —1, in-
dependent of volume. (E+ns)+-+(S+d„+i) is first-order
[like (E)~(N)] but, again, because the dumbbell neck en-
ergy is small, it is well approximated by equating the
(E+ns) energy (numerical or perturbative) to the
(S+(n+1)s) energy (analytic). The boundary (E+ns)
+-+(N" ) requires knowing the volume and axial curvature
of the "ellipse" shapes, both of which can be well approx-
imated perturbatively, giving the curves shown. Finally,
the second-order vesiculation boundary (S+d„)~(S+ns)
is the o =p curve, Rv=2/rz(b, ) with r, +rz= 1 and
p i +npp = 1+/.

VII. CQNCjLUDING REMARKS

The results of this paper combined with those of
Seifert, Berndl, and Lipowski' for the low-volume re-
gime give now for the first time a good idea of the shape
phase diagram for the axisymmetric Helfrich model (1).
The only region not yet mapped out is the region of high
area and high volume, R ~ /R v

=
( 1+b, ) ~ R i /R 0 )) 1.

It will not be an easy task to treat this region, since nu-
merical stability will be a problem and multiplet
configurations involving nonspherical Euler shapes will
have to be considered.

How much will the inclusion of nonaxisymmetric
shapes change the general scenario developed here for
shape evolution driven by area increase at fixed volume7
'We are not in a position to answer this important ques-
tion firmly; however, we argue that likely modifications
are minor. Observe, first, that the energy functional (1) is
non-negative, so the basic mechanism of shedding area
into shapes that are essentially Helfrich spheres seems
very robust. As long as the degree n of vesiculation is
small relative to N—= V/V~, relevant configurations will
be multiplets consisting of one large Euler shape (S, N, or
E in what we have studied) and, effectively, n smaller
Euler shapes on the scale of Ro. The issue of stability is
then equivalent to asking whether or not these shapes can
be reduced in energy by nonaxisymmetric changes which
preserve volume and area. It is already clear from Eq.
(25) that spheres are locally stable to axisymmetric per-
turbations which increase area at fixed volume. Instabili-
ty might arise if spheres (S) or ellipses (E) were energeti-
cally unstable to nonaxisymmetric shapes; however,
Peterson has studied this question and apparently
verified local stability for all the shapes relevant to us.
This leaves only two problematic shapes, (N) and the
various dumbbells (d„). Stability of the necked Euler
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shapes has not been studied. Note, however, that our
phase diagram uses shapes (N) with neck radii always
much less than Ro, so it seems likely that any significant
modification must occur in the neck region. While we
cannot rule out nonaxisymmetric modification of the
neck shape, any such change would have to occur at a
length scale small with respect to Ro, which seems un-
likely. The dumbbells, on the other hand, are a different
story. These shapes are basically Helfrich spheres fused
through narrow necks; but, there seems no special reason
to suppose that the linear configuration forced by the as-
sumption of axisymmetry should have the lowest possible
energy at fixed area and total (dumbbell) volume. The
condition that the system remain topologically spherical
limits the number of necks to n —1; however, the ener-
getic interactions between the necks may well prefer a
nonaxisymmetric "branching" pattern of the connected
spheres. Thus, our best guess is that, for n ((X, extend-
ing consideration to nonaxisymmetric shapes will not
change Fig. 10 significantly, except possibly to replace
the linear dumbbells d„by some more exotically
branched shape. On the other hand, in the large-volume
and large-area regime referred to in the preceding para-
graph, none of these arguments apply, and significant
breakdown of axisymmetry may well be the rule rather
than the exception.

If a "real" system were found to which the Helfrich
model applied (as we have formulated it, with fixed spon-
taneous curvature co), one might still ask whether the be-
havior predicted here would be observed in an experi-
ment which scanned across the phase diagram. At issue
are questions of dynamics and metastability: Will one
minimum-energy shape evolve from another, as, e.g. , area
is increased at constant total volume? We mention two
examples to illustrate possible effects.

Consider first the "necking" transition (E)~(N). This
phase boundary is first order, and metastability is expect-
ed. In particular, Peterson's analysis shows that the
shape E is locally stable at the transition', thus, in an ex-
periment, the vesicle would follow the energy curve
Ez(b, ) beyond the transition and on up in area to within
an energy ks T of the first instability (b,, ). At this point,
the vesicle would "fa11"down a trajectory which depend-
ed on dynamical considerations to the lowest energy
configuration at the area corresponding to 6, . Such a
transition would not be reversible, and hysteresis would
result.

Another problem is dynamical blocking. The simplest
example here is the evolution of the multiplet shapes. In
order for these shapes to adjust as area changes, matter
must be able to Aow through the zero-radius necks which
still join the members of the multiplet on experimental
time scales. Of course, in the laboratory such necks will
have some nonzero radius determined by whatever natu-
ral length fixes the short-distance cutoff of applicability of
the simple Helfrich model. One might expect such a ra-
dius to be of the order of, say, 20 A for simple lipid-
bilayer systems. Fluid Bow through such a narrow aper-
ture can be slow.

Although our work was motivated by experi-
ments, ' ' ' it is far from clear that the model we have

studied is an appropriate description of what is seen in
the laboratory. Chemical mechanisms' have difficulty
accounting for a spontaneous curvature which is large
enough to explain the micrometer-scale buds which are
observed. The bilayer-couple mechanism of Svetina and
co-workers" is an attractive hypothesis. This approach
uses an energy functional which differs from our Eq. (1)
in lacking the co term and, thus, leads to a different phase
diagram and different shape sequences, even though the
free-energy surfaces are the same. This model has recent-
ly been tested' in the low-volume regime, where it is able
to explain the sequences observed in Sackmann's labora-
tory On the other hand, it predicts that the (E)~(N)
transition is second order rather than first order (as we
find it), which appears to be in disagreement with the ob-
servations of Evans and Rawicz. '

Another worrying inconsistency surrounds the forma-
tion of tubules. These structures have interna1 radii of0
15—20 A and appear frequently but not always in experi-
ments. ' Such tubular forms can be found as Euler
shapes in the Helfrich problem and may occur as a re-
sult of mechanically drawing out a cylindrical tether.
However, there is no evidence whatsoever that they are
low-energy structures in the regime where budding and
vesiculation are observed. It is possible that such shapes
would appear naturally in the minimization problem if
short-distance effects, neglected in the Helfrich model,
were included (van der Waals attraction, higher-order
curvature terms, etc.). Indeed, Bruinsma has recently
shown how van der Waals interactions may stabilize tu-
bular structures and/or cause dynamical instability to-
wards beadlike structures, which, under appropriate cir-
cumstances, might resemble our equilibrium rnultiplets.
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APPKNDIX: PKRTURBATIONS FROM THK SPHERE

We collect here expressions for the higher-order
corrections referred to in Sec. IV. Extending Eq. (21), we
find
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R+2
Ci'3'i i (R)= [l, (Ii+1)+l2(l2+1)+13(13+1)]

R
2

——[I, ( I, + 1 )l2 ( I~ + 1 ) + I2 ( I2 + 1)I 3 (13+ 1 ) + l3 ( l3 + 1 )I, ( I, + 1 ) ]

+ [I (I +1) +I (I +1) +I (I +1) ]—R (A1)

where

G(l„l2,13)=JdA Yi (Q)Yi (Q)Yi (0), (A2)

which is easily expressed in terms of Clebsch-Gordan coefficients and vanishes unless triangle inequalities and parity are
satisfied. The fourth-order term in Eq. (21) is even more cumbersome. For our purposes it suffices to give only the term
in a 2, which is required in extending Eq. (25),

@' '(R, a2)= [ —3(1+2cr)R +20R —24]a2 .15
56m

The additional terms which extend Eq. (25) for the bending energy of the "elliptical" (I =2) shape are

(A3)

4~1() (27R v+ 76R v+ 12 612)
(5Ri, +6)h, a'+o(a'") .

21 1029
(A4)
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