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#### Abstract

In this paper, we consider equilibrium problems and introduce the concept of $(S)_{+}$ condition for bifunctions. Existence results for equilibrium problems with the $(S)_{+}$condition are derived. As special cases, we obtain several existence results for the generalized nonlinear variational inequality studied by Ding and Tarafdar [12], and the generalized variational inequality studied by Cubiotti and Yao [11], respectively. Finally, applications to a class of eigenvalue problems are given. In particular, we derive an existence result for this class of eigenvalue problems where the parameter does not need to be restricted to bounded intervals and the operator is not needed to be bounded.
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## 1 Introduction and Preliminaries.

Equilibrium problems recently attracts increasing attention and are proven to be significant in the study of optimization, variational inequalities and complementarity problems. The formulation of such problems follows. Given a set $K$ and a bifunction $F: K \times K \rightarrow \mathbb{R}$. We are looking for conditions on $K$ and $F$ to ensure the following is solvable.

$$
(E P) \quad \text { Find } \bar{x} \in K \quad \text { such that } \quad F(\bar{x}, y) \geq 0 \quad \text { for all } y \in K .
$$

Many problems of practical interests involve an equilibrium problem formulation in their description, see for example $[5,14,9,1,7]$. Most results on the existence of solutions for equilibrium problems are guaranteed by special algebraic properties on the bifunction $F$, known as generalized monotonicity, see e.g. [5, 4, 16, 8]. The current paper is to study equilibrium problems through a topological property that extends a similar one known for variational

[^0]inequalities. Some results for mixed equilibrium problems and variational inequalities are established.

As a concrete example of our approach, a class of elliptic variational inequalities involving a $p$-Laplacian type operator is studied. The tools we establish here permits us to improve considerably some recent results in this subject. It seems that our tools is ready to be utilized in other similar problems.

In the following, let $X$ be a Hausdorff topological vector space and $K$ be a nonempty subset of $X$. We shall denote by $X^{*}$ the topological dual of $X$ and by $\sigma\left(X, X^{*}\right)$ (resp. $\sigma\left(X^{*}, X\right)$ ) the weak (resp. weak*) topology of $X$ (resp. $X^{*}$ ). Let $2^{X}$ be the family of all subsets of $X$. For $A$ in $2^{X}$, let $\operatorname{co}(A)$ be the convex hull and $\operatorname{cl}(A)$ the closure of $A$, respectively.

A bifunction $F: K \times K \rightarrow \mathbb{R}$ is said to be 0 -diagonally concave in the second argument [24] if for any finite set $\left\{x_{1}, . ., x_{n}\right\} \subset K$ and any $\lambda_{i} \geq 0, \sum_{i=1}^{n} \lambda_{i}=1$, we have $\sum_{i=1}^{n} \lambda_{i} F\left(y, x_{i}\right) \leq 0$, where $y=\sum_{i=1}^{n} \lambda_{i} x_{i}$. In particular, $F(y, y) \leq 0, \forall y \in K$. Let $T: K \rightarrow 2^{X^{*}} \backslash\{\emptyset\}$, $\eta: K \times K \rightarrow X$ and $g: K \rightarrow X$. The mappings $T$ and $\eta$ are said to have 0 -diagonally concave relation [12] if the function $F: K \times K \rightarrow \mathbb{R} \cup\{ \pm \infty\}$ defined by

$$
F(x, y)=\inf _{w \in T x}\langle w, \eta(x, y)\rangle
$$

is 0 -diagonally concave in $y$. The mappings $T$ and $g$ are said to have 0 -diagonally concave relation [12] if $T$ and $\eta(x, y)=g(x)-g(y)$ have the 0 -diagonally concave relation. The notion of 0 -diagonal convexity is defined similarly.

We introduce the following concept of ( $S_{+}$) condition for bifunctions.
Definition 1.1. Let $X$ be a normed space, $K$ a subset of $X$ and $f: K \times K \rightarrow \mathbb{R} \cup\{ \pm \infty\}$ an extended real bifunction. We say that $f$ satisfies the $(S)_{+}$condition if for each sequence $\left\{x_{n}\right\}$ in $K$ such that $x_{n} \rightarrow x \in K$ in $\sigma\left(X, X^{*}\right)$ and $\liminf _{n} f\left(x_{n}, x\right) \geq 0$, we have $\left\{x_{n}\right\}$ converges to $x$ in the original topology of $X$.

Remarks. Let $X$ be a Banach space, $K \subset X$ a closed convex subset and $T: K \rightarrow X^{*}$ a nonlinear operator.

1. The notion of operator of class $(S)_{+}$was introduced by Browder [6]. $T$ is said to satisfy condition $(S)_{+}$if for each sequence $\left\{x_{n}\right\}$ in $X$ converging to $x$ in $\sigma\left(X, X^{*}\right)$ and $\lim \sup \left\langle T x_{n}, x_{n}-x\right\rangle \leq 0$, we have the norm convergence of $\left\{x_{n}\right\}$ to $x$. Therefore, if $T$ satisfies condition $(S)_{+}$, then the bifunction $f: K \times K \rightarrow \mathbb{R}$ defined by $f(x, y)=$ $\langle T x, y-x\rangle$ satisfies condition $(S)_{+}$.
2. Let $g: K \rightarrow X . T$ is said to satisfy condition $(S)_{+}^{1}$ with respect to $g([10])$ if for each sequence $\left\{x_{n}\right\}$ in $K$ converging to $x$ in $\sigma\left(X, X^{*}\right), T x_{n} \rightarrow x^{*}$ in $\sigma\left(X^{*}, X\right)$ and $\lim \sup \left\langle T x_{n}, g\left(x_{n}\right)\right\rangle \leq\left\langle x^{*}, g(x)\right\rangle$, there is a subsequence of $\left\{x_{n}\right\}$ norm convergent to $x$. We remark that every such sequence $\left\{x_{n}\right\}$ is itself norm convergent to $x$ in this case.

Indeed, we have the following easy
Proposition 1.2. Let $X$ be a normed space, $K$ a nonempty subset of $X$ and $T: K \rightarrow X^{*}$, $g: K \rightarrow X$ two operators. Suppose that $T(K)$ is bounded and $g$ is weak-norm continuous. Then $T$ satisfies condition $(S)_{+}^{1}$ with respect to $g$ if and only if $f$ defined on $K \times K$ by $f(x, y)=\langle T x, g(y)-g(x)\rangle$ satisfies condition $(S)_{+}$.

## 2 Main Results.

Lemma 2.1. Let $X$ be a Hausdorff topological vector space, $K$ a compact convex subset of $X$ and $G: K \times K \rightarrow \mathbb{R} \cup\{ \pm \infty\}$ such that
(i) for each finite subset $L$ of $K$ and each $y$ in $K$ fixed, the function $x \in K \mapsto G(x, y)$ is upper semicontinuous on $\operatorname{co}(L)$;
(ii) for each finite subset $A$ of $K$, one has $\inf _{y \in \operatorname{co}(A)} \max _{x \in A} G(y, x) \geq 0$.

Then, for each finite subset $Z$ of $K$, there exists $x$ in $\operatorname{co}(Z)$ such that $G(x, z) \geq 0$ for all $z$ in $\mathrm{co}(Z)$.

Proof. Let $A=\left\{y_{1}, \ldots, y_{n}\right\}$ be an arbitrary finite subset of $K$. For each $y$ in $\operatorname{co}(A)$, define

$$
T(y)=\{x \in \operatorname{co}(A): G(x, y) \geq 0\}
$$

$T(y)$ is non-empty due to (ii). $T(y)$ is closed, since $G(\cdot, y)$ is upper semicontinuous on $\operatorname{co}(A)$. Let us verify that $T: \operatorname{co}(A) \rightarrow 2^{\operatorname{co}(A)}$ is a KKM mapping. Suppose on the contrary that there exists $\left\{z_{1}, \ldots, z_{p}\right\} \subset \operatorname{co}(A)$ and $z \in \operatorname{co}\left(\left\{z_{1}, \ldots, z_{p}\right\}\right)$ such that $G\left(z, z_{j}\right)<0$ for all $i=1, \ldots, p$. It follows that $\max _{i=1, \ldots, p} G\left(z, z_{j}\right)<0$ and therefore

$$
\min _{y \in \operatorname{co}\left(\left\{z_{1}, . ., z_{p}\right\}\right)} \max _{i=1, . ., p} G\left(y, z_{i}\right)<0
$$

which contradicts (ii). Hence by the Fan-KKM Lemma [13], one has $\bigcap_{y \in \operatorname{co}(A)} T(y) \neq \emptyset$. Therefore, for each finite subset $A=\left\{y_{1}, \ldots, y_{n}\right\} \subset K$, there exists $\bar{y}$ in $\operatorname{co}(A)$ such that $G(\bar{y}, y) \geq 0$ for all $y$ in $\operatorname{co}(A)$.

Recall that a strict (LF)-space is the inductive limit of an increasing sequence of Fréchét spaces (See e.g. [17]).

Now we state and prove the main existence result of equilibrium problems in this section.
Theorem 2.2. Let $X$ be a normed space (or more generally, a metrizable locally convex space or a strict (LF)-space). Let $K$ be a convex subset of $X$ and $f, h: K \times K \rightarrow \mathbb{R} \cup\{ \pm \infty\}$ two bifunctions such that $f$ and $h$ do not assume simultaneously $+\infty$ or $-\infty$. Suppose
(i) for each y in $K, f(\cdot, y)$ is upper semicontinuous and $h(\cdot, y)$ is weakly upper semicontinuous on $K$;
(ii) $f$ and $h$ are 0-diagonally convex, and $h(x, x)=0, \forall x \in K$;
(iii) $f$ satisfies the $(S)_{+}$condition;
(iv) there exist a nonempty weakly compact subset $W$ and a weakly compact convex subset $B$ of $K$ such that for each $x$ in $K \backslash W$ there exists $y$ in $B$ with

$$
f(x, y)+h(x, y)<0 .
$$

Then, there exists an $\bar{x}$ in $K$ such that $f(\bar{x}, y)+h(\bar{x}, y) \geq 0$ for all $y$ in $K$.

Proof. We first suppose that $K$ is weakly compact. Let us denote by $\mathcal{L}$ the set of all finite subsets of $K$. It follows from Lemma 2.1, (i) and (ii) that for each $Z$ in $\mathcal{L}$, there exists an $x$ in $\operatorname{co}(Z)$ such that

$$
f(x, z)+h(x, z) \geq 0, \quad \forall z \in \operatorname{co}(Z) .
$$

Set

$$
M_{Z}=\{x \in K: f(x, z)+h(x, z) \geq 0 \text { for all } z \text { in } \operatorname{co}(Z)\} .
$$

Note that $\operatorname{cl}\left(M_{Z}\right)$ is compact, where the closure is taken in the weak topology $\sigma\left(X, X^{*}\right)$ of $X$. We are going to show that $\bigcap_{Z \in \mathcal{L}} \mathrm{cl}\left(M_{Z}\right) \neq \emptyset$. Since $K$ is weakly compact, it suffices to verify that the family $\left\{\operatorname{cl}\left(M_{Z}\right): Z \in \mathcal{L}\right\}$ has the finite intersection property. Let $Y_{1}, \ldots, Y_{n}$ be in $\mathcal{L}$ and set $Y=Y_{1} \cup \cdots \cup Y_{n} \in \mathcal{L}$. Then the nonempty set $M_{Y} \subset M_{Y_{1}} \cap \cdots \cap M_{Y_{n}}$. Consequently,

$$
\bigcap_{Z \in \mathcal{L}} \operatorname{cl}\left(M_{Z}\right) \neq \emptyset .
$$

Let $\bar{x}$ be a common weak cluster point in all such $M_{Z}$. For each $y$ in $K$, we set $Y=\{y, \bar{x}\} \in \mathcal{L}$. Since $\bar{x} \in \operatorname{cl}\left(M_{Y}\right)$, there exists a sequence $\left\{x_{n}\right\}$ in $M_{Y}$ such that $x_{n} \rightarrow \bar{x}$ in $\sigma\left(X, X^{*}\right)$ topology. By construction, we have

$$
\begin{equation*}
f\left(x_{n}, z\right)+h\left(x_{n}, z\right) \geq 0, \quad \forall z \in \operatorname{co}(\{y, \bar{x}\}) . \tag{1}
\end{equation*}
$$

Putting $z=\bar{x}$ into (1), we get

$$
f\left(x_{n}, \bar{x}\right)+h\left(x_{n}, \bar{x}\right) \geq 0 .
$$

Therefore,

$$
\begin{equation*}
0 \leq \liminf \left[f\left(x_{n}, \bar{x}\right)+h\left(x_{n}, \bar{x}\right)\right] \leq \liminf f\left(x_{n}, \bar{x}\right)+\lim \sup h\left(x_{n}, \bar{x}\right) . \tag{2}
\end{equation*}
$$

Since $h(\cdot, \bar{x})$ is weakly upper semicontinuous and $h(\bar{x}, \bar{x})=0$, it follows from (2) that

$$
\liminf f\left(x_{n}, \bar{x}\right) \geq 0
$$

Hence, by the $(S)_{+}$condition on $f$, we derive that $x_{n} \rightarrow \bar{x}$ in norm. On the other hand, by putting $z=y$ into (1), one has

$$
\begin{equation*}
f\left(x_{n}, y\right)+h\left(x_{n}, y\right) \geq 0 . \tag{3}
\end{equation*}
$$

Taking the limit sup in (3), one deduces

$$
f(\bar{x}, y)+h(\bar{x}, y) \geq \lim \sup f\left(x_{n}, y\right)+\lim \sup h\left(x_{n}, y\right) \geq \lim \sup \left[f\left(x_{n}, y\right)+h\left(x_{n}, y\right)\right] \geq 0 .
$$

Now, we consider the general case where $K$ is not necessarily weakly compact. For each $L$ in $\mathcal{L}$, we set $C=\operatorname{co}(B \cup L)$. $C$ is compact since $B$ is compact and convex. By what has already been proved, there exists an $\tilde{x}$ in $C$ such that $f(\tilde{x}, y)+h(\tilde{x}, y) \geq 0$ for all $y$ in $C$. By the coercivity assumption (iv), one has $\tilde{x} \in W$.

Let $\tilde{M}_{L}=\{x \in W: f(x, z)+h(x, z) \geq 0$ for all $z$ in $\operatorname{co}(B \cup L)\}$. It is easy to see that the family $\left\{\tilde{M}_{Z}: Z \in \mathcal{L}\right\}$ has the finite intersection property. Therefore, since $W$ is compact, one has $\bigcap_{Z \in \mathcal{L}} \operatorname{cl}\left(\tilde{M}_{Z}\right) \neq \emptyset$. Let $\bar{x}$ be a common point in all such $\operatorname{cl}\left(\tilde{M}_{Z}\right)$. We claim that $\bar{x}$ is a solution. For this, let $y \in K$ and consider $Z=\{\bar{x}, y\}$. Since $\bar{x} \in \operatorname{cl}\left(\tilde{M}_{Z}\right)$, there exists a sequence $\left\{x_{n}\right\}$ in $\operatorname{cl}\left(\tilde{M}_{Z}\right)$ such that $x_{n} \rightarrow \bar{x}$ in the $\sigma\left(X, X^{*}\right)$ topology. Note that $f\left(x_{n}, z\right)+h\left(x_{n}, z\right) \geq 0$ for each $z$ in $\operatorname{co}(B \cup Z)$. By the same argument above, we have

$$
f(\bar{x}, y)+h(\bar{x}, y) \geq 0
$$

which completes the proof.

Remarks. In the previous theorem, we would like to make the following observations.

1. The same conclusion and proof remain valid if the underlying space $X$ is just a metrizable locally convex space or a strict (LF)-space. To utilize the $(S)_{+}$condition on $f$ in this case, we shall make use of the following result which can be found in, for example, [17, p. 313]: Suppose that $X$ is a metrizable locally convex space or a strict (LF)-space. If $x_{0}$ is a weak closure point of a weakly relatively compact subset $K$ of $X$, then $x_{0}$ is the weak limit of a sequence in $K$.
2. The convex subset $K$ of $X$ is not needed to be closed or bounded. But if $K$ is assumed to be weakly compact then the coercivity condition (iv) is not needed; or else, one can simply make $W=K$.

We are going to improve some recent results in the literature as application of Theorem 2.2. Consider the following general nonlinear variational inequality problem studied by DingTarafdar [12]. Let $K$ be a nonempty closed convex subset of $X$, a real normed space (or more generally a metrizable locally convex space or a strict (LF)-space) with topological dual $X^{*}$. Let $A: K \rightarrow X^{*}, g: K \rightarrow X$ and $a, b: K \times K \rightarrow \mathbb{R}$. Find $\bar{x} \in K$ such that

$$
(G N V I) \quad\langle A \bar{x}, g(\bar{x})-g(y)\rangle \leq a(\bar{x}, y-\bar{x})+b(\bar{x}, y)-b(\bar{x}, \bar{x}) \quad \text { for all } y \in K
$$

We make the following assumptions:
$\left[\mathbf{H}_{1}\right] a, b$ are 0 diagonally convex, and $a(x, 0)=0, \forall x \in K$;
$\left[\mathbf{H}_{2}\right] a$ is jointly weakly upper semicontinuous on $K \times K$, and for each $y$ in $K, b(\cdot, y)$ is weakly upper semicontinuous on $K$;
[ $\mathbf{H}_{3}$ ] the function $x \in K \mapsto b(x, x)$ is weakly lower semicontinuous on $K$.

One has the following existence result for (GNVI).
Theorem 2.3. Suppose $\left[\mathbf{H}_{\mathbf{1}}\right]-\left[\mathbf{H}_{\mathbf{3}}\right]$ in the above (GNVI) and the following conditions are satisfied.
(i) $A$ is norm-weak* continuous in the sense that the function $k \mapsto\langle A k, y\rangle$ is continuous on $K$ for all $y$ in $X$.
(ii) $g$ is continuous from the norm topology of $K$ to the norm topology of $X$.
(iii) $A$ and $g$ have 0-diagonally concave relation on $K$.
(iv) The bifunction $f: K \times K \rightarrow \mathbb{R}$ defined for $x, y$ in $K$ by $f(x, y)=\langle A x, g(y)-g(x)\rangle$ satisfies condition $(S)_{+}$.
(v) There exist a nonempty weakly compact subset $W$ and a weakly compact convex subset $B$ of $K$ such that for each $x$ in $K \backslash W$, there exists a $y$ in $B$ such that

$$
\langle A x, g(y)-g(x)\rangle+a(x, y-x)+b(x, y)-b(x, x)<0 .
$$

Then, problem (GNVI) has at least one solution.

Proof. Let $f, h: K \times K \longrightarrow \mathbb{R}$ be defined respectively by

$$
f(x, y)=\langle A x, g(y)-g(x)\rangle \quad \text { and } \quad h(x, y)=a(x, y-x)+b(x, y)-b(x, x) .
$$

Suppose a sequence $\left\{x_{n}\right\}$ norm converges to $x$ in $K$. By the norm-weak* continuity of $A$, $\left\{\left\langle A x_{n}, y\right\rangle\right\}$ is bounded for each $y$ in $X$. It follows from the Tychonoff Theorem that $\left\{A x_{n}\right\}$ is $\sigma\left(X^{*}, X\right)$ compact. Consequently, $\lim _{n}\left\langle A x_{n}, g(x)-g\left(x_{n}\right)\right\rangle=0$ as $g\left(x_{n}\right)$ converges in $g(x)$ in norm. Then for all $y$ in $K$,

$$
\begin{aligned}
\lim _{n} f\left(x_{n}, y\right) & =\lim _{n}\left\langle A x_{n}, g(y)-g\left(x_{n}\right)\right\rangle \\
& =\lim _{n}\left\langle A x_{n}, g(y)-g(x)\right\rangle+\lim _{n}\left\langle A x_{n}, g(x)-g\left(x_{n}\right)\right\rangle \\
& =\langle A x, g(y)-g(x)\rangle .
\end{aligned}
$$

Thus $f$ is continuous on $K \times K$. Now Theorem 2.2 applies.

## Remark.

Suppose $A(K)$ is bounded and $g$ is weak-norm continuous. By Proposition 1.2, one deduces that condition (iv) is equivalent to that $A$ satisfies condition $(S)_{+}^{1}$ with respect to $g$.

Therefore Theorem 2.3 improves the results for the problem (GNVI) in [10]. Furthermore, the subset $K$ is not needed to be closed or bounded and the space $X$ is not needed to be a reflexive Banach space. But when $K$ is weakly compact, the coercivity condition (vi) above is not needed.

We consider next the following generalized variational-like inequality problem. Let $X$ be a normed space with topological dual space $X^{*}$ and $K$ be a nonempty closed convex subset of $X$. Let $T: K \rightarrow 2^{X^{*}}, \eta: K \times K \rightarrow X$ and $h: K \times K \rightarrow \mathbb{R}$.
$(G V L I) \quad$ Find $\bar{x} \in K, \bar{\xi} \in T \bar{x} \quad$ such that $\langle\bar{\xi}, \eta(\bar{x}, y)\rangle+h(\bar{x}, y) \geq 0 \quad$ for all $v \in K$.
Definition 2.4. Let $T$ be a multi-valued mapping from a nonempty subset $K$ of a Hausdorff topological vector space $X$ into its topological dual $X^{*}$. Let $\eta: K \times K \rightarrow \mathbb{R}$. $T$ is said to satisfy condition $(S)_{+}$with respect to $\eta$ if for any sequence $\left\{x_{n}\right\}$ in $K$ such that $x_{n} \rightarrow x$ in $\sigma\left(X, X^{*}\right)$ and

$$
\liminf _{n} \sup _{\xi \in T x_{n}}\left\langle\xi, \eta\left(x_{n}, x\right)\right\rangle \geq 0
$$

the sequence $\left\{x_{n}\right\}$ converges to $x$ in the original topology of $X$.

Compare this with
Definition 2.5. [11] Let $T$ be a multi-valued operator from a nonempty closed convex subset $K$ of a real Banach space $X$ into $X^{*}$. The operator $T$ is said to satisfy condition $(S)_{+}^{1}$ if for any sequence $\left\{\left(x_{n}, f_{n}\right)\right\} \subset K \times X^{*}$ with $f_{n}$ in $T x_{n}$ such that $x_{n} \rightarrow x$ in $\sigma\left(X, X^{*}\right), f_{n} \rightarrow f$ in $\sigma\left(X^{*}, X\right)$ and $\lim \sup \left\langle f_{n}, x_{n}\right\rangle \leq\langle f, x\rangle$, we have that $\left\{x_{n}\right\}$ has a subsequence norm convergent. (Indeed, $x_{n}$ itself converges to $x$ in norm.)

We make the following observation.
Proposition 2.6. Assume that $T(K)$ is bounded. Then, $T$ satisfies condition $(S)_{+}^{1}$ if and only if $T$ satisfies condition $(S)_{+}$with respect to $\eta$ defined by $\eta(x, y)=y-x$.

Theorem 2.7. Let $X$ be a normed space (or more generally, a metrizable locally convex space or a strict (LF)-space) and $K$ be a nonempty convex subset of $X$. Let $T: K \rightarrow 2^{X^{*}}$, $\eta: K \times K \rightarrow X$ and $h: K \times K \rightarrow \mathbb{R}$ such that
(i) $T$ is upper semicontinuous from $K$ into $2^{X^{*}}$, and for each $x$ in $K$, $T x$ is a nonempty compact subset of $X^{*}$;
(ii) $T$ satisfies condition $(S)_{+}$with respect to $\eta$;
(iii) for each $y$ in $K$ fixed, $h(\cdot, y)$ is weakly upper semicontinuous and $\eta(\cdot, y)$ is continuous;
(iv) for each $x$ in $K$ fixed, $h(x,$.$) is convex with h(x, x)=0$ and the function $\eta(x, \cdot)$ is affine;
(v) there exist a nonempty weakly compact subset $W$ and a weakly compact convex subset $B$ of $K$ such that for each $x$ in $K \backslash W$ there exists a $y$ in $B$ with

$$
\sup _{\xi \in T x}\langle\xi, \eta(x, y)\rangle+h(x, y)<0
$$

Then there exists an $\bar{x}$ in $K$ and $a \bar{\xi}$ in $\operatorname{co}(T \bar{x})$ such that

$$
\langle\bar{\xi}, \eta(\bar{x}, y)\rangle+h(\bar{x}, y) \geq 0 \quad \text { for all } y \in K
$$

In particular, we have

$$
\sup _{\xi \in T \bar{x}}\langle\xi, \eta(\bar{x}, y)\rangle+h(\bar{x}, y) \geq 0 \quad \text { for all } y \in K
$$

Proof. Redefining $T x$ by co $(T x)$, we can assume $T$ is convex-valued. We shall apply Theorem 2.2, with $f(x, y)=\sup _{\xi \in T x}\langle\xi, \eta(x, y)\rangle$. Since $\eta(\cdot, y)$ is continuous, from [2, Proposition 21, p.119] and condition $(i)$ one deduces that $f(\cdot, y)$ is upper semicontinuous. On the other hand, one can see that all the other conditions of Theorem 2.2 are satisfied. Hence, there exists an $\bar{x}$ in $K$ such that

$$
\sup _{\xi \in T \bar{x}}\langle\xi, \eta(\bar{x}, y)\rangle+h(\bar{x}, y) \geq 0 \quad \text { for all } y \in K
$$

Note that $T(\bar{x})$ is now assumed to be convex. Define the function $p: T(\bar{x}) \times K \rightarrow \mathbb{R}$ by

$$
p(\xi, y)=\langle\xi, \eta(\bar{x}, y)\rangle+h(\bar{x}, y)
$$

Hence by Lemma 1 in [5], one deduces that there exists a $\bar{\xi}$ in $T \bar{x}$ such that $p(\bar{\xi}, y) \geq 0$ for all $y$ in $K$. This completes the proof.

Remark. If $h=0$ and $\eta(x, y)=y-x$, then one can see, taking into account of Proposition 2.6 , that Theorem 2.7 improves Theorem 4.1 in [11], since $T(K)$ is not needed to be bounded and $K$ is not assumed to be a closed subset of $X$.

## 3 An application.

We consider the following eigenvalue problem:

$$
(E V P)\left\{\begin{array}{l}
\text { find } u \in K, \quad \lambda \in \mathbb{R} \text { such that } \\
\int_{\Omega}\langle J(\nabla u), \nabla(v-u)\rangle d x+\int_{\Omega} g(x, u, \lambda)(v-u) d x \geq 0 \text { for all } v \in K
\end{array}\right.
$$

where $\langle.,$.$\rangle is the inner product in \mathbb{R}^{N},\|$.$\| is the norm defined by the inner product, \Omega$ is an open subset of $\mathbb{R}^{N}$ not necessarily bounded, $g$ is a real function defined on $\Omega \times \mathbb{R} \times \mathbb{R}$ and $K=\left\{u \in W^{1, p}(\Omega): u(x) \geq \tau(x)\right.$ a.e. on $\left.\Omega\right\}, 1<p<N, \tau \in W^{1, p}(\Omega)$, where $W^{1, p}(\Omega)$ is the completion of $C_{0}^{\infty}(\Omega)$ with respect to the norm $\left(\int_{\Omega}\|\nabla u\|^{p}\right)^{\frac{1}{p}}$. J is a function defined
on $\mathbb{R}^{N}$ as follows: $J(0)=0$ and $J(\xi)=[\alpha(\xi)]^{p-1} \nabla \alpha(\xi)$ for $p>1$ and $\xi \in \mathbb{R}^{N} \backslash\{0\}$ with $\alpha: \mathbb{R}^{N} \rightarrow\left[0,+\infty\left[\right.\right.$, a convex function of class $C^{1}\left(\mathbb{R}^{N} \backslash\{0\}\right)$ satisfying $\alpha(t \xi)=t \alpha(\xi)$ for $t>0$ and $\xi \in \mathbb{R}^{N}$.

Problem (EVP) amounts to finding eigenvalues and eigenvectors of a class of variational inequalities involving a $p$-Laplacian type operator $\operatorname{div}(J(\nabla u))$. Observe that $\Omega$ can be unbounded, and in particular, it can be $\mathbb{R}^{N}$. The $p$-Laplacian operator $\operatorname{div}(J(\nabla u))$ was introduced in [3] and problems similar to $(E V P)$, when $\Omega$ is bounded and $\operatorname{div}(J(\nabla u))$ is the Laplacian operator $\Delta u$ (i.e. $p=2$ and $\alpha(\xi)=|\xi|)$ or $\operatorname{div}(J(\nabla u))$ is replaced by a strongly monotone operator were studied by using the topological degree method and the minimax principle, see $[19,20,21]$. In the case when $\operatorname{div}(J(\nabla u))$ is the $p$-Laplacian operator and $\Omega$ is bounded, problems similar to $(E V P)$ were studied by using the mountain pass theorem and the Ekeland variational principle, see [22, 23]. Another approach was proposed in [25] by using arguments from [26].

Let $X=W^{1, p}(\Omega)$ be endowed with its weak topology $\sigma\left(X, X^{*}\right)$ and $(\cdot, \cdot): X^{*} \times X \rightarrow \mathbb{R}$ the duality paring between $X$ and $X^{*}$. We shall denote by $\|\cdot\|_{L^{p}(\Omega)}$ the norm in $L^{p}(\Omega)$ and by $\|\cdot\|_{X}$ the norm in $X$, i.e. $\|u\|_{X}=\left(\int_{\Omega}\|\nabla u\|^{p} d x\right)^{\frac{1}{p}}$. Note that $K=\{u \in X: u(x) \geq \tau(x)$ a.e. on $\Omega\}$ is a closed convex subset of $X$. Let us consider the nonlinear operator $A$ defined on $X$ by

$$
(A(u), v)=\int_{\Omega}\langle J(\nabla u), \nabla v\rangle d x
$$

We suppose that the function $J$ satisfies the following assumptions:
$\left[\mathbf{A}_{\mathbf{1}}\right]$ for each $\xi, \eta \in \mathbb{R}^{N}$ one has $\langle J(\xi)-J(\eta), \xi-\eta\rangle \geq \mu(\|\xi\|+\|\eta\|)^{p-2}\|\xi-\eta\|^{2} ;$
$\left[\mathbf{A}_{\mathbf{2}}\right]$ for each $\xi, \eta \in \mathbb{R}^{N}$ one has $\|J(\xi)-J(\eta)\| \leq \delta(\|\xi\|+\|\eta\|)^{p-2}\|\xi-\eta\|$.
We suppose that $g: \Omega \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is of the form

$$
g(x, s, \lambda)=\lambda \alpha(x)|s|^{p-2} s+\theta(x, s)
$$

where $\alpha(x) \in L^{\frac{N}{p}}(\Omega)$ and $\theta(x, s)$ satisfies the following growth condition:
$\left[\mathbf{A}_{\mathbf{3}}\right]$ for each $x \in \Omega, s \in \mathbb{R}$, one has $|\theta(x, s)| \leq \beta(x)+\gamma(x)|s|^{q-1}$,
with $1<q<p, \beta \in\left(L^{p^{*}}(\Omega)\right)^{\prime}, \gamma \in L^{\frac{p^{*}}{p^{*}-q}}(\Omega)$ where $p^{*}$ is the critical Sobolev value $p^{*}=\frac{N p}{N-p}$. We shall also assume that
$\left[\mathbf{A}_{4}\right] \quad X$ is compactly embedded in $L^{p^{*}}(\Omega)$.

From the expression of $g$, problem $(E V P)$ becomes

$$
(E V P)\left\{\begin{array}{l}
\text { find } u \in K \text { such that for all } v \in K \\
(A(u), v-u)+\lambda \int_{\Omega} \alpha(x)|u|^{p-2} u(v-u) d x+\int_{\Omega} \theta(x, u)(v-u) d x \geq 0
\end{array}\right.
$$

Let us set for $u, v$ in $K$,

$$
\begin{aligned}
f(u, v) & =(A(u), v-u)=\int_{\Omega}\langle J(\nabla u), \nabla(v-u)\rangle d x \\
\varphi(u, v) & =\lambda \int_{\Omega} \alpha(x)|u|^{p-2} u(v-u) d x \\
\psi(u, v) & =\int_{\Omega} \theta(x, u)(v-u) d x
\end{aligned}
$$

and $h(u, v)=\varphi(u, v)+\psi(u, v)$. Then the problem $(E V P)$ is equivalent to the following equilibrium problem

$$
(E P)\left\{\begin{array}{l}
\text { find } u \in K \text { such that } \\
f(u, v)+h(u, v) \geq 0
\end{array} \quad \text { for all } v \in K\right.
$$

Lemma 3.1. Assume that $\left[\mathbf{A}_{\mathbf{1}}\right]$ is satisfied, then the bifunction $f$ satisfies the $(S)_{+}$condition.

Proof. Let $\left\{u_{n}\right\} \subset K$ such that $u_{n} \rightarrow u$ in $\sigma\left(X, X^{*}\right)$ and $\liminf _{n} f\left(u_{n}, u\right) \geq 0$. One has

$$
\begin{aligned}
f\left(u_{n}, u\right) & =\left(A u_{n}, u-u_{n}\right) \\
& =\left(A u_{n}-A u, u-u_{n}\right)+\left\langle A u, u-u_{n}\right\rangle
\end{aligned}
$$

Thus,

$$
\begin{equation*}
-f\left(u_{n}, u\right)=\int_{\Omega}\left(J\left(\nabla u_{n}\right)-J(\nabla u)\right)\left(\nabla u_{n}-\nabla u\right) d x+\left(A u, u_{n}-u\right) \tag{4}
\end{equation*}
$$

Since $A u \in X^{*}$, then $\left(A u, u_{n}-u\right) \rightarrow 0$ as $n \rightarrow+\infty$. On the other hand from assumption $\left[\mathbf{A}_{\mathbf{1}}\right]$ and Hölder inequality, one deduces that there exist positive constants $\gamma$ and $\delta$ such that if $p \geq 2$, then

$$
\int_{\Omega}\left(J\left(\nabla u_{n}\right)-J(\nabla u)\right)\left(\nabla u-\nabla u_{n}\right) d x \geq \gamma\left\|u_{n}-u\right\|_{X}^{p}
$$

and if $1<p<2$, then

$$
\int_{\Omega}\left(J\left(\nabla u_{n}\right)-J(\nabla u)\right)\left(\nabla u-\nabla u_{n}\right) d x \geq \delta\left(\int_{\Omega}\left(\left|\nabla u_{n}\right|+|\nabla u|\right)^{p} d x\right)^{\frac{p-2}{p}}\left\|u_{n}-u\right\|_{X}
$$

Therefore, by considering the limit sup of $-f$ in expression (4) and taking into account of $\underset{n}{\lim } \inf f\left(u_{n}, u\right) \geq 0$, one deduces that $u_{n} \rightarrow u$ in $X$.

Theorem 3.2. Suppose that assumptions $\left[\mathbf{A}_{\mathbf{1}}\right]-\left[\mathbf{A}_{4}\right]$ are satisfied. Then for each $\lambda \in \mathbb{R}$, problem (EVP) has at least one solution.

Proof. We shall apply Theorem 2.2. It is easy to see that for each $u \in K$, one has $h(u, u)=0$ and the functions $f(u, \cdot), h(u, \cdot)$ are convex. From Lemma 3.1, one has that $f$ satisfies the $(S)_{+}$condition.

Claim 1. $f(\cdot, v)$ is upper semicontinuous.

In fact we will show that for each $v \in K$ fixed, $f(\cdot, v)$ is continuous with respect to the norm topology on $X$ and therefore upper semicontinuous on $X$. Let $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ be a sequence in $K$ norm converging to $u \in K$. One has

$$
\begin{aligned}
f\left(u_{n}, v\right)-f(u, v) & =\int_{\Omega}\left[\left\langle J\left(\nabla u_{n}\right), \nabla v-\nabla u_{n}\right\rangle-\langle J(\nabla u), \nabla v-\nabla u\rangle\right] d x \\
& =\int_{\Omega}\left\langle J\left(\nabla u_{n}\right)-J(\nabla u), \nabla(v-u)\right\rangle d x+\int_{\Omega}\left\langle J\left(\nabla u_{n}\right)-J(\nabla u), \nabla\left(u_{n}-u\right)\right\rangle d x \\
& +\int_{\Omega}\left\langle J(\nabla u), \nabla u-\nabla u_{n}\right\rangle d x
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\left|f\left(u_{n}, v\right)-f(u, v)\right| \leq & \int_{\Omega}\left\|J\left(\nabla u_{n}\right)-J(\nabla u)\right\|\|\nabla(v-u)\| d x \\
& +\int_{\Omega}\left\|J\left(\nabla u_{n}\right)-J(\nabla u)\right\|\left\|\nabla\left(u_{n}-u\right)\right\| d x+\int_{\Omega}\|J(\nabla u)\|\left\|\nabla u-\nabla u_{n}\right\| d x
\end{aligned}
$$

¿From the Hölder inequality, with $1 / p+1 / q=1$,

$$
\int_{\Omega}\left\|J\left(\nabla u_{n}\right)-J(\nabla u)\right\|\|\nabla v-\nabla u\| d x \leq\left(\int_{\Omega}\left\|J\left(\nabla u_{n}\right)-J(\nabla u)\right\|^{q} d x\right)^{\frac{1}{q}}\left(\int_{\Omega}\|\nabla v-\nabla u\|^{p} d x\right)^{\frac{1}{p}}
$$

Taking into account of $\left[\mathbf{A}_{\mathbf{2}}\right]$, one deduces that

$$
\begin{gathered}
\int_{\Omega}\left\|J\left(\nabla u_{n}\right)-J(\nabla u)\right\|\|\nabla v-\nabla u\| d x \\
\leq \delta\left(\int_{\Omega}\left(\left\|\nabla u_{n}\right\|+\|\nabla u\|\right)^{q(p-2)}\left\|\nabla\left(u_{n}-u\right)\right\|^{q} d x\right)^{\frac{1}{q}}\|u-v\|_{X}
\end{gathered}
$$

For $p \geq 2$, there exists a constant $\alpha_{1}>0$ such that

$$
\left(\left\|\nabla u_{n}\right\|+\|\nabla u\|\right)^{q(p-2)} \leq \alpha_{1}\left(\left\|\nabla u_{n}\right\|^{q(p-2)}+\|\nabla u\|^{q(p-2)}\right) .
$$

Therefore,

$$
\begin{aligned}
\int_{\Omega}\left(\left\|\nabla u_{n}\right\|+\|\nabla u\|\right)^{q(p-2)}\left\|\nabla\left(u_{n}-u\right)\right\|^{q} d x & \leq \alpha_{1}\left(\int_{\Omega}\left\|\nabla u_{n}\right\|^{q(p-2)}\left\|\nabla\left(u_{n}-u\right)\right\|^{q} d x+\right. \\
& \left.\int_{\Omega}\|\nabla u\|^{q(p-2)}\left\|\nabla\left(u_{n}-u\right)\right\|^{q} d x\right)
\end{aligned}
$$

One has

$$
\begin{aligned}
\int_{\Omega}\left\|\nabla u_{n}\right\|^{q(p-2)}\left\|\nabla\left(u_{n}-u\right)\right\|^{q} d x & =\int_{\Omega}\left\|\nabla u_{n}\right\|^{\frac{p(p-2)}{p-1}}\left\|\nabla u_{n}-\nabla u\right\|^{\frac{p}{p-1}} d x \\
& \leq\left(\int_{\Omega}\left[\left\|\nabla u_{n}\right\|^{\frac{p(p-2)}{p-1}}\right]^{\alpha} d x\right)^{\frac{1}{\alpha}}\left(\int_{\Omega}\left[\left\|\nabla u_{n}-\nabla u\right\|^{\frac{p}{p-1}}\right]^{p-1} d x\right)^{\frac{1}{p-1}} \\
& \left(\frac{1}{\alpha}+\frac{1}{p-1}=1, \text { hence } \alpha=\frac{p-1}{p-2}\right) \\
& \leq\left(\int_{\Omega}\left\|\nabla u_{n}\right\|^{p} d x\right)^{\frac{1}{\alpha}}\left(\int_{\Omega}\left\|\nabla u_{n}-\nabla u\right\|^{p} d x\right)^{\frac{1}{p-1}}
\end{aligned}
$$

and

$$
\int_{\Omega}\|\nabla u\|^{q(p-2)}\left\|\nabla\left(u_{n}-u\right)\right\|^{q} d x \leq\left(\int_{\Omega}\|\nabla u\|^{p} d x\right)^{\frac{1}{\alpha}}\left(\int_{\Omega}\left\|\nabla u_{n}-\nabla u\right\|^{p} d x\right)^{\frac{1}{p-1}}
$$

Consequently, since the sequence $\left\{u_{n}\right\}$ is bounded, there exists $\alpha_{2}>0$ such that

$$
\begin{equation*}
\int_{\Omega}\left(\left\|\nabla u_{n}\right\|+\|\nabla u\|\right)^{q(p-2)}\left\|\nabla\left(u_{n}-u\right)\right\|^{q} d x \leq \alpha_{2}\left(\int_{\Omega}\left\|\nabla u_{n}-\nabla u\right\|^{p} d x\right)^{\frac{1}{p-1}} \tag{5}
\end{equation*}
$$

It follows, for $p \geq 2$,

$$
\int_{\Omega}\left\|J\left(\nabla u_{n}\right)-J(\nabla u)\right\|\|\nabla v-\nabla u\| d x \leq c\|u-v\|_{X}\left(\int_{\Omega}\left\|\nabla u_{n}-\nabla u\right\|^{p} d x\right)^{\frac{1}{p}},
$$

where $c>0$ is a constant. Hence

$$
\int_{\Omega}\left\|J\left(\nabla u_{n}\right)-J(\nabla u)\right\|\|\nabla v-\nabla u\| d x \leq c\|u-v\|_{X}\left\|u_{n}-u\right\|_{X}
$$

For $1<p<2$, since $\left\|\nabla u_{n}-\nabla u\right\|^{p-2} \geq\left(\left\|\nabla u_{n}\right\|+\|\nabla u\|\right)^{p-2}$, one has

$$
\left(\left(\left\|\nabla u_{n}\right\|+\|\nabla u\|\right)^{(p-2)}\left\|\nabla\left(u_{n}-u\right)\right\|\right)^{q} \leq\left(\left\|\nabla u_{n}-\nabla u\right\|\right)^{q(p-1)} .
$$

It follows, for $1<p<2$,

$$
\begin{aligned}
\int_{\Omega}\left\|J\left(\nabla u_{n}\right)-J(\nabla u)\right\|\|\nabla v-\nabla u\| d x & \leq \delta\|u-v\|_{X}\left(\int_{\Omega}\left(\left\|\nabla u_{n}-\nabla u\right\|\right)^{q(p-1)} d x\right)^{\frac{1}{q}} \\
& \leq \delta\|u-v\|_{X}\left(\int_{\Omega}\left(\left\|\nabla u_{n}-\nabla u\right\|\right)^{p} d x\right)^{\frac{p-1}{p}} \\
& \leq \delta\|u-v\|_{X}\left\|u_{n}-u\right\|_{X}^{p-1}
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
& \int_{\Omega}\left\|J\left(\nabla u_{n}\right)-J(\nabla u)\right\|\left\|\nabla u-\nabla u_{n}\right\| d x \\
\leq & \left(\int_{\Omega}\left\|J\left(\nabla u_{n}\right)-J(\nabla u)\right\|^{q} d x\right)^{\frac{1}{q}}\left(\int_{\Omega}\left\|\nabla u-\nabla u_{n}\right\|^{p} d x\right)^{\frac{1}{p}} \\
\leq & \left\|u-u_{n}\right\|_{X}\left(\int_{\Omega}\left\|J\left(\nabla u_{n}\right)-J(\nabla u)\right\|^{q} d x\right)^{\frac{1}{q}} .
\end{aligned}
$$

One deduces in the same manner as in what precedes:

$$
\begin{gathered}
\int_{\Omega}\left\|J\left(\nabla u_{n}\right)-J(\nabla u)\right\|\left\|\nabla u-\nabla u_{n}\right\| d x \leq \delta\left\|u_{n}-u\right\|_{X}^{p}, \quad 1<p<2 \\
\int_{\Omega}\left\|J\left(\nabla u_{n}\right)-J(\nabla u)\right\|\left\|\nabla u-\nabla u_{n}\right\| d x \leq c\left\|u_{n}-u\right\|_{X}^{2}, \quad p \geq 2,
\end{gathered}
$$

where $c$ is a positive constant. On the other hand, from Hölder inequality, one has

$$
\int_{\Omega}\|J(\nabla u)\|\left\|\nabla u_{n}-\nabla u\right\| d x \leq\left(\int_{\Omega}\|J(\nabla u)\|^{q} d x\right)^{\frac{1}{q}}\left(\int_{\Omega}\left\|\nabla u-\nabla u_{n}\right\|^{p} d x\right)^{\frac{1}{p}} .
$$

Since $J(0)=0$ and $\|J(\nabla u)\| \leq \delta\|\nabla u\|^{p-1}$ by assumption [ $\mathbf{A}_{\mathbf{2}}$ ], we have

$$
\begin{aligned}
\int_{\Omega}\|J(\nabla u)\|\left\|\nabla u_{n}-\nabla u\right\| d x & \leq \delta\|u\|_{X}^{p-1}\left(\int_{\Omega}\left\|\nabla u-\nabla u_{n}\right\|^{p} d x\right)^{\frac{1}{p}} \\
& \leq \delta\|u\|_{X}^{p-1}\left\|u-u_{n}\right\|_{X} .
\end{aligned}
$$

It follows, that $f(\cdot, v)$ is continuous on $X=W^{1, p}(\Omega)$. Hence it is upper semicontinuous on $X$.

Claim 2. $\varphi(\cdot, v)$ is upper semicontinuous in $\sigma\left(X, X^{*}\right)$.

Let $\left\{u_{n}\right\}$ be a sequence in $X$ such that $u_{n} \rightarrow u$ in $\sigma\left(X, X^{*}\right)$. One has

$$
\begin{aligned}
\varphi\left(u_{n}, v\right)-\varphi(u, v)= & \lambda \int_{\Omega} \alpha(x)\left|u_{n}\right|^{p-2} u_{n}\left(v-u_{n}\right) d x-\lambda \int_{\Omega} \alpha(x)|u|^{p-2} u(v-u) d x \\
= & \lambda \int_{\Omega}\left[\alpha(x)\left|u_{n}\right|^{p-2} u_{n}-\alpha(x)|u|^{p-2} u\right]\left(v-u_{n}\right) d x \\
& +\lambda \int_{\Omega} \alpha(x)|u|^{p-2} u\left(u-u_{n}\right) d x .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\left|\varphi\left(u_{n}, v\right)-\varphi(u, v)\right| \leq & \left.|\lambda| \int_{\Omega}|\alpha(x)| u_{n}\right|^{p-2} u_{n}-\alpha(x)|u|^{p-2} u \| v-u_{n} \mid d x \\
& +\left.|\lambda| \int_{\Omega}|\alpha(x)| u\right|^{p-2} u \| u-u_{n} \mid d x
\end{aligned}
$$

One has by Hölder inequality, with $\frac{1}{q^{*}}+\frac{1}{p^{*}}=1$,
$\left.\int_{\Omega}|\alpha(x)| u_{n}\right|^{p-2} u_{n}-\alpha(x)|u|^{p-2} u\left\|v-u_{n}\left|d x \leq\left\|\alpha(x)\left|u_{n}\right|^{p-2} u_{n}-\alpha(x)|u|^{p-2} u\right\|_{L^{q^{*}}}\left\|v-u_{n}\right\|_{L^{p^{*}}}\right.\right.$.
Since $X$ is compactly embedded in $L^{p^{*}}(\Omega)$ we may again assume $u_{n} \rightarrow u$ in $L^{p^{*}}(\Omega)$. Therefore, by Krasnoselskii [18, p.30],

$$
\alpha(x)\left|u_{n}\right|^{p-2} u_{n} \rightarrow \alpha(x)|u|^{p-2} u \text { in } L^{q^{*}}(\Omega)
$$

On the other hand,

$$
\left.\int_{\Omega}|\alpha(x)| u\right|^{p-2} u\left\|u-u_{n}\left|d x \leq\left\|\alpha(x)|u|^{p-2} u\right\|_{L^{q^{*}}}\left\|u-u_{n}\right\|_{L^{p^{*}}}\right.\right.
$$

Since $\left\|u-u_{n}\right\|_{L^{p^{*}}} \rightarrow 0$, one deduces that

$$
\left.\int_{\Omega}|\alpha(x)| u\right|^{p-2} u| | u-u_{n} \mid d x \rightarrow 0
$$

Consequently, one deduces that $\varphi(\cdot, v)$ is continuous in the weak topology of $X$ for each $\lambda \in \mathbb{R}$. Therefore, $\varphi(\cdot, v)$ is $\sigma\left(X, X^{*}\right)$-upper semicontinuous for each $\lambda \in \mathbb{R}$.

Claim 3. $\psi(\cdot, v)$ is upper semicontinuous in $\sigma\left(X, X^{*}\right)$.

Let $\left\{u_{n}\right\}$ be a sequence in $X$ such that $u_{n} \rightarrow u$ in $\sigma\left(X, X^{*}\right)$. Then

$$
\begin{aligned}
\psi\left(u_{n}, v\right)-\psi(u, v) & =\int_{\Omega} \theta\left(x, u_{n}\right)\left(v-u_{n}\right) d x-\int_{\Omega} \theta(x, u)(v-u) d x \\
& =\int_{\Omega}\left(\theta\left(x, u_{n}\right)-\theta(x, u)\right)\left(v-u_{n}\right) d x+\int_{\Omega} \theta(x, u)\left(u-u_{n}\right) d x
\end{aligned}
$$

One has from the Hölder inequality

$$
\int_{\Omega}\left|\theta\left(x, u_{n}\right)-\theta(x, u)\right|\left|v-u_{n}\right| d x \leq\left\|\theta\left(x, u_{n}\right)-\theta(x, u)\right\|_{L^{q^{*}}}\left\|v-u_{n}\right\|_{L^{p^{*}}}
$$

Since $X$ is compactly embedded in $L^{p^{*}}(\Omega)$, we may again assume $u_{n} \rightarrow u$ in $L^{p^{*}}(\Omega)$ and, by an argument in Krasnoselskii [18, p.30], $\left\|\theta\left(x, u_{n}\right)-\theta(x, u)\right\|_{L^{q^{*}}} \rightarrow 0$. Hence

$$
\int_{\Omega}\left|\theta\left(x, u_{n}\right)-\theta(x, u)\right|\left|v-u_{n}\right| d x \longrightarrow 0
$$

On the other hand

$$
\int_{\Omega}\left|\theta(x, u)\left\|u-u_{n} \mid d x \leq\right\| \theta(x, u)\left\|_{L^{q^{*}}}\right\| u-u_{n} \|_{L^{p^{*}}}\right.
$$

Since $\left\|u-u_{n}\right\|_{L^{p^{*}}} \rightarrow 0$, we have $\int_{\Omega}|\theta(x, u)|\left|u-u_{n}\right| d x \rightarrow 0$. Consequently, $\psi(\cdot, v)$ is continuous in the weak topology on $X$. As a result, it is $\sigma\left(X, X^{*}\right)$-upper semicontinuous.

Claim 4. The Coercivity condition is valid.

Let $v_{0}$ in $K$ be fixed. One has

$$
f\left(u, v_{0}\right)=\|u\|_{X}^{p+1} \int_{\Omega}\left\langle J\left(\nabla\left(\|u\|_{X}^{-1} u\right)\right), \nabla\left(\|u\|_{X}^{-1} v_{0}-\|u\|_{X}^{-1} u\right)\right\rangle d x
$$

therefore

$$
\begin{equation*}
\frac{f\left(u, v_{0}\right)}{\|u\|_{X}^{p}}=\int_{\Omega}\left\langle J\left(\nabla\left(\|u\|_{X}^{-1} u\right)\right), \nabla v_{0}\right\rangle d x-\|u\|_{X} \int_{\Omega}\left\langle J\left(\nabla\left(\|u\|_{X}^{-1} u\right)\right), \nabla\left(\|u\|_{X}^{-1} u\right)\right\rangle d x \tag{6}
\end{equation*}
$$

It is easy to verify that

$$
\begin{equation*}
\left|\int_{\Omega}\left\langle J\left(\nabla\left(\|u\|_{X}^{-1} u\right)\right), \nabla v_{0}\right\rangle d x\right| \leq \delta\left\|v_{0}\right\|_{X} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
0 \leq \int_{\Omega}\left\langle J\left(\nabla\left(\|u\|_{X}^{-1} u\right)\right), \nabla\left(\|u\|_{X}^{-1} u\right)\right\rangle d x \leq \delta \tag{8}
\end{equation*}
$$

It follows from relations (6), (7) and (8) that

$$
\begin{equation*}
\lim _{\|u\|_{X} \rightarrow+\infty} \frac{f\left(u, v_{0}\right)}{\|u\|_{X}^{p}}=-\infty . \tag{9}
\end{equation*}
$$

On the other hand, one has

$$
\varphi\left(u, v_{0}\right)=\lambda\|u\|_{X}^{p} \int_{\Omega} \alpha(x)\left|\frac{u}{\|u\|_{X}}\right|^{p-2} \frac{u}{\|u\|_{X}}\left(\|u\|_{X}^{-1} v_{0}-\frac{u}{\|u\|_{X}}\right) d x
$$

Hence

$$
\begin{aligned}
\frac{\left|\varphi\left(u, v_{0}\right)\right|}{\|u\|_{X}^{p}} & \leq|\lambda| \frac{1}{\|u\|_{X}}\left\|v_{0}-u\right\|_{L^{p^{*}}(\Omega)}\left\|\alpha(x)\left|\frac{u}{\|u\|_{X}}\right|^{p-2} \frac{u}{\|u\|_{X}}\right\|_{\left(L^{p^{*}}(\Omega)\right)^{\prime}} \\
& \leq|\lambda| \frac{1}{\|u\|_{X}}\left\|v_{0}-u\right\|_{L^{p^{*}}(\Omega)}\|\alpha(x)\|_{L^{\frac{N}{p}}(\Omega)}^{\|u\|_{X}} \|_{L^{p^{*}(\Omega)}} \\
& \leq c \mid \lambda\| \| \alpha(x) \|_{L^{\frac{N}{p}}(\Omega)} \frac{\left\|v_{0}-u\right\|}{\|u\|_{X}}
\end{aligned}
$$

where $c$ is a positive constant. It follows that $\frac{\left|\varphi\left(u, v_{0}\right)\right|}{\|u\|_{X}^{p}}$ is bounded when $\|u\|_{X} \rightarrow+\infty$. One can see in the same manner that $\frac{\left|\psi\left(u, v_{0}\right)\right|}{\|u\|_{X}^{p}}$ is bounded when $\|u\|_{X} \rightarrow+\infty$. Consequently, $\frac{f\left(u, v_{0}\right)+h\left(u, v_{0}\right)}{\|u\|_{X}^{p}} \rightarrow-\infty$ when $\|u\|_{X} \rightarrow+\infty$. Therefore, there exists $R>0$ such that

$$
f\left(u, v_{0}\right)+h\left(u, v_{0}\right)<0 \text { for } u \in K \text { and }\|u\|_{X}>R .
$$

Hence the coercivity assumption $(v)$ of Theorem 2.2 is satisfied. This completes the proof.

## Remarks and comments.

1. Note that the same results can be obtained in the case where $g$ is of the form :

$$
g(x, u, \lambda)=\lambda \rho(x)|u|^{\gamma-2} u+\theta(x, u),
$$

where $\rho(x) \in L^{\frac{p^{*}}{p^{*}-\gamma}}(\Omega), 1<\gamma<p$ and $\theta$ is of the same form considered in the paper.
2. The operator $A$ in the eigenvalue problem $(E V P)$ is not bounded. As a result, results in [12] and [10] are not applicable in solving $(E V P)$.
3. The technique developed in this paper and its application to the eigenvalue problem $(E V P)$ is more simpler in comparison with other techniques used in e.g. [21, 19, 22, 20, $23,19,25]$. This leads us to obtain existence of solutions independently of $\lambda \in \mathbb{R}$ which is not the case in some of the cited works where the existence of solutions depends on the value of $\lambda$ in a bounded interval. Our tools can be applied and simplify the study of many problems from mechanics, engineering and others which formulations can be written as an equilibrium problem.
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