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EQUIVALENCE OF FORMALITIES OF THE LITTLE DISCS

OPERAD

PAVOL ŠEVERA AND THOMAS WILLWACHER

Abstract. We show that Kontsevich’s formality of the little disk operad,
obtained using graphs, is homotopic to Tamarkin’s formality, for a special
choice of a Drinfeld associator. The associator is given by parallel transport
of the Alekseev-Torossian connection.

1. Introduction

In this paper, we connect three previous results in deformation quantization.
The first is a proof of the formality of the operad of chains of the little disks operad
by M. Kontsevich [6, 8]. In fact, we will consider only the homotopy equivalent
operad FM2, which is a compactification of the space of configurations of points
in the plane, see [6], Definition 12. Kontsevich’s proof uses integrals of certain
differential forms over the configuration space of points in the plane to construct a
zig-zag of quasi-isomorphisms

C•(FM 2)← · · · → Graphs← H•(FM 2)

where Graphs is an auxiliary operad whose definition is recalled in section 3; more
details about the proof are recalled in section 6.1. The second work we want to
connect is another proof by D. Tamarkin [10] of the same result, i.e., the formality
of C•(FM 2), however using quite different methods. Using a Drinfeld associator Φ,
D. Tamarkin constructs a chain of quasi-isomorphisms

C•(FM 2)← · · · → B(U t)← H•(FM 2) .

Here t is the operad of Lie algebras whose n-th component t(n) = tn is the Lie
algebra generated by symbols tij , 1 ≤ i, j ≤ n, i 6= j, and relations tij = tji and
[tij , tkl] = [tij + tjk, tik] = 0 for {i, j} ∩ {k, l} = ∅. Note that there is a natural
grading on t since the relations are homogeneous. U t is the completion of the
universal envelopping algebra of t wrt. this grading. It consists of power series
in the tij modulo the relations above. B(U t) is the completed normalized bar
construction of the complete augmented graded algebra U t. More details of the
proof are recalled in section 6.2.

The third result we want to connect is the construction by A. Alekseev and C.
Torossian [2] of an associator ΦAT with values in the completed universal enveloping
algebra of a Lie algebra sder ⊃ t, as the holonomy of a flat sder-connection on the
configuration space of points in the plane. The construction is briefly described in
section 4.

The relations between these three results are as follows:
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Theorem 1. There is an operad of L∞-algebras CG, such that the following holds:

(1) Graphs ∼= B(CG) is the completed bar construction (or Chevalley-Eilenberg
complex) of CG.

(2) The cohomology is H(CG) ∼= t.
(3) There is a flat CG-connection on configuration space extending the Alekseev-

Torossian connection, and the latter takes values in t ⊂ kv. In particular
the Alekseev-Torossian associator ΦAT is in fact a Drinfeld associator.

(4) Kontsevich’s formality morphism is homotopic to Tamarkin’s, if for the
latter construction one uses the associator ΦAT .

The remainder of the paper is organized as follows. In section 2 we recall Kont-
sevich’s algebra of graphs. From this one obtains more or less immediately the
L∞-algebra CG, such that assertion 1 in Theorem 1 is satisfied. More details are
given in section 3, where in particular assertion 2 of the Theorem is proven. For
the last assertion one needs more details about the formality morphisms of Kont-
sevich and Tamarkin, which are given in section 6. The proof of assertion 4 is then
conducted in section 7.

1.1. Acknowledgements. We heartfully thank Anton Alekseev for helpful discus-
sions and his encouragement.

2. Kontsevich’s algebra of admissible graphs

In this section we recall Kontsevich’s [6] differential graded commutative algebra
(DGCA) ∗Graphs(n), defined for any n ≥ 1. This construction is explained in great
detail in [8].

An admissible graph with n external vertices is a (unoriented) graph Γ with
vertices 1, 2, . . . , n called external, possibly other vertices called internal, and with
a choice of linear order on the set of edges, satisfying the following properties:

(1) Γ contains no double edges
(2) Γ contains no simple loops (edges connecting a vertex with itself)
(3) every internal vertex is at least 3-valent
(4) every internal vertex can be connected by a path with an external vertex.

As a vector space, ∗Graphs(n) is spanned by isomorphism classes of admissible
graphs, modulo the relation Γσ = (−1)|σ|Γ, where Γσ differs from Γ just by a
permutation σ on the order of edges. The degree of Γ ∈ ∗Graphs(n) is by definition

deg Γ = #edges− 2#internal vertices.

The product Γ1Γ2 is the disjoint union of Γ1 with Γ2, with the corresponding
external vertices identified; the edges are ordered by preserving their order in Γ1

and Γ2 and by e1 < e2 whenever e1 is an edge of Γ1 and e2 an edge of Γ2. It
makes Gr(n) to a graded commutative algebra. This algebra is freely generated
by the graphs that are connected after we cut off the external vertices; we shall
call such graphs internally connected. Here is an example of a decomposition of an
admissible graph to a product of internally connected graphs:

1 2

34

=

1 2

34

×

1 2

34
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Finally, the differential is given by

dΓ =
∑

e∈edges

(−1)ord(e)−1Γ/e,

where Γ/e is Γ with the edge e contracted, ord(e) is the number of e in the linear
order of edges, and the sum is over all edges such that Γ/e is admissible (i.e. e must
not connect two external vertices, and Γ/e must not contain a double edge, hence e
must not be in a loop of length 3). For example (not indicating the order of edges)

d

1 2

3

=

1 2

3

+

1 2

3

Let ∗G(n) be the DGCA generated by elements ωab, 1 ≤ a, b ≤ n (ωab = ωba,
ωaa = 0), degωab = 1, and relations

ωabωbc + ωbcωca + ωcaωab = 0.

The differential on ∗G(n) is zero. Let ab ∈ ∗Graphs(n) be the graph with no internal
vertices, and with a single edge connecting a and b.

Proposition 1 ([7, 8]). There is a quasiisomorphism ∗Graphs(n) → ∗G(n), given
by ab 7→ ωab and by Γ 7→ 0 for any Γ with an internal vertex.

The sequences of DGCAs ∗Graphs(n) form naturally a cooperad, and the same is
true for ∗G(n). The quasiisomorphism is compatible with the cooperad structure.
See [8] for details.

3. The L∞-algebra of connected graphs

Kontsevich introduced in [6] an operad Graphs (in the category of cochain com-
plexes) given by

Graphs(n) =
(
∗Graphs(n)

)∗
.

In other words, elements of Graphs(n) are functions on the set of isomorphism
classes of admissible graphs, satisfying the relation f(Γσ) = (−1)|σ|f(Γ).

Let now graphs(n) ⊂ Graphs(n) consist of functions with finite support. Elements
of graphs(n) can be represented by (finite) linear combinations of admissible graphs
(modulo the relation Γσ = (−1)|σ|Γ): the function fΓ corresponding to a graph Γ
is given by fΓ(Γ′) = (−1)σ, if Γ′ ∼= Γσ for some permutation σ, and fΓ(Γ′) = 0 if
not.

The differential on graphs(n) inherited from ∗Graphs(n) is given by splitting
vertices (to a pair of vertices connected by an edge) in all possible ways that lead
to an admissible graph (an internal vertex can be thus split if it’s at least 4-valent;
an external vertex can be split (to an external and an internal vertex) if it’s at least
2-valent).

The graded space graphs(n) is a cocommutative coalgebra (inherited from the
algebra ∗Graphs(n)); we clearly have isomorphism of coalgebras

graphs(n) ∼= S(CG(n)[1]),
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where CG(n) is the graded vector space spanned by isomorphism classes of internally
connected admissible graphs (modulo the relation Γσ = (−1)|σ|Γ), with a new
grading given by

deg = 1−#edges + 2#internal vertices.

Since we have a differential on graphs(n) = S(CG(n)[1]), the graded vector space
CG(n) is by definition an L∞ algebra. The differential on CG(n) is given by vertex
splitting. The bracket [Γ1, . . . ,Γk] is given by gluing Γi’s at the corresponding ex-
ternal vertices, applying the differential (vertex splitting) in graphs(n), and keeping
only the graphs that are internally connected (we thus necessarily split only exter-
nal vertices, and only in ways that connect all Γi’s together). The simplest example
is

[

1 2

3
,

1 2

3
]

=

1 2

3

Lemma 1. There is a morphism of Lie algebras µ : tn → H0(CG(n)), given on
generators by tab 7→ [ab]

Proof. The elements [ab] ∈ H0(CG(n)) satisfy the defining relations of tn. �

Proposition 2. The morphism µ : tn → H•(CG(n)) is an isomorphism; in partic-
ular, Hk(CG(n)) = 0 if k 6= 0.

Proof. Let us make an auxiliary change of gradings. Let the DGCA ∗Graphs′(n)
be ∗Graphs(n), where we just changed the grading by adding twice the number
of edges minus twice the number of internal vertices. The reason for introducing
∗Graphs′(n) is that its generators are positively graded. Similarly, let CG′(n) be
CG(n), where we subtract twice the number of edges minus twice the number of
internal vertices from the degree.

Let ∗G′(n) be defined as ∗G(n), but with degωab = 3. By Proposition 1 we have
a quasiisomorphism ∗Graphs′(n)→ ∗G′(n).

The minimal Sullivan model of ∗G′(n) is
∧

t′∗n , where t′n is tn understood as
a graded Lie algebra, with deg tab = −2. Namely, there is a quasiisomorphism∧

t′∗n →
∗G′(n) given by eab 7→ ωab, where eab is the basis of t′∗n

2
dual to tab,

t′∗n
>2 → 0.
∗Graphs′(n) is a Sullivan algebra, with the filtration on generators given by the

number of edges. Since its minimal model is
∧

t′∗n , the cohomology of its space
of generators (CG′(n)[1])∗ is t′n[1]∗, i.e. H•(CG′(n)) ∼= t′n. When we change the
grading back, we get an isomorphism H•(CG(n)) ∼= tn. This isomorphism coincides
on the generators tab of tn with µ, hence it is equal to µ.

�

A direct proof of Proposition 2, without the use of Proposition 1 and of methods
of rational homotopy theory, is sketched in Appendix B.

The sequence CG(n) is an operad in the category of L∞ algebras (coming from
the operad structure of graphs) and µ is an isomorphism of operads.
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4. Alekseev-Torossian connection

We first need to introduce an auxiliary grading on t and on CG, and the corre-
sponding completions. This grading already appeared in the proof of Proposition
2. Let us declare the generators tab to be of degree 1; since the defining relations

of tn are homogeneous, we get this way a grading on tn. Let t
(k)
n be the homo-

geneous component of degree k; it is finite-dimensional for all k’s. Let t̂n be the
corresponding completion of tn.

Similarly, let CG(n)(k) be spanned by graphs with

#edges−#internal vertices = k.

Notice that CG(n)(k) 6= 0 only if k > 0 and that it is finite-dimensional for all k’s.

Let ĈG(n) be the corresponding completion; while CG(n) can be seen as functions
with finite support on the set of isomorphism classes of internally connected admis-

sible graphs, ĈG(n) are simply all the functions (satisfying f(Γσ) = (−1)σf(Γ)).
The isomorphism µ : tn → H•(CG(n)) is compatible with the auxiliary grading

and extends to an isomorphism t̂n → H•(ĈG(n)).

The L∞ algebra ∗Graphs(n) ⊗̂ ĈG(n) contains a tautological solution of the
Maurer-Cartan equation

(1) dα+ [α, α]/2 + [α, α, α]/3! + · · · = 0, degα = 1

given by

(2) α =
∑

Γ

Γ⊗ Γ,

where the sum is over the isomorphism classes of internally connected graphs
(graphs differing just by reordering of edges are considered equivalent here). The

completed tensor product ∗Graphs(n) ⊗̂ ĈG(n) is

∗Graphs(n) ⊗̂ ĈG(n) :=
∏

k

∗Graphs(n)⊗ CG(n)(k).

Kontsevich defined in [6] a morphism of DGCAs

I : ∗Graphs(n)→ Ω(FM 2(n)o)

by

I(Γ) =

∫

internal
vertices

∧

edges

dArg(difference of endpoints)/2π.

More precisely, we number the internal vertices of Γ by n+ 1, n+ 2, . . . ,m (where
m is the total number of vertices of Γ). For any pair i, j ∈ {1, . . . ,m}, i 6= j, we
have a projection πij : FM 2(m) → FM 2(2) = S1, and we also have the projection
π : FM 2(m)→ FM 2(n) forgetting points n+ 1, . . . ,m. Then

I(Γ) = π∗

( ∧

e∈edges

π∗
ends of e dφ/2π

)
.

Kontsevich noticed that while the forms I(Γ) don’t extend smoothly to the
boundary of FM 2(n), they can still be integrated over semialgebraic cycles. More
precisely, they have values in ΩPA(FM2(n)); see [5] for details. He also proved the
following vanishing lemma in [7]:
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Lemma 2 (Kontsevich). The map I vanishes on ∗Graphs(n)0.

From α we get a solution of the MC equation (an L∞ flat connection)

I(α) ∈ ΩPA(FM 2(n)) ⊗̂ ĈG(n).

Let us decompose I(α) as

I(α) = I(α)0 + I(α)1 + . . .

where I(α)k is a k-form. By Lemma 2 we have I(α)0 = 0.
Let A = [I(α)1] ∈ Ω1

PA(FM 2(n)) ⊗̂ t̂n, where [·] denotes the cohomology class

in ĈG(n). While this connection may not extend smoothly to the boundary of
FM 2(n), its parallel transport is well defined for piecewise-algebraic paths.

Let us introduce an auxiliary L∞-algebra TCG(n) as the truncation of CG(n),
i.e.

TCG(n)k =





CG(n)k if k < 0

CG(n)0closed if k = 0

0 if k > 0.

We have the inclusion TCG(n)→ CG(n) and the projection π : TCG(n)→ tn; both

are L∞-quasiisomorphisms. I(α) is an element of ΩPA(FM2(n))⊗̂T̂CG (by Lemma
2) and A = π(I(α)). Therefore

Proposition 3. dA+ [A,A]/2 = 0.

The flat connection A was originally defined by Alekseev and Torossian using
3-valent trees rather than all internally connected graphs. We shall connect their
and our approach in the following section.

Finally let us describe how the flat connection A produces a Drinfeld associator.
Recall that the Lie algebra t2 is 1-dimensional, generated by t12, and that FM 2(2) =
S1.

Lemma 3. On FM 2(2) = S1 we have A = t12 dφ/2π.

Proof. The inverse of the isomorphism µ : t2 → H•(CG(2)) is easily seen to be
given by 12 7→ t12, any other graph 7→ 0. �

Proposition 4. The holonomy of A along the line (12)3→ 1(23) in FM 2(3) is a
Drinfeld associator.

Proof. Follows immediately from Lemma 3 and from compatibility of the flat con-
nection A with the operad structure. �

This Drinfeld associator will be denoted as ΦAT .

5. Special derivations and 3-valent trees

In this section we prove that the connection A is equal to a somewhat simpler
connection introduced by Alekseev and Torossian in [2]. It is not important for the
rest of the paper.

Notice that the DGCA ∗Graphs(n) has an increasing filtration by the number of
internal loops (loops not passing through external vertices). In particular, graphs
without internal loops span a sub-DGCA of ∗Graphs(n).
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Dually, we have a decreasing filtration F on CG(n) by the number of internal
loops. Let

CGtree(n) = CG(n)/F 1CG(n).

It is spanned by internally connected graphs without internal loops; we shall call
such graphs internal trees.

CGtree(n) inherits an L∞ structure from CG(n) so that the projection CG(n)→
CGtree(n) in an L∞ morphism. The differential and the brackets in CGtree(n) are
thus the same as in CG(n), followed by throwing away all graphs with internal
loops.

Splitting an internal vertex doesn’t change the number of internal loops, while
splitting an external vertex increases it. The differential in CGtree(n) is thus given
by splitting internal vertices.

Notice that CGtree(n)k = 0 if k > 0 and that CGtree(n)0 is spanned by internal
trees with 3-valent internal vertices. CGtree(n)−1 is spanned by internal trees with
one 4-valent internal vertex and with the other internal vertices 3-valent.

H0(CGtree(n)) = CGtree(n)0/d CGtree(n)−1

is thus spanned by 3-valent internal trees, modulo the IHX relation coming from
splitting internal 4-valent vertices. This Lie algebra is known as sdern, and can be
identified with the Lie algebra of derivationsD of the free Lie algebraL(X1, . . . , Xn),
such that DXk = [ak, Xk] for some ak ∈ L(X1, . . . , Xn) (k = 1, . . . , n) and
D(X1 + · · · + Xn) = 0. More details about sdern can be found in [3] (where it
is called F(X1, . . . , Xn)) and in [1, 2].

The Lie algebra morphism tn → sdern, H
0(CG(n))→ H0(CGtree(n)), is injective,

as proved in [1].
For X ∈ CG(n) let 〈X〉 be its projection to H0(CGtree(n)) (that is, we throw

away all graphs which are not 3-valent internal trees, and mod out by the IHX
relation). This projection is clearly an L∞ morphism.

The projection 〈α〉 of the Maurer-Cartan element α defined by (2) is

〈α〉 =
∑

Γ

Γ⊗ 〈Γ〉,

where the sum can be restricted to 3-valent internal trees. I(〈α〉) is then a ŝdern-
valued flat conection on FM 2(n). This is how Alekseev and Torossian define their

ŝdern-valued connection in [2]. Since I(〈α〉) is the image of A under the inclusion

t̂n → ŝdern, H
0(ĈG(n)) → H0(ĈGtree(n)), we proved that their connection takes

values in t̂n ⊂ ŝdern.

5.1. A remark on the spectral sequence and kv. Let us examine more closely
the spectral sequence Ep,qr , associated to the above filtration by internal loop num-
ber on CG(n). Since CG(n) splits into a sum of finite dimensional subcomplexes
CG(n)(k), this sequence converges to H(CG(n)) = tn.

1 Since the L∞ structure on
CG(n) is compatible with the filtration, one obtains dg Lie algebra structures on
the convergents E•,•

r for r ≥ 1.

1More precisely, tn
∼= E0,0

∞ , since the generators tab are mapped to E0,0
∞ under the morphism

µ from Proposition 2, and this subspace is closed under brackets. Alternatively, one can use that

the explicit projection from Lemma 9 factors through E0,0
0

.
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As seen above, one can identify E0,0
1
∼= sdern. Furthermore consider E1,2

1 . It
consists of one-loop graphs with only trivalent internal vertices, modulo IHX (“Ja-

cobi”) relations. The differential in E1 maps d1 : E0,0
1 → E1,2

1 . Recall the following
definition from [1]. Let R〈x1, . . . , xn〉 be the free associative algebra in n generators.
Define the vector space

trn = R〈x1, . . . , xn〉/ [R〈x1, . . . , xn〉,R〈x1, . . . , xn〉] .

Denote the projection map by tr : R〈x1, . . . , xn〉 → trn. A. Alekseev and C.
Torossian [1] define a map

div : sdern → trn .

They show that the kernel kvn := ker(div) is a Lie algebra.

Proposition 5. There is an injective map

E1,2
1 →֒ trn

such that div factors through E1,2
1 .

sdern

E1,2
1 trn

d1 div

It follows in particular that E0,0
2
∼= kvn.

The map is constructed as follows. Let [Γ] ∈ E1,2
1 be given. Wlog. we can

assume that the representative Γ is such that the loop passes through all internal
vertices. Pick a cyclic ordering of the loop and denote the internal vertices (in that
order) v1, . . . vk. Let mj be the unique external vertex that vj is connected to. The
map is then

[Γ] 7→ ±
(
tr(xm1

· · ·xmk
)− (−1)ktr(xmk

· · ·xm1
)
)
.

The sign is “+” if the edges are ordered as indicated in the picture.

m1 m2

m3m4

1

3

5

7

2

4

6

8

Proof of Proposition 5. One first proves the proposition for graphs of the following
form.2

1 2

34

2The example is for n = 4, the generalization to n 6= 4 should be clear.
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For these graphs, it is a simple calculation which we omit. The general case can be
obtained from this one by identifying some of the external vertices. More concretely,
both div and d1 are sums of terms which correspond to splitting off a pair of external
edges. For each such term, the combinatorics the same as in the above special
case. �

6. Two proofs of formality of the little discs operad

In this section we briefly and loosely recall the proofs of the formality of FM2

given by Kontsevich and Tamarkin.

6.1. Kontsevich’s proof. M. Kontsevich constructs the following chain of quasi-
isomorphisms

(3) C(FM2) ←֓ C(sa)(FM2)→ Graphs ∼= B(CG)← H(t) .

Here the operad of semi-algebraic chains C(sa)(FM2) is the suboperad of C(FM2)
given by chains which can be described by algebraic inequalities, see [6, 5] for
details. The object H(t) is the Lie algebra cohomology of t with trivial coefficients.
It is well-known that H(t) ∼= H(FM2). The middle arrow is defined as

c ∈ C(sa)
n (FM2) 7→

n∑

k=0

∫

c

I(α) ∧ · · · ∧ I(α)︸ ︷︷ ︸
k×

where I(α) is the CG-valued connection described in section 4. The right hand
arrow in (3) is dual to the morphism described in Proposition 1.

6.2. Tamarkin’s proof. Let FM1 be the operad of cofigurations of points on
the line (Stasheff’s associahedra). Let PaP be the dimension 0 boundary strata
(corners) of FM1.

3 Obviously, we have maps

PaP →֒ FM1 →֒ FM2

where the right one maps embeds FM1 as configurations on the real axis. Denote
the image of PaP under the composition of the two maps above also by PaP ,
abusing notation.

Definition 1. Let π(FM2) be the operad of fundamental groupoids of FM2. The
operad of groupoids PaB ⊂ π(FM2) (parenthesized braids) is the sub-operad of
groupoids consisting of path with endpoints in PaP .

PaB is generated under the operad maps and groupoid composition by the well-
known “X” and “associator” moves in PaB(2) and PaB(3) respectively:

Since FM2 is K(π, 1), the classifying spaces of π(FM2) and PaB are both homo-
topic to FM2. In particular, the operad of chains of FM2 and of the nerves of
π(FM2) and PaB are quasiisomorphic. Concretely, there are quasi-isomorphisms

CN (PaB) →֒ CN (π(FM2))← C(FM2)

3PaP stands for “Parenthesized Permutations”.
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where the right arrow maps a topological n-chain, say f : Nn → FM2, to the chain

(f(γ1), f(γ2), . . . , f(γn))

where γj is the path along the edge of the simplex Nn connecting the (j − 1)-st
corner with the j-th.

Thus, to prove formality, it is sufficient to construct quasi-isomorphisms

CN (PaB)→ B(U t)← H(t) .

The right hand arrow is the same as in the previous subsection. The left hand
arrow is induced by a map of operads of groupoids from PaB to the group-like
elements in U t. On generators, it is given by mapping the “X” to et12/2 and the
“associator” to a Drinfeld associator Φ. In our case the associator will come from
a flat t-connection and the left map simply sends a path to holonomy along that
path.

6.3. A remark on homotopies between maps of operads. Our goal is to show
that Kontsevich’s and Tamarkin’s formality are homotopic, i.e., to show that the
two chains of quasi-isomorphisms can be connected by (homotopy) commutative
squares.

The notion of homotopy of maps

A B
f

g

can be defined for any model category, see [4], section 4. For this paper the following
“naive” notion of homotopy suffices: There exist a differentiable family of operad
maps Fλ : A→ B such that F0 = f , F1 = g and ∂λFλ = [d, hλ] where the homotopy
hλ is an operadic derivation.

7. A homotopy between the formality morphisms

7.1. A remark on forms, PA connections and holonomy. Let g be a Lie
or L∞ algebra. We will assume there is an (“auxiliary”) positive grading on g,
such that each grading component is finite dimensional. We will call such a Lie (or
L∞) algebra good. The good Lie algebras form a monoidal category with monoidal
product given by the direct sum ⊕.

Denote by ĝ the degree completion of g. Let M be a semi-algebraic set. A
flat g-connection on M is a Maurer-Cartan element in the dg Lie or L∞-algebra
ΩPA(M) ⊗̂ ĝ.

Now restrict to the case of g being a Lie algebra. In our case g = t and deg(tij) =
1. Let A be a flat g-connection on M and γ be a semi-algebraic path in M , i.e.,
a semi-algebraic map γ : [0, 1] → M . Using the usual path-ordered exponential
formula, one can associate to γ an element P (γ) ∈ Ug,4 the holonomy along γ.
Concretely, it is given as

P (γ) =
∑

j≥0

∫

Nj

p∗j (A⊗ · · · ⊗A)

4Note that we always use the completed universal enveloping algebra.
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where Nj is the j-simplex, pj is the composition of semi-algebraic maps

pj : N
j →֒ [0, 1]j

γj

→Mn

and
∫

is the canonical pairing between PA forms and semi-algebraic chains.

7.2. A homotopy of operad maps. Let Nn be the geometric n-simplex as before.
The Nn assemble, with the usual coface and codegeneracy maps to a cosimplicial
space N. Let g be a good Lie or L∞ algebra as before and Conn(N, g)n be the set
of g-valued flat connections on Nn. These sets assemble to a simplicial set with face
and degeneracy maps the pullback maps of the coface and codegeneracy maps of
N. There is a natural product operation inherited from the product (sum) of Lie
algebras

⊕ : Conn(N, g)× Conn(N, g′)→ Conn(N, g⊕ g′) .

The assignment g→ Conn(N, g) is functorial and preserves the product. It follows
that, if g carries an operad structure, Conn(N, g) is a simplicial object in the cat-
egory of operads. In particular, this applies to the cases g = CG,TCG and g = t

we are interested in. Note that by the shuffle maps this implies that the space of
chains CConn(N, t) also inherits an operad structure.

There is a natural map

K : CConn(N, g)→ B(g)

mapping a connection with connection form A to

(4) K(A) =
∑

k≥0

∫

N

A⊗ · · · ⊗A︸ ︷︷ ︸
k×

.

It can be easily checked that this map commutes with the differential and preserves
the product structures. Hence, if g has an operad structure, K commutes with
operadic compositions.

Assume now that g is a Lie algebra. Denote by Bs(Ug) the simplicial space
whose normalized chain complex is the bar construction, B(Ug) = CnormBs(Ug).
Then one can define a simplicial map

T : Conn(N, g)→ Bs(Ug)

A ∈ Conn(Nn, g) 7→ P (γ1)⊗ · · · ⊗ P (γn)

where P (γj) is the holonomy of the connection along the edge γj of the simplex,
connecting the (j − 1)-st to the j-th corner. One can check that the map T re-
spects the simplicial structures and the product. Applying the chains functor C
one obtains a map CConn(N, g) → B(Ug) that we will also denote by T abusing
notation. Since the chains functor is monoidal, this map T respects both differ-
entials and products and hence also the operadic compositions if g comes with an
operad structure. Our goal in this subsection is to show that the two maps K and
T are homotopic.

To do this, we will need some notation. For a semi-algebraic set M and g as
above consider the simplicial (dg) module ΩPA(M,Bs(Ug)) = Bs(Ug) ⊗̂ ΩPA(M)
of differential forms on M with values in the simplicial module B(Ug).

Lemma 4. The assignment (M, g) → ΩPA(M,Bs(Ug)) is functorial in M and g

and monoidal in g.

Proof. It is easy to see. �
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In particular, taking chains one obtains a monoidal functor CΩPA(M,Bs(Ug)) =
ΩPA(M,B(Ug)) from good Lie algebras to dg Vector spaces. The main result is
the following.

Proposition 6. Let I = [0, 1] be the unit interval. There is a natural transforma-
tion (in g)

CConn(N, g)→ ΩPA(I, B(Ug))

respecting the monoidal structures. Furthermore the compositions with restrictions
to the endpoints of I

CConn(N, g)→ ΩPA(I, B(Ug)) ⇉ B(Ug)

agree with the functors K and T from above.

In particular, in the case g = t, ΩPA(I, B(U t)) becomes an operad.

Lemma 5. The operad ΩPA(I, B(U t)) is a path object (see [4], section 4) for the
operad B(U t).

Proof. It is more or less clear. There are natural maps B(U t)→ ΩPA(I, B(U t))→
B(U t) × B(U t), given by the inclusion as constant 0-form and the restriction to
the endpoints respectively. The compositions with the two projections B(U t) ×
B(U t) ⇉ B(U t) are both the identity, of course. It remains to show that B(U t)→
ΩPA(I, B(U t)) is a quasi-isomorphism. This follows from the Poincaré Lemma for
PA forms, proven in [5]. �

Corollary 7. The operad maps

K,T : CConn(N, t)→ B(U t)

are homotopic.

Proof. The homotopy can be realized by the quasi-isomorphisms of operads

CConn(N, t)→ ΩPA(I, B(U t)) ⇉ B(U t).

�

7.3. The proof of Proposition 6. We will construct a sequence of natural trans-
formations, each compatible with the monoidal structure (the notations will be
explained below):
(5)

CConn(N, g) C(diag(Conn(N ⊠ N× I, g))) C(Conn(N ⊠ N× I, g))

CΩPA(N× I, B(Ug)) ΩPA(I, B(U t))

χ∗

AW

ψ

R

The (monoidal) functors occuring are as follows: Denote by N ⊠ N the co-
bisimplicial space whose objects are products of simplices. Let again I = [0, 1]
be the unit interval. We denote by N ⊠ N × I the co-bisimplicial space whose
objects are products of two simplices and I. The coface and codegeneracy maps
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ignore I.5 Similarly to the construction in the last subsection, we define a bisim-
plicial object Conn(N ⊠ N × I, g), and this assignment functorial and monoidal in
g.

The first map in the big diagram above comes from the map of simplicial spaces

χ∗ : Conn(N, g)→ diag(Conn(N ⊠ N× I, g))

which maps a connection A on Nn to the pullback χ∗
nA under the map

χn : N
n × N

n × I → N
n

(s0, . . . , sn, t0, . . . , tn, λ) 7→ ((1− λ)s0 + λt0, . . . , (1− λ)sn + λtn) .

Since χ respects the cosimplicial structures, χ∗ is a simplicial map. Applying
the chains functor we obtain a map of complexes, abusively also denote by χ∗. This
map respects products by monoidality of the chains functor.

Next, the map

AW : C(diag(Conn(N ⊠ N× I, g)))→ C(Conn(N ⊠ N× I, g))

is the Alexander-Whitney map. It is shown in Appendix A that this map respects
products.

Next consider the bisimplicial module Ω(N × I, Bs(Ug)) of differential forms
on N × I with values in the simplicial space Bs(Ug) (remember that BU(g) =
CnormBs(Ug)). We can take the chains with respect to the first simplicial structure
(that on N) only and obtain a simplicial (dg) module

CNΩ(N× I, B(Ug))

where CN denotes the chains functor, applied to the N-simplicial structure. Let
∫

be the map of simplicial (dg) modules
∫

: CNΩ(N× I, Bs(Ug))→ ΩPA(I, Bs(U t))

obtained by fiber integration over N. It follows from Stokes’ theorem that this map
respects the differentials, and from Fubini’s Theorem that it respects the monoidal
structures. By applying the normalized chains functor, we obtain the last arrow in
(5).

The most difficult map in the above diagram is the map ψ. Take the normalized
chains of Ω(N× I, Bs(Ug)) with respect to the second simplicial structure (that on
Bs(Ug)) only and obtain the simplicial (dg) module

Ω(N× I, B(Ug)) .

The map ψ will be induced by a map of simplicial modules

ψ : ClN(Conn(N ⊠ N× I, g))→ Ω(N× I, B(Ug))

where ClN means taking the chains wrt. the simplicial structure on the left N-factor.
It will be sufficient to construct a transformation

Ψ: CConn(N×M, g)→ Ω(M,B(Ug))

natural in semi-algebraic setsM and good Lie algebras g and respecting the monoidal
structure in g. At the end, we will set M = N×I and obtain a map that is simplicial
by functoriality in M .

5The unsatisfied reader may view I as the co-bisimplicial space with all objects Ip,q = I and

all coface and codegeneracy maps the identity. Then N ⊠ N× I := (N ⊠N) ×bi I.
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To define Ψ, we will need some more notation. Let A be a flat connection on
Nn × M . Let y0, . . . , yn be the corners of Nn, in the usual ordering. Let Pj =
Pj(x), 1 ≤ j ≤ n, be the function (0-form) on M with values in Ug, which is
the holonomy along a path connecting the point (yj−1, x) to (yj , x). Let Ai =
A(yi, x) ∈ Ω1

PA(M, g), 0 ≤ i ≤ n, be the restriction of the connection 1-form A to
the subspace {yj} ×M . The map Ψ is then defined as

Ψ(A) :=
∑

k0,..,kn≥0

(−1)σ A0 ⊗ ...⊗A0︸ ︷︷ ︸
k0×

⊗P1⊗A1 ⊗ ...⊗A1︸ ︷︷ ︸
k1×

⊗P2⊗· · ·⊗Pn⊗An ⊗ ...⊗An︸ ︷︷ ︸
kn×

.

Here the sign in front is the sign of the shuffle permutation moving all A’s to the
right of all P ’s.

Lemma 6.

−dΨ(A) + bΨ(A) = Ψ(∂A)

where b is the differential on B(Ug) and ∂ the differential on CConn(M × N, g)).

Before we begin the proof, a note on signs is in order. For a simplicial dg
module V , i.e., a simplicial object in dg vector space, we define the chains CV to
be the graded vector space ⊕k≥0Vk with differential d+ δ, where δ is the simplicial
differential and d acts on Vk as (−1)kdint, with dint being the (internal) differential
on the complex Vk. A similar sign occurs in the shuffle map relating the chains of a
product of simplicial dg modules C(V ×V ′) to the product of chains C(V )⊗C(V ′).

Proof. Compute the left hand side. Consider the N -th position in the tensor prod-
uct. The d produces terms · · ·⊗dAj⊗· · · , picking up a sign (−1)N−1−j from jump-
ing over the other A’s. On the other hand, the b will produce a term · · ·⊗AjAj⊗· · ·
coming with the same sign. These terms together cancel by flatness of the connec-
tion. Similarly, the terms · · · ⊗ dPj ⊗ · · · , · · · ⊗Aj−1Pj ⊗ · · · and · · · ⊗ PjAj ⊗ · · ·
cancel by the defining equation for holonomy

dPj = PjAj −Aj−1Pj .

If one of the kj = 0, there occur terms · · · ⊗ Pj−1Pj ⊗ · · · , or P1 ⊗ · · · , · · · ⊗ Pn−1.
These terms together produce the right hand side of the equation in the lemma.
Here one has to use again that the connection is flat and hence Pj−1Pj is the
holonomy along the edge connecting (yj−2, x) to (yj , x). �

Similarly, one proves the following

Lemma 7. Ψ is compatible with the monoidal structure.

To prove Proposition 6, it remains to show that the compositions of the mor-
phisms in 6 with the restrictions to the endpoints of the interval indeed yields the
morphisms K and T . Let us start with a flat connection A ∈ CConn(N, g) on
the left. At the endpoints of I, the map χ will be the projection onto the left or
right factor of N × N, so that the pulled back connection will be trivial along the
respective other factor. This fact is not changed by the Alexander Whitney map.
Hence in the definition of Ψ above, either the A’s all vanish or the P ’s are all 1,
which is equivalent to 0 in the normalized complex. These extremes yield exactly
the maps T and K. �
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7.4. M. Kontsevich’s and D. Tamarkin’s formality are homotopic. In this
section we assemble the pieces above to prove statement 4 of Theorem 1. First note
that Kontsevich’s quasi-isomorphism factors through CConn(N,TCG).

C(FM2) C(sa)(FM2) Graphs H(t)

CConn(N,TCG)

Secondly, there is a commutative diagram

CConn(N,TCG) CConn(N, t)

Graphs B(TCG) B(t) B(U t)

H(t)

K

Here K is the map from eqn. (4).
On the other hand, Tamarkins formality fits into a commutative diagram

C(FM 2) CConn(N, t)

CNπ(FM 2) B(U t) H(t)

CNPaB

T

Hence at the end it suffices to prove that the diagram

CConn(N, t) B(U t)

K

T

is homotopy commutative. However, this has been shown in Corollary 7. �

Appendix A. Compatibility of Alexander Whitney map with products

A.1. Preliminaries on shuffles. An (m,n)-shuffle (µ, ν) ∈ sh(m,n) is a bijection
[m]∪[n]→ {0, . . . ,m+n−1} preserving separately the order on the first and second
summand on the left. We will write µ1 = µ(1) etc. Let 0 ≤ P ≤ m + n. To each
(m,n)-shuffle (µ, ν) one can assign numbers

pa = #{j | 0 ≤ µj < P}

pb = #{j | 0 ≤ νj < P} .
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Obviously, pa + pb = P and for each P the set of shuffles splits into the disjoint
union of sets of shuffles having equal pa, pb, i.e., sh(m,n) = ⊔pa+pb=P sh(m,n)pa,pb

.
Hence the following Lemma is clear.

Lemma 8. (1) ⊔0≤P≤m+nsh(m,n) = ⊔pa,pb
sh(m,n)pa,pb

(2) There is a bijection sh(pa, pb) × sh(qa, qb) → sh(m,n)pa,pb
, where qa =

m− pa, qb = n− pb. Concretely it is given by the map

(µ1, ν1)× (µ2, ν2) 7→





i ∈ [pa] ⊂ [m] 7→ µ1(i)

i ∈ {pa + 1, . . . ,m} ⊂ [m] 7→ µ2(i− pa) + pa + pb

j ∈ [pb] ⊂ [n] 7→ ν1(j)

j ∈ {pb + 1, . . . , n} ⊂ [n] 7→ ν2(i− pb) + pa + pb

(3) The bijection above is compatible with signs in the sense that if (µ1, ν1) ×
(µ2, ν2) 7→ (µ, ν), then

sgn(µ, ν) = sgn(µ1, ν1)sgn(µ2, ν2)(−1)qapb .

A.2. Simplicial and bisimplicial Objects. As usual, we denote the simplicial
category by ∆. A simplicial object in a category C is a functor ∆op → C, and a
bisimplicial object is a functor ∆op×∆op → C. We denote the category of simplicial
objects in C by Cs and that of bisimplicial objects by Cbi. Restriction to the diagonal
defines a functor

diag : Cbi → Cs .

The product on categories yields a product Cs × Cs → (C × C)bi. Assume now that
C is monoidal with product ⊗. Then composing the above map with ⊗ yields a
product

⊠ : Cs × Cs → Cbi .

Composing again with the diagonal functor yields a product

× : Cs × Cs → Cs

which makes Cs into a monoidal category. Similar reasoning holds for Cbi, whose
monoidal product we denote by ×bi. It is easily checked that the functor diag is
monoidal.

A.3. The Alexander-Whitney and shuffle maps. There is a diagram

(6)

Cbi Cs

⇐
⇒

BiComplexes Complexes

diag

C• C•

Tot

AW

sh

.

It is not (1-)commutative, but there is a natural (quasi-)equivalence given by the
Alexander-Whitney and shuffle maps. Concretely, let A = ∪p,q≥0Ap,q be a bisim-
plicial object, with face maps di, δj and degeneracy maps si, σj . The Alexander-
Whitney and shuffle maps are then defined as
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AW : C•(diag(A))↔ C•(A) : sh

AW (a ∈ Cn(diag(A))) =
∑

p+q=n

d̄qδp0a

sh(a ∈ Cp,q(A)) =
∑

(µ,ν)∈sh(p,q)

sgn(µ, ν)sνσµa

where sν = sνq
· · · sν1 etc. The Eilenberg-Zilber Theorem asserts that these maps

are quasi-isomorphisms and inverse to each other.
Note that all objects (categories) in (6) are monoidal and the functors are

monoidal. For the chains functor (on Cs) this can be seen by extending the above
diagram on the left by the commutative diagram

Cs × Cs Cs

Complexes× Complexes BiComplexes

⊠

C• × C• C•

⊗

and noting that the upper horizontal composition is the monoidal product. A
similar consideration holds for the chains functor on Cbi.

The goal of this section is to prove the following proposition, which seems to be
known, but we could not find a good reference.

Proposition 8. The Alexander-Whitney map (the 2-cell in (6)) is compatible with
the monoidal structures, i.e., the following diagram is 2-commutative.

Cbi × Cbi Cs × Cs

⇐

⇐ Complexes ⇐

⇐

Cbi Cs

diag × diag

×bi ×

diag

AW⊗AW

bi-sh sh

AW

Proof. Let A,B be bisimplicial object, with face maps di, δj, d
′
i, δ

′
j and degeneracy

maps si, σj , s
′
i, σ

′
j . We want to show that the diagram

C(diag(A)) ⊗ C(diag(B)) C(A) ⊗ C(B)

C(diag(A) × diag(B)) ∼= C(diag (A×bi B)) C(A×bi B)

AW ⊗ AW

sh bi-sh

AW

commutes. Let a ∈ Cm(diag(A)) and b ∈ Cn(diag(B)). We want to show that

I := AW (sh(a⊗ b)) = bi-sh(AW (a) ⊗AW (b)) =: II .
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Compute the l.h.s.

I =
∑

P+Q=m+n

∑

(µ,ν)∈sh(m,n)

sgn(µ, ν)(d̄d̄′)Q(δ0δ
′
0)
P (sσ)νa⊗ (s′σ′)µb

=
∑

pa+qa=m
pb+qb=n

∑

(µ1,ν1)∈sh(pa,pb)

(µ2,ν2)∈sh(qa,qb)

sgn(µ1, ν1)sgn(µ2, ν2)(−1)qapb ×

× (d̄d̄′)Q(δ0δ
′
0)
P (sσ)ν2+P (sσ)ν1a⊗ (s′σ′)µ2+P (s′σ′)µ1b

=
∑

pa+qa=m
pb+qb=n

sgn(µ1, ν1)sgn(µ2, ν2)(−1)qapb ×

×
∑

(µ1,ν1)∈sh(pa,pb)

(µ2,ν2)∈sh(qa,qb)

d̄qasν1σν2δpa

0 a⊗ (d̄′)qbs′µ1(σ′)µ2 (δ′0)
pbb .

For the second equality we used the decomposition of the set of shuffles from Lemma
8. Within the sum we abbreviate P = pa + pb and Q = qa + qb. The third equality
follows from the relations

d̄Qsν2+P = d̄Q−qb = d̄qa δP0 σν2+P = σν2δP0 δP0 σν1 = δP−pb

0 = δpa

0

which are easily derived from the axioms for the face and degeneracy maps.
On the other hand, let us compute

II =
∑

pa+qa=m
pb+qb=n

(−1)qapb

∑

(µ1,ν1)∈sh(pa,pb)

(µ2,ν2)∈sh(qa,qb)

sgn(µ1, ν1)sgn(µ2, ν2)×

× sν1σν2 d̄qaδpa

0 a⊗ s′µ1(σ′)µ2(d̄′)qb(δ′0)
pbb

=
∑

pa+qa=m
pb+qb=n

∑

(µ1,ν1)∈sh(pa,pb)

(µ2,ν2)∈sh(qa,qb)

sgn(µ1, ν1)sgn(µ2, ν2)(−1)qapb ×

× d̄qasν1σν2δpa

0 a⊗ (d̄′)qbs′µ1(σ′)µ2(δ′0)
pbb .

Here we used that sν1 d̄qa = d̄qasν1 . Hence I = II. �

Appendix B. A combinatorial proof of Proposition 2 (sketch)

It is possible to prove Proposition 2 by elementary means, as sketched below.
It is well-known that the Lie algebra tn can be decomposed recursively into the
semidirect product of subalgebras

tn = tn−1 ⋉ freen−1 .

Similarly, there is a decomposition

CGn = CGn−1 ⋉ Fn−1 .

Here Fn−1 is the sub-L∞ algebra consisting of those graphs connected to the n-th
external vertex. There is a map

π : Fn−1 → freen−1

by (i) projecting onto internal trivalent trees with only one edge connecting to the
external vertex n and (ii) interpreting the tree as a Lie tree in tjn, with vertex n
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being the root and a leave edge connecting to vertex j corresponding to one copy
of tjn. For example, the following graph would be mapped to [t13, [t13, t23]].

1

2 3

Lemma 9. π is an (L∞-) quasi-isomorphism.

Corollary 9. H(CGn) ∼= tn and Proposition 2 holds.

Proof of the Corollary. By Lemma 9 we have a quasi-isomorphism of vector spaces.
It remains to show that it is compatible with the Lie algebra structure in homology.
This in turn is easily seen if one chooses as representatives of cohomology classes
Lie words in the ab. �

The following rather elementary Lemma is needed in the proof of Lemma 9.

Lemma 10. Let CE≥2(freen) = ⊕j≥2CEj(freen) be the truncated Chevalley-Eilenberg
complex. Then

H•(CE≥2(freen))
∼=

{
free+n for • = 2

0 otherwise

Here free+n consists of Lie words with at least one bracket.

Proof. It follows from the well-known fact that H•(freen)
∼= R

n[−1]. �

Proof of Lemma 9. The proof is an adaptation of that in [8]. Consider a decom-
position of Fn−1 = Fn−1(1) ⊕ Fn−1(≥ 2), where Fn−1(1) are those graphs having
exactly one edge incident on vertex n, and Fn−1(≥ 2) are those graphs having two
or more. Take the spectral sequence. The first term will be Fn−1(1)disc consisting
of graphs that become disconnected after contracting the edge at vertex n. Let v
be the vertex on the other end of the edge connecting to vertex n. If v is external
the graph consists of one edge and we are done. Now assume v is internal. Take
another grading by the number of internally connected components that remain
after deleting v. The first term in the spectral sequence will be isomorphic to

(∧≥2Fn−1, δ)

with δ the differential on the Fn−1. By an induction argument, e.g. on the number
of vertices, the cohomology can be assumed to be

∧≥2freen−1
∼= CE≥2(freen−1) .

The next differential in the spectral sequence is the CE differential and hence the
result follows from Lemma 10. �
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