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#### Abstract

A parabolic rational map of the Riemann sphere admits a nonatomic $h$-conformal measure on its Julia set where $h=$ the Hausdorff dimension of the Julia set and satisfies $1 / 2<h<2$. With respect to this measure the rational map is conservative, exact and there is an equivalent $\sigma$-finite invariant measure. Finiteness of the measure is characterised. Central limit theorems are proved in the case of a finite invariant measure and return sequences are identified in the case of an infinite one. A theory of Markov fibred systems is developed, and parabolic rational maps are considered within this framework.


## 0. Introduction

In this paper we study parabolic rational maps on $\overline{\mathbb{C}}$, the Riemann sphere. More specifically, we consider the ergodic theory of such maps with respect to conformal measures on their Julia sets. The nonsingular transformations involved turn out to be Markov fibred systems. We develop a theory of Markov fibred systems based on, and generalising [33], which also applies to some Markov shifts and Markov maps of the interval.

A rational map $T: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ of degree $\geq 2$ is called parabolic if the restriction $\left.T\right|_{J(T)}$ is expansive but not expanding in the spherical metric on $\overline{\mathbb{C}}$ (see [14]). Equivalently (see [15]), $J(T)$ contains no critical point of $T$, but contains rationally indifferent periodic points. For example, a Blaschke product (i.e., a rational inner function on the unit disc (see [1])) with an indifferent fixed point is a parabolic rational map whose Julia set is contained in the unit circle $S^{1}$ (§9).

Let $t \geq 0$. A probability measure $m$ on $J(T)$ is called $t$-conformal for $T:: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ if

$$
m(T(A))=\int_{A}\left|T^{\prime}\right|^{t} d m
$$

for every Borel set $A \subset J(T)$ such that $\left.T\right|_{A}$ is injective (see [34]).
It turns out (Theorem 8.7) that, for $h=$ the Hausdorff dimension of $J(T)$, the unique $h$-conformal measure for $T$ is nonatomic. This result is obtained

[^0](Theorem 8.4) by analysing the asymptotic behaviour of inverse branches in small neighbourhoods of indifferent periodic points using the flower theorem. This analysis also gives improved estimates for $h$ (Theorems 8.5 and 8.8), in particular $1 / 2<h<2$. Existence of an $h$-conformal measure was established in [15], and it was shown in [14] to be unique, if nonatomic.

Let $T: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ be a parabolic rational map and $m$ its $h$-conformal measure. It is known (see [14]), that there is a topological Markov partition (see [31])) with respect to which $(J(T), m, T)$ is a fibred system. Also (see [14]), $T$ is ergodic and has a $\sigma$-finite invariant measure $\mu$ equivalent to $m$. We show in addition that $T$ is conservative and exact, and characterise finiteness of $\mu$ in terms of $h$ and the Taylor expansion around indifferent periodic points.

For $\omega$ a rationally indifferent periodic point and $q \in \mathbb{N}$ such that $T^{q}$ fixes $\omega$ with unit derivative, the Taylor expansion of $T^{q}$ around $\omega$ is of the form $z+a(z-\omega)^{p+1}+\cdots$, where $p=p(\omega)=p(\omega, q)$ does not depend on $q$. Let

$$
\alpha=\min _{\omega} \frac{p(\omega)+1}{p(\omega)} h
$$

Because of the existence of the nonatomic $h$-conformal measure we obtain $1<\alpha<4$. The invariant measure $\mu$ is finite if and only if $\alpha>2$. For example, if $h \leq 1$ (in particular for the parabolic Blaschke products) then $\mu$ is infinite. For the polynomials $z \mapsto z+z^{2}, z \mapsto z-z^{2}$, and $z \mapsto z^{2}+1 / 4$ the measure $\mu$ is finite (see $\S 9$ ).

In case the measure is finite we derive the central limit theorem for partial sums of Hölder continuous functions which vanish on neighbourhoods of the rationally indifferent periodic points (Theorem 9.12). This is derived using weak dependence structures of an auxiliary transformation (the jump transformation of [33]).

In case the measure is infinite then $T$ has Darling-Kac sets with continued fraction mixing return time processes and return sequences of the form $\left\{n^{\alpha-1}\right\}_{n}$ for $1<\alpha<2$ and $\left\{\frac{n}{\log n}\right\}_{n}$ for $\alpha=2$ (Theorem 9.11). The existence of Darling-Kac sets, and regularly varying return sequence implies (see $[2,3])$ convergence in distribution of normalized ergodic sums, and, in case the return time process is continued fraction mixing, we also have (see [4-6]) laws of the iterated logarithm for the ergodic sums. These and additional results are stated in detail (with definitions) in $\S 1$, which is a brief overview of the relevant ergodic theory for nonsingular transformations.

Fibred systems have been studied in [33] and [36] with application to piecewise onto transformations of the interval and multidimensional versions have been studied in [38]. As mentioned above, parabolic rational maps are Markov fibred systems (see [14]), as are Markov shifts and Markov maps of the interval. In $\S \S 2-7$ we develop the basic ergodic theory of these maps, extending [33] and [36], using Schweiger's relaxation of the Renyi property (see [30]).

An irreducible Markov fibred system with the Schweiger property is either totally dissipative or conservative ergodic (Theorem 2.5). A conservative, irreducible Markov fibred system with the Schweiger property has a $\sigma$-finite invariant measure and Darling-Kac sets with continued fraction mixing return time processes (Theorem 3.1), has wandering rates (Lemma 4.2), and is exact, if aperiodic (Theorem 3.2).

The fibred systems corresponding to parabolic rational maps (parabolic fi-
bred systems) are studied in $\S \S 5-7$. Proposition 5.6 provides the information necessary to use the analysis of the asymptotic behaviour of inverse branches in small neighbourhoods of indifferent periodic points using the flower theorem to identify wandering rates. Whence the characterisation of finiteness of the invariant measure, and calculation of the return sequences in case this measure is infinite. In $\S \S 6$ and 7 we prove central limit theorems for aperiodic, parabolic fibred systems with finite invariant measures.

In $\S 9$, we show that parabolic rational maps are indeed parabolic fibred systems (Theorem 9.1). This enables application of $\S \S 5-7$ for parabolic rational maps, except for two last things: continuity of the invariant density for the jump transformation and continued fraction mixing with exponential rates. These last two things are provided by Theorem 9.6.

## 1. Ergodic theory of noninvertible transformations

In this section, for the convenience of the reader, we collect without proof some results on noninvertible nonsingular transformations of a Lebesgue probability space $(X, \mathscr{F}, m)$. The proofs of most of the results can be found in [29, 2-7].

Let $T: X \rightarrow X$ be a measurable transformation (that is, $T^{-1} A \in \mathscr{F} \forall A \in$ $\mathscr{F}$ ). The transformation $T$ is called nonsingular if $m \circ T^{-1} \sim m$, that is, for $A \in \mathscr{F}$,

$$
m\left(T^{-1} A\right)=0 \Leftrightarrow m(A)=0
$$

The transformation $T$ is called nonsingular on $A \in \mathscr{F}$ if $T A \in \mathscr{F}$ and, for $B \in \mathscr{F} \cap T A$,

$$
m\left(A \cap T^{-1} B\right)=0 \Leftrightarrow m(B)=0
$$

The transformation $T$ is called invertible on $A \in \mathscr{F}$ if $T$ is $1-1$ on $A$, $T A \in \mathscr{F}$, and $T^{-1}: T A \rightarrow A$ is measurable. The transformation $T$ is called invertible if $T$ is invertible on $X$.

If $T$ is nonsingular and invertible, then clearly so is $T^{-1}$.
Suppose that $T$ is a nonsingular transformation of $X$. A set $W \in \mathscr{F}$ is called a wandering set (for $T$ ) if the sets $\left\{T^{-n} W\right\}_{n=0}^{\infty}$ are disjoint. It is not hard to show using an exhaustion argument that there is a set $X_{d} \in \mathscr{F}$ with the properties

$$
\begin{gathered}
\forall A \in \mathscr{F} \cap X_{d}, \quad m(A)>0, \\
\exists \text { a wandering set } W \subseteq A \ni m(W)>0,
\end{gathered}
$$

and

$$
W \in \mathscr{F} \text { a wandering set } \Rightarrow m\left(W \backslash X_{d}\right)=0
$$

The set $X_{d}$ is uniquely defined up to measure zero. It also satisfies $T^{-1} X_{d} \subseteq$ $X_{d} \bmod m$, since, if $W$ is a wandering set then so is $T^{-1} W$. The set $X_{d}$ is called the dissipative part of $T$, and in case $m\left(X \backslash X_{d}\right)=0$, the transformation $T$ is called (totally) dissipative.

The set $X_{c}:=X \backslash X_{d}$ is called the conservative part of $T$, and $T$ is called conservative if $m\left(X_{d}\right)=0$. The set $X_{c}$ satisfies $T^{-1} X_{c} \supseteq X_{c} \bmod m$. It can be shown that for a set $A \in \mathscr{F} m(A)>0$,

$$
A \subseteq X_{c} \bmod m \Leftrightarrow \sum_{n=1}^{\infty} 1_{B} \circ T^{n}=\infty \quad \text { a.e. on } B \quad \forall B \in \mathscr{F} \cap A, m(B)>0
$$

and that $T: X_{c} \rightarrow X_{c}$ is a (conservative) nonsingular transformation (when $\left.m\left(X_{c}\right)>0\right)$.

The conservative part of a power of $T$ is the same as that of $T \bmod m$.
If $\exists q \in \mathscr{P}(X), q \circ T^{-1}=q \sim m$, then clearly there can be no wandering sets with positive measure, whence $m\left(X_{d}\right)=0$ and $T$ is conservative. Here, and throughout, $\mathscr{P}(X)$ denotes the collection of probabilities on $(X, \mathscr{F})$.

In case $T$ is invertible, the conservative and dissipative parts of $T$ can be chosen to be $T$-invariant. For noninvertible, nonsingular transformations, this is not necessarily the case, as illustrated by the following
Example. Let $X=[0,1), m$ be Lebesgue measure, and $T: X \rightarrow X$ be defined by

$$
T x= \begin{cases}2 x, & x \in[0,1 / 4) \\ 2 x-1 / 2, & x \in[1 / 4,1 / 2) \\ 2 x-1, & x \in[1 / 2,1)\end{cases}
$$

Here, $X_{c}=[0,1 / 2]$ and $X_{d}=[1 / 2,1] \bmod m$.
A nonsingular transformation $T$ is called ergodic if $A \in \mathscr{F}$ and $T^{-1} A=A$ mod $m$ implies $m(A) m\left(A^{c}\right)=0$. It is not hard to show that if $\left.T\right|_{X_{c}}$ is ergodic, then

$$
T \text { is ergodic } \Leftrightarrow \quad \bigcup_{n=1}^{\infty} T^{-n} X_{c}=X \quad \bmod m .
$$

In the example, it is well known that $\left.T\right|_{X_{c}}$ is ergodic, and, evidently,

$$
\bigcup_{n=1}^{\infty} T^{-n} X_{c}=X \quad \bmod m
$$

so $T$ is ergodic.
An invertible ergodic nonsingular transformation of a nonatomic measure space is necessarily conservative. The example shows that this is not necessarily the case for noninvertible, nonsingular transformations.

If $T$ is a conservative, ergodic nonsingular transformation and $\mu \ll m$ is a $\sigma$-finite $T$-invariant measure on $X$, then $\mu \sim m$. For nonconservative, ergodic transformations, this is not necessarily the case, as illustrated by the example, with Lebesgue measure restricted to the conservative part ( $0,1 / 2$ ) being $T$-invariant.

If $T: X \rightarrow X$ is nonsingular then $f \rightarrow f \circ T$ defines a linear isometry of $L^{\infty}(m)$ whose dual preserves $L^{1}(m)$. The restriction of this dual to $L^{1}(m)$ is known as the dual, or Frobenius-Perron or transfer operator, denoted by $\widehat{T}$, and defined by

$$
\int_{X} \widehat{T} f \cdot g d m=\int_{X} f \cdot g \circ T d m
$$

Note that the domain of definition of $\widehat{T}$ can be extended to all nonnegative measurable functions by the above formula.

It is not hard to see that for $f \in L^{1}(m), f>0$ a.e.

$$
\left\{x \in X: \sum_{n=1}^{\infty} \widehat{T}^{k} f(x)=\infty\right\}=X_{c} \quad \bmod m
$$

Also,
$T$ is conservative and ergodic

$$
\Leftrightarrow \sum_{n=0}^{\infty} \hat{T}^{n} f=\infty \quad \text { a.e. } \forall f \in L^{1}(m), \quad f \geq 0 \text { a.e., } \int_{X} f d m>0
$$

and, if $\mu \ll m$ and $\frac{d \mu}{d m}=h$, then

$$
\mu \circ T^{-1}=\mu \Leftrightarrow \widehat{T} h=h .
$$

A nonsingular transformation $T: X \rightarrow X$ is called exact if

$$
A \in \bigcap_{n=1}^{\infty} T^{-n} \mathscr{F} \Rightarrow m(A) m\left(A^{c}\right)=0
$$

Suppose $T$ is conservative and nonsingular, and let $A \in \mathscr{F}$, then $m$-a.e. point of $A$ returns infinitely often to $A$ under iterations of $T$, and in particular the return time function, defined for $x \in A$ by $\varphi(x):=\min \left\{n \geq 1: T^{n} x \in A\right\}$, is finite $m$-a.e. on $A$.

The induced transformation on $A$ (see [27]) is defined by

$$
T_{A} x=T^{\varphi(x)} x
$$

It is shown in [27] that $T_{A}$ is a nonsingular transformation of $\left(A, \mathscr{F} \cap A,\left.m\right|_{A}\right)$, and that

$$
\begin{gathered}
T \text { ergodic } \Rightarrow T_{A} \text { ergodic } \\
T_{A} \text { ergodic and } \bigcup_{n=1}^{\infty} T^{-n} A=X \bmod m \Rightarrow T \text { ergodic. }
\end{gathered}
$$

If, in the above situation, $\left.q \ll m\right|_{A}$ is a $T_{A}$-invariant measure, and the measure $\mu$ is defined on $X$ by

$$
\mu(B)=\sum_{k=0}^{\infty} q\left(A \cap T^{-k} B \backslash \bigcup_{j=1}^{k} T^{-j} A\right)=\int_{A} \sum_{k=0}^{\varphi-1} 1_{B} \circ T^{k} d q
$$

then (see [26]), $\mu \ll m$ and $\mu \circ T^{-1}=\mu$. The above formula is known as Kac's formula.

Let $(X, \mathscr{F}, \mu, T)$ be a conservative ergodic measure preserving transformation on a $\sigma$-finite nonatomic measure space. Let $\widehat{T}$ be the dual operator. A set $A \in \mathscr{F}$ with $0<\mu(A)<\infty$ is called a Darling-Kac set for $T$ if there exist constants $\left\{a_{n}>0\right\}_{n \geq 1}$ such that

$$
\lim _{n \rightarrow \infty} \frac{1}{a_{n}} \sum_{k=1}^{n} \widehat{T}^{k} 1_{A}=\mu(A)
$$

uniformly on $A$.
In this situation, it follows that (see [3, pp. 1044-1045]) the system is also pointwise dual ergodic:

There exist constants $a_{n}=a_{n}(T),(n \geq 1)$, such that

$$
\lim _{n \rightarrow \infty} \frac{1}{a_{n}(T)} \sum_{k=0}^{n-1} \widehat{T}^{k} f=\int_{X} f d \mu \quad \text { a.e. }
$$

for any $f \in L^{1}(X, \mathscr{F}, \mu, T)$.

The sequence $a_{n}(T)$ is uniquely determined up to asymptotic equality, and is called the return sequence of $T$. In case the return sequence turns out to be regularly varying with index $\alpha \in[0,1]$, the asymptotic behaviour of

$$
S_{n}(f)=\sum_{k=0}^{n-1} f \circ T^{k}
$$

can be described almost surely and in distribution as follows:
Theorem [7, Theorem 1]. Assume that $a_{n}(T)=n^{\alpha} h(n)$ is regularly varying with index $\alpha \in(0,1]$ or $\alpha=0$ and with $h(n) \sim \exp \left(\int_{1}^{t} \frac{\eta(t)}{t} d t\right)$, where $\eta$ is monotonic, $|\eta(t)| \downarrow 0$ as $t \uparrow \infty$, and $|\eta(t)| / \log t \rightarrow \infty$ as $t \rightarrow \infty$. Then for any function $f \in L^{1}(\mu)$

$$
\lim _{N \rightarrow \infty} \frac{1}{\log N} \sum_{n=1}^{N} \frac{1}{n a_{n}(T)} S_{n}(f)=\int_{X} f d \mu \quad \text { in measure }
$$

Theorem [2, Theorem 1]. Let $(X, \mathscr{F}, \mu, T)$ be pointwise dual ergodic with regularly varying return sequence $a_{n}(T)$ of index $\alpha \in[0,1]$. Then for any $f \in L_{+}^{1}(\mu)$ the sequence $S_{n}(f) / a_{n}(T)$ converges weakly to a random variable $Y_{\alpha} \int_{X} f d \mu$ where

$$
E\left(\exp \left(z Y_{\alpha}\right)\right)=\sum_{n=0}^{\infty} \frac{\Gamma(1+\alpha)^{n} z^{n}}{\Gamma(1+\alpha n)}
$$

for $z \in \mathbb{C}$ when $0<\alpha \leq 1$ and for $|z|<1$ when $\alpha=0$.
Here, "weak convergence" means that for any bounded continuous function $g:[0, \infty] \rightarrow \mathbb{R}, f \in L_{+}^{1}, q \in \mathscr{P}(X), q \ll m$, we have

$$
\int_{X} g\left(\frac{1}{a_{n}(T)} S_{n}(f)\right) d q \rightarrow E\left(g\left(Y_{\alpha} \mu(f)\right)\right)
$$

as $n \rightarrow \infty$, where $\mu(f)=\int_{X} f d \mu$. For $\alpha=0$ the variable $Y_{0}$ is clearly exponential and for $\alpha=1, Y_{1}=1$.

The almost sure behaviour of $S_{n}(f)$ for nonnegative integrable functions $f$ has been obtained in [4-7]. We repeat here the main results for completeness. Define for $0<\alpha<1$

$$
K_{\alpha}=\frac{\Gamma(1+\alpha)}{\alpha^{\alpha}(1-\alpha)^{1-\alpha}} .
$$

The stochastic process $\left\{f \circ S^{k}\right\}_{k \geq 1}$, where $(\Omega, \mathscr{F}, P, S)$ is a measure preserving transformation, is called continued fraction mixing if
$\exists c \in \mathbb{R}_{+} \ni P\left(A \cap S^{-n} B\right) \leq c P(A) P(B) \quad \forall n \in \mathbb{N}, A \in \sigma\left\{f \circ S^{k}\right\}_{k=0}^{n-1}, B \in \mathscr{F}$ and,

$$
\exists n_{1} \in \mathbb{N},\left\{\varepsilon_{n}\right\}_{n \geq n_{1}}, \quad \varepsilon_{n} \rightarrow 0 \text { as } n \rightarrow \infty
$$

such that

$$
\begin{gathered}
\forall n \in \mathbb{N}, A \in \sigma\left\{f \circ S^{k}\right\}_{k=0}^{n-1}, \quad B \in \mathscr{F}, j \geq n_{1}: \\
\left(1-\varepsilon_{j}\right) P(A) P(B) \leq P\left(A \cap S^{-(n+j)} B\right) \leq\left(1+\varepsilon_{j}\right) P(A) P(B)
\end{gathered}
$$

The $\varepsilon_{n}\left(n \geq n_{1}\right)$ are known as the mixing coefficients.
The next four results are valid under the assumption that there is a DarlingKac set $A$ for $T$ whose return time process $\left\{\varphi \circ T_{A}^{n}\right\}_{n \geq 1}$ is continued fraction mixing on $A$.

Theorem [4, Theorem 4]. Assume that the return sequence of $(X, \mathscr{F}, \mu, T)$ is regularly varying with index $\alpha \in(0,1)$ and satisfies

$$
a_{n}(T) \sim n^{\alpha} h(n)
$$

Let $\phi(n) \uparrow$ and $\phi(n) / n \downarrow$ as $n \uparrow \infty$. Then:
If

$$
\sum_{n=1}^{\infty} \frac{1}{n} \exp [-\beta \phi(n)]<\infty
$$

for all $\beta>1$ then

$$
\limsup _{n \rightarrow \infty} \frac{1}{n^{\alpha} h(n / \phi(n)) \phi(n)^{1-\alpha}} S_{n}(f) \leq K_{\alpha} \int_{X} f d \mu
$$

a.e. for every $f \in L_{+}^{1}(\mu)$.

If

$$
\sum_{n=1}^{\infty} \frac{1}{n} \exp [-\beta \phi(n)]=\infty
$$

for all $\beta<1$ then

$$
\limsup _{n \rightarrow \infty} \frac{1}{n^{\alpha} h(n / \phi(n)) \phi(n)^{1-\alpha}} S_{n}(f) \geq K_{\alpha} \int_{X} f d \mu
$$

a.e. for every $f \in L_{+}^{1}(\mu)$, and

$$
\limsup _{n \rightarrow \infty} \frac{1}{n^{\alpha} h(n / \log \log (n))[\log \log (n)]^{1-\alpha}} S_{n}(f)=K_{\alpha} \int_{X} f d \mu
$$

a.e. for every $f \in L_{+}^{1}(\mu)$.

Proposition [5, Proposition 1]. Assume that the return sequence of $(X, \mathscr{F}, \mu, T)$ is regularly varying with index 1 and satisfies

$$
a_{n}(T) \sim n h(n)
$$

Then there exists a constant $K_{T} \in(0,1]$ such that

$$
\limsup _{n \rightarrow \infty} \frac{1}{n h(n / \log \log (n))} S_{n}(f)=K_{T} \int_{X} f d \mu
$$

a.e. for every $f \in L_{+}^{1}(\mu)$.

Moreover, if $h(n / \log \log (n)) \sim h(n)$ as $n \rightarrow \infty$, then

$$
\limsup _{n \rightarrow \infty} \frac{1}{n h(n)} S_{n}(f)=\int_{X} f d \mu
$$

a.e. for every $f \in L_{+}^{1}(\mu)$.

Theorem [6, Theorem 1]. Assume that the return sequence of $(X, \mathscr{F}, \mu, T)$ is regularly varying with index $\alpha \in(0,1)$ and satisfies

$$
a_{n}(T) \sim n^{\alpha} h(n)
$$

Then the random functions

$$
t \rightarrow \frac{1}{n^{\alpha} h(n / \log \log n)(\log \log n)^{1-\alpha}} S_{[n t]}(f) \quad\left(t \in \mathbb{R}_{+}\right)
$$

form a relatively compact set in the Skorokhod space $D\left(\mathbb{R}_{+}\right)$and its set of accumulation points is
$\left\{x: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}: x\right.$ absolutely continuous, increasing, and $\left.\left\|x^{\prime}(t)\right\|_{L^{1 /(1-\alpha)}\left(\mathbb{R}_{+}\right)} \leq K_{\alpha}\right\}$.
Theorem [7, Theorem 2]. Assume that $T$ has a Darling-Kac set whose return time process is continued fraction mixing with rates $\varepsilon_{n}=O\left(1 /(\log n)^{\delta}\right)(\delta>0)$, and

$$
a_{n}(T)=n^{\alpha} h(n)
$$

is regularly varying with index $\alpha \in(0,1]$ or $\alpha=0$ and with $h(n) \sim$ $\exp \left(\int_{1}^{t} \frac{\eta(t)}{t} d t\right)$, where $\eta$ is monotonic, $|\eta(t)| \downarrow 0$ as $t \uparrow \infty$, and $|\eta(t)| / \log t \rightarrow \infty$ as $t \rightarrow \infty$. Then for any function $f \in L^{1}(\mu)$

$$
\lim _{N \rightarrow \infty} \frac{1}{\log N} \sum_{n=1}^{N} \frac{1}{n a_{n}(T)} S_{n}(f)=\int_{X} f d \mu \quad \text { a.e. }
$$

## 2. Conservativity and ergodicity of Markov fibred systems

We consider various measurable and nonsingular transformations of the nonatomic probability space $(X, \mathscr{F}, m)$.

In this paper, a (Markov) fibred system on $X$ will mean a pair ( $T, \mathscr{R}$ ), where $T: X \rightarrow X$ is such a transformation, and $\mathscr{R} \subset \mathscr{F}$ is a countable partition of $X$, generating $\mathscr{F}$, satisfying the following conditions.
The Markov property.

$$
T B=\bigcup_{b \in \mathscr{R}, b \cap T B \neq \varnothing} b \quad \forall B \in \mathscr{R}
$$

This version of the Markov property is topological (i.e. set theoretic). It is also possible to work with a measure theoretic version:

$$
T B=\bigcup_{b \in \mathscr{R}, m(b \cap T B)>0} b \bmod m \quad \forall B \in \mathscr{R}
$$

Local invertibility. For every $B \in \mathscr{R}, m(B)>0$ and $T$ is nonsingular, invertible on $B$.

For $k \geq 1$, let

$$
\mathscr{R}_{0}^{k-1}=\bigvee_{j=0}^{k-1} T^{-j} \mathscr{R}
$$

and for $0 \leq k<l<\infty$, let $\mathscr{F}_{k}^{l}$ denote the $\sigma$-algebra generated by $\bigcup_{j=k}^{l-1} T^{-j} \mathscr{R}$.
For $\mathbf{b}=\left(b_{1}, \ldots, b_{n}\right) \in \mathscr{R}^{n}$ set

$$
[\mathbf{b}]=\bigcap_{j=1}^{n} T^{-j+1} b_{j} \in \mathscr{R}_{0}^{n-1}
$$

Remark. If $[\mathbf{b}]=\left[b_{1}, \ldots, b_{n}\right] \in \mathscr{R}_{0}^{n-1}$, then it follows from local invertibility and the Markov property that

$$
m([\mathbf{b}])>0 \Leftrightarrow m\left(\left[b_{k}, b_{k+1}\right]\right)>0 \quad(1 \leq k \leq n-1)
$$

and, in this case, $T^{n}:[\mathbf{b}] \rightarrow T b_{n}$ is nonsingular and invertible on [b].

It follows that if $X \subseteq \mathscr{R}^{\mathbb{N}}$ and $X_{m}$ is the closed support of $m$ with respect to the product discrete topology on $\mathscr{R}^{\mathbb{N}}$, with $T: X_{m} \rightarrow X_{m}$ the shift, then ( $X_{m}, T$ ) is a topological Markov shift.

Accordingly, a fibred system ( $T, \mathscr{R}$ ) is called irreducible if

$$
\forall B, B^{\prime} \in \mathscr{R}, \quad \exists n \in \mathbb{N} \ni m\left(B \cap T^{-n} B^{\prime}\right)>0
$$

and is called aperiodic if

$$
\forall B, B^{\prime} \in \mathscr{R}, \exists n \in \mathbb{N} \ni m\left(B \cap T^{-\nu} B^{\prime}\right)>0 \quad \forall \nu \geq n .
$$

Clearly,

$$
T \text { conservative and ergodic } \Rightarrow(T, \mathscr{R}) \text { irreducible },
$$

and

$$
T \text { mixing with finite invariant measure } \Rightarrow(T, \mathscr{R}) \text { aperiodic. }
$$

Indeed the irreducibility (aperiodicity) of ( $T, \mathscr{R}$ ) is equivalent to the topological ergodicity (mixing) of the underlying topological Markov shift.

Let $(T, \mathscr{R})$ be a fibred system on $X$. A subclass is a subset $\varnothing \neq \mathscr{R}^{\prime} \subseteq \mathscr{R}$ such that

$$
T b \subset \bigcup_{B \in \mathscr{R}^{\prime}} B \quad \forall b \in \mathscr{R}^{\prime}
$$

Let $\mathscr{R}^{\prime} \subset \mathscr{R}$ be a subclass. Define $X^{\prime}:=\bigcup_{b \in \mathscr{R}^{\prime}} b$; then clearly $T X^{\prime} \subseteq X^{\prime} \subseteq$ $T^{-1} X^{\prime}$. In case $T X^{\prime}=X^{\prime},\left(T, \mathscr{R}^{\prime}\right)$ is called a subsystem (sometimes denoted by $X^{\prime}$ ).

If $X^{\prime}$ is a subsystem of $(T, \mathscr{R})$, then $T X^{\prime}=X^{\prime} \subseteq T^{-1} X^{\prime}$, and $X^{\prime}$ is a union of elements of $\{T b: b \in \mathscr{R}\}$. Clearly, a union of subsystems is itself a subsystem, and a fibred system having no proper subclasses is irreducible.

If $|\{T b: b \in \mathscr{R}\}|<\infty$, then any disjoint family of subclasses is finite, and each subclass has a further subclass which is a subsystem. Any subsystem ( $T, \mathscr{R}^{\prime}$ ) also has the property that $\left|\left\{T b: b \in \mathscr{R}^{\prime}\right\}\right|<\infty$. Thus every subsystem has an irreducible subsystem.

If, in addition, $(T, \mathscr{R})$ is not irreducible, then it is not hard to see that for any $b \in \mathscr{R}$, there exists $n \in \mathbb{N}$ such that $T^{n} b$ is contained in a proper subsystem. It follows, that if $X_{0}$ is the union of all the irreducible subsystems, then

$$
\bigcup_{n=1}^{\infty} T^{-n} X_{0}=X \quad \bmod m
$$

Set, for $n \in \mathbb{N}$, and $B \in \mathscr{R}_{0}^{n-1}$,

$$
\Delta(B)=\Delta_{n}(B)=\left.\frac{d m \circ T^{n}}{d m}\right|_{B}
$$

By local invertibility, $\Delta(B)>0$ a.e. on $B$.
Let

$$
\begin{gathered}
\widetilde{\mathscr{R}}=\bigcup_{n \in \mathbb{N}} \mathscr{R}_{0}^{n-1}, \\
\widetilde{\mathscr{R}}_{+}=\{[\mathbf{b}] \in \widetilde{\mathscr{R}}: m([\mathbf{b}])>0\},
\end{gathered}
$$

and for $C \in \mathbb{R}_{+}$set

$$
\mathscr{G}(C, T)=\left\{B \in \widetilde{\mathscr{R}}_{+}: \frac{\Delta(B)(x)}{\Delta(B)(y)} \leq C \quad \text { for } m \times m \text { a.e. }(x, y) \in B \times B\right\}
$$

It follows from local invertibility that if $[\mathbf{b}] \in \mathscr{R}_{0}^{n-1} \cap \mathscr{G}(C, T)$, then for $m$-a.e. $x \in[b]$,

$$
m\left(T b_{n}\right)=\int_{[\mathbf{b}]} \Delta([\mathbf{b}]) d m=M m([\mathbf{b}]) \Delta([\mathbf{b}])(x)
$$

where $M \in\left[C^{-1}, C\right]$.
Therefore, if $[\mathbf{b}] \in \mathscr{R}_{0}^{n-1} \cap \mathscr{G}(C, T),[\boldsymbol{\beta}] \in \mathscr{R}_{0}^{\nu-1} \cap \mathscr{G}(C, T)$, and also $[\mathrm{b}, \boldsymbol{\beta}] \in \mathscr{G}(C, T)$, then,

$$
\frac{1}{C^{3}} \leq \frac{m\left(T b_{n}\right) m([\mathbf{b}, \boldsymbol{\beta}])}{m([\mathbf{b}]) m([\boldsymbol{\beta}])} \leq C^{3}
$$

or, equivalently,

$$
\begin{equation*}
C^{-3} m\left([\boldsymbol{\beta}] \mid T b_{n}\right) \leq m\left(T^{-n}[\boldsymbol{\beta}] \mid[\mathbf{b}]\right) \leq C^{3} m\left([\boldsymbol{\beta}] \mid T b_{n}\right), \tag{®}
\end{equation*}
$$

where the latter inequality is also valid for $[b, \beta]=\varnothing$. The formula ( $\varnothing$ ) states that the metric distortions of powers of $T$ are uniformly bounded. This phenomenon will sometimes be referred to as the bounded (metric) distortion.

Example 1 (Markov shift). Let $S$ be a countable set, and let $P$ be a stochastic matrix on $S$. Set

$$
X=\left\{\mathbf{x}=\left(x_{1}, x_{2}, \ldots\right) \in S^{\mathbb{N}}: p_{x_{k}, x_{k+1}}>0 \forall k \geq 1\right\}
$$

$T: X \rightarrow X$ the shift, $\mathscr{R}=\{[s]\}_{s \in S}$, and for $q \in \mathscr{P}(S), q_{s}>0 \forall s$, define $m \in \mathscr{P}(X)$ by

$$
m\left(\left[s_{1}, \ldots, s_{n}\right]\right)=q_{s_{1}} \prod_{k=1}^{n-1} p_{s_{k}, s_{k+1}}
$$

It follows that $(T, \mathscr{R})$ is a fibred system, and that for $n \geq 1$, and [s] $=$ $\left[s_{1}, \ldots, s_{n}\right] \in \mathscr{R}_{0}^{n-1}$,

$$
\Delta_{n}([\mathbf{s}])=\frac{1}{m([\mathbf{s}])} \frac{q_{t}}{p_{s_{n}, t}} \quad \text { a.e. on }[\mathbf{s}, t] \quad(t \in S)
$$

Hence,

$$
\begin{aligned}
{\left[s_{1}, \ldots, s_{n}\right] \in \mathscr{G}(C, T) } & \Leftrightarrow \frac{p_{s_{n}, t} q_{t^{\prime}}}{p_{s_{n}, t^{\prime}}} \in\left[C^{-1}, C\right]\left(\text { whenever } p_{s_{n}, t}, p_{s_{n}, t^{\prime}}>0\right) \\
& \Leftrightarrow\left[s_{n}\right] \in \mathscr{G}(C, T)
\end{aligned}
$$

For $s \in S$, if $1 / 2 \leq q_{t} / p_{s, t} \leq 2$ whenever $p_{s, t}>0$ then $[s] \in \mathscr{R}(4, T)$. Clearly, for $s \in S$, there is $q \in \mathscr{P}(S)$ with this property.
Lemma 2.1. Suppose $(T, \mathscr{R})$ is a fibred system such that $\mathscr{G}(C, T)=\widetilde{\mathscr{R}}_{+}$, and $\inf \{m(B): B \in T \mathscr{R}\}>0$. Then there is a $T$-invariant probability $q \ll m$, with $\frac{d q}{d m} \in L^{\infty}$ and such that $\left[\frac{d q}{d m}>0\right]$ is a subsystem. In case $|T \mathscr{R}|<\infty$,

$$
\log \frac{d q}{d m} \in L^{\infty}\left(\left.m\right|_{X^{\prime}}\right)
$$

Proof. Since $\mathscr{G}(C, T)=\widetilde{\mathscr{R}}$, and $\mathscr{R}$ generates $\mathscr{F}$ under $T$, it follows from bounded distortion $(Q)$ that $\forall n \geq 1$, $[\mathbf{b}] \in \mathscr{R}_{0}^{n-1}$, and $A \in \mathscr{F}$,

$$
C^{-3} m\left(A \mid T b_{n}\right) \leq m\left(T^{-n} A \mid[\mathbf{b}]\right) \leq C^{3} m\left(A \mid T b_{n}\right)
$$

Set $\beta=\{T b: b \in \mathscr{R}\}$, and suppose $m(B) \geq \varepsilon>0 \forall B \in \beta$. For $A \in \mathscr{F}$ and $n \geq 1$, we have

$$
\begin{aligned}
m\left(T^{-n} A\right) & =\sum_{\mathbf{b} \in \mathscr{R}^{n}} m\left(T^{-n} A \mid[\mathbf{b}]\right) m([\mathbf{b}]) \\
& \leq C^{3} \sum_{\mathbf{b} \in \mathscr{R}^{n}} m\left(A \mid T b_{n}\right) m([\mathbf{b}]) \leq \frac{C^{3}}{\varepsilon} m(A) .
\end{aligned}
$$

Hence

$$
\sup _{n \geq 1}\left\|\frac{1}{n} \sum_{k=0}^{n-1} \frac{d m \circ T^{-k}}{d m}\right\|_{\infty}<\infty
$$

and the sequence $\left\{\frac{1}{n} \sum_{k=0}^{n-1} \frac{d m o T^{-k}}{d m}\right\}_{n \geq 1}$ is weak ${ }^{*}$-compact in $L^{\infty}(m)$. Any weak limit is the density of a $T$-invariant probability on $X$. In other words, there is a probability $q \ll m$ on $X$ such that $q \circ T^{-1}=q$ and $\frac{d q}{d m} \in L^{\infty}(m)$.

Set

$$
\nu_{n}(A)=\sum_{B \in \beta} m(A \mid B) \sum_{a \in \mathscr{R}, T a=B} m\left(T^{-(n-1)} a\right) \quad(n \in \mathbb{N}, A \in \mathscr{F})
$$

then, by the above,

$$
\frac{m\left(T^{-n} A\right)}{\nu_{n}(A)} \in\left[C^{-3}, C^{3}\right] \quad(n \in \mathbb{N}, A \in \mathscr{F})
$$

and

$$
\frac{d \nu_{n}}{d m}=\sum_{B \in \beta} \frac{\sum_{a \in \mathscr{R}, T a=B} m\left(T^{-(n-1)} a\right)}{m(B)} 1_{B}
$$

By construction of $q$, there is a subsequence $n_{k} \rightarrow \infty$ such that

$$
\lim _{k \rightarrow \infty} \frac{1}{n_{k}} \sum_{j=0}^{n_{k}-1} m\left(T^{-j} A\right)=q(A) \quad \forall A \in \mathscr{F}
$$

whence

$$
\frac{d \lambda_{n_{k}}}{d m} \xrightarrow{L^{\infty}(m)} \sum_{B \in \beta} \frac{\sum_{a \in \mathscr{R}, T a=B} q^{(a)}}{m(B)} 1_{B}=\frac{d \nu}{d m}
$$

where

$$
\nu(A)=\sum_{B \in \beta} \sum_{a \in \mathscr{R}, T a=B} q^{(a)} m(A \mid B) \quad \forall A \in \mathscr{F}
$$

and

$$
\lambda_{n}=\frac{1}{n} \sum_{j=0}^{n-1} \nu_{j}
$$

It follows that

$$
\frac{d q}{d m}=C^{ \pm 3} \sum_{B \in \beta} \frac{1}{m(B)} \sum_{a \in \mathscr{R}, T a=B} q^{(a)} 1_{B}
$$

Let $\mathscr{R}^{\prime}=\{b \in \mathscr{R}: q(b)>0\}$ and $X^{\prime}=\bigcup_{b \in \mathscr{R}^{\prime}} b$. Evidently [ $\frac{d q}{d m}>0$ ] $=$ $X^{\prime}$. Next we claim that $\left(T, \mathscr{R}^{\prime}\right)$ is a subsystem. To see this, note that, for $b \in \mathscr{R}^{\prime},\left[\frac{d q}{d m}>0\right]$ on $T b$, hence $T b \subseteq \bigcup_{a \in \mathscr{R}^{\prime}} a$, and $\mathscr{R}^{\prime}$ is a subclass. As $T^{-1}\left(X^{\prime} \backslash T X^{\prime}\right) \subseteq X \backslash X^{\prime}$, it follows that $q\left(X^{\prime} \backslash T X^{\prime}\right)=0$, whence, by the above, $T X^{\prime}=X^{\prime}$ and $X^{\prime}$ is a subsystem. In case $|T \mathscr{R}|<\infty$, the nonzero values of $\frac{d \nu}{d m}$ are uniformly bounded below. Hence, the nonzero values of $\frac{d q}{d m}$ are also uniformly bounded below, whence $\log \frac{d q}{d m} \in L^{\infty}\left(\left.m\right|_{X^{\prime}}\right)$. $\diamond$
Example 2. Let $P$ be a stochastic matrix defined on $S=\mathbb{Z}$ by $p_{n, n+1}=p$, and $p_{n, n-1}=1-p$, where $p \in(0,1)$.

Let $X \subset \mathbb{Z}^{\mathbb{N}}$ be defined as in Example 1, let $T: X \rightarrow X$ be the shift, and define $m \in \mathscr{P}(X)$ by

$$
m\left(\left[s_{1}, \ldots, s_{n}\right]\right)=q_{s_{1}} \prod_{k=1}^{n-1} p_{s_{k}, s_{k+1}}
$$

where $q_{s}=\frac{1}{2 \mid s 3}$.
If $\mathscr{R}=\{[s]\}_{s \in \mathbb{Z}}$, then $(T, \mathscr{R})$ is an irreducible fibred system, and $\mathscr{G}(C, T)$ $=\widetilde{\mathscr{R}}$ for $C=4 \frac{p \vee(1-p)}{p \wedge(1-p)}$.

However the conclusion of Lemma 2.1 does not hold since $T$ is totally dissipative for $p \neq 1 / 2$, and $T$ is conservative, ergodic, and with an infinite invariant measure $\mu \sim m$ for $p=1 / 2$.

Example 3. As in the example of $\S 1$, let $X=[0,1), m$ be Lebesgue measure, and $T: X \rightarrow X$ be defined by

$$
T x= \begin{cases}2 x, & x \in[0,1 / 4) \\ 2 x-1 / 2, & x \in[1 / 4,1 / 2) \\ 2 x-1, & x \in[1 / 2,1)\end{cases}
$$

If $\mathscr{R}=\{[0,1 / 4),[1 / 4,1 / 2),[1 / 2,1)\}$, then $(T, \mathscr{R})$ is a fibred system, and $\mathscr{G}(1, T)=\mathscr{\mathscr { R }}$, since $T^{\prime} \equiv 2$.

The conservative part of $T$ is $[0,1 / 2)$, and this is the subsystem of Lemma 2.1.

Lemma 2.2. Suppose $(T, \mathscr{R})$ is a fibred system such that $\mathscr{G}(C, T)=\widetilde{\mathscr{R}}_{+}$and $|\{T b: b \in \mathscr{R}\}|<\infty$, and let $X_{c} \in \mathscr{F}$ be the conservative part of $T$. Then

$$
\bigcup_{n=1}^{\infty} T^{-n} X_{c}=X \quad \bmod m
$$

Proof. By Lemma 2.1, if $X^{\prime}$ is an irreducible subsystem, then

$$
\exists q \in \mathscr{P}\left(X^{\prime}\right),\left.q \sim m\right|_{X^{\prime}}, q \circ T^{-1}=q
$$

whence $X^{\prime} \subseteq X_{c}$. If $X_{0}$ is the union of the irreducible subsystems of $(T, \mathscr{R})$, then $X_{0} \subseteq X_{c}$.

As shown above,

$$
\bigcup_{n=1}^{\infty} T^{-n} X_{0}=X \quad \bmod m
$$

whence

$$
\bigcup_{n=1}^{\infty} T^{-n} X_{c}=X \quad \bmod m . \diamond
$$

Schweiger property. The Schweiger property is $\exists C \in \mathbb{R}_{+}$, and a collection of sets $\mathscr{R}(C, T) \subseteq \mathscr{G}(C, T)$ such that

$$
[\mathbf{b}] \in \mathscr{R}(C, T),[\boldsymbol{\beta}] \in \widetilde{\mathscr{R}},[\boldsymbol{\beta}, \mathbf{b}] \neq \varnothing \Rightarrow[\boldsymbol{\beta}, \mathbf{b}] \in \mathscr{R}(C, T)
$$

and

$$
\bigcup_{B \in \mathscr{R}(C, T)} B=X \quad \bmod m .
$$

It follows from this that $\mathscr{R}(C, T)$ generates $\mathscr{F}$.
Clearly, if $\mathscr{R}(C, T)$ is such a collection, then

$$
\mathscr{R}(C, T) \subseteq \overline{\mathscr{R}}(C, T)
$$

where

$$
\overline{\mathscr{R}}(C, T):=\{[\mathbf{b}] \in \mathscr{G}(C, T):[\boldsymbol{\beta}] \in \widetilde{\mathscr{R}},[\boldsymbol{\beta}, \mathbf{b}] \neq \varnothing \Rightarrow[\boldsymbol{\beta}, \mathbf{b}] \in \mathscr{G}(C, T)\}
$$

and so $T$ has the Schweiger property if and only if

$$
\bigcup_{B \in \overline{\mathscr{R}}(C, T)} B=X \quad \bmod m
$$

for some $C \geq 1$. It is not hard to show that if $T$ is conservative and ergodic, and $B \in \overline{\mathscr{R}}(C, T)$, then $T$ has the Schweiger property with respect to

$$
\mathscr{R}(C, T):=\left\{\left[b_{1}, \ldots, b_{n}\right] \cap T^{-n} B: n \geq 0,\left[b_{1}, \ldots, b_{n}\right] \in \mathscr{R}_{0}^{n-1}\right\}
$$

If $(T, \mathscr{R})$ is an irreducible recurrent Markov shift, then it is well known that ( $T, \mathscr{R}$ ) is conservative ergodic, and, by the discussion of Example $1,(T, \mathscr{R})$ has the Schweiger property if and only if $\mathscr{G}(C, T) \neq \varnothing$ for some $C \geq 1$. Indeed, it now follows that any irreducible, recurrent Markov shift has the Schweiger property with respect to some initial probability distribution.
Lemma 2.3. Suppose ( $T, \mathscr{R}$ ) is a fibred system which has the Schweiger property with respect to $\mathscr{R}(C, T)$, and suppose $A \in \mathscr{R}(C, T)$. Then

$$
\begin{aligned}
\forall B & \in \mathscr{F} \cap A, n \in \mathbb{N}, \quad[\mathbf{b}] \in \mathscr{R}_{0}^{n-1}, \quad \exists M \in\left[C^{-6}, C^{6}\right] \\
& \ni m\left([\mathbf{b}] \cap T^{-n} B\right)=M m\left([\mathbf{b}] \cap T^{-n} A\right) m(B \mid A) .
\end{aligned}
$$

Proof. Suppose $A=[\mathrm{a}]=\left[a_{1}, \ldots, a_{n}\right] \in \mathscr{R}(C, T)$, and fix $[\mathrm{c}] \in \mathscr{R}(C, T)$. For $k \geq 1$ and $[\mathbf{b}] \in \mathscr{R}_{0}^{k-1}$, it follows from bounded distortion $(Q)$ that

$$
\begin{aligned}
m([\mathbf{b}, \mathbf{a}, \mathbf{c}]) & =\frac{M}{m\left(T a_{n}\right)} m([\mathbf{b}, \mathbf{a}]) m([\mathbf{c}]) \quad(\text { since }[\mathbf{b}, \mathbf{c}] \in \mathscr{G}(C, T)) \\
& =M M^{\prime} \frac{m([\mathbf{b}, \mathbf{a}])}{m([\mathbf{a}])} m([\mathbf{a}, \mathbf{c}]) \quad(\text { since }[\mathbf{a}, \mathbf{c}],[\mathbf{c}] \in \mathscr{G}(C, T)) \\
& =M M^{\prime} m([\mathbf{b}, \mathbf{a}]) m([\mathbf{a}, \mathbf{c}] \mid A)
\end{aligned}
$$

where $M, M^{\prime} \in\left[C^{-3}, C^{3}\right]$, and the result follows since $\mathscr{R}(C, T)$ generates $\mathscr{F} . \diamond$

Theorem 2.4. Suppose ( $T, \mathscr{R}$ ) is a fibred system which has the Schweiger property with respect to $\mathscr{R}(C, T)$. Let $X_{c}$ be the conservative part of $T$, and suppose $A \in \mathscr{R}(C, T)$. Then

$$
\sum_{n=1}^{\infty} m\left(T^{-n} A\right)=\infty \Rightarrow A \subset X_{c} \bmod m
$$

and

$$
\sum_{n=1}^{\infty} m\left(T^{-n} A\right)<\infty \Rightarrow A \subset X \backslash X_{c} \bmod m
$$

In particular, $X_{c}$ and $X_{d}$ are both unions of sets in $\mathscr{R}(C, T)$.
Proof. The second implication is clear. To prove the first, suppose $A \in$ $\mathscr{R}(C, T)$ and $m\left(A \backslash X_{c}\right)>0$. Then

$$
\exists B \in \mathscr{F} \cap A, \quad m(B)>0, \quad \ni \sum_{n=1}^{\infty} m\left(T^{-n} B\right)<\infty
$$

whence, by Lemma 2.3,

$$
\sum_{n=1}^{\infty} m\left(T^{-n} A\right)<\infty
$$

Theorem 2.5. Suppose ( $T, \mathscr{R}$ ) is an irreducible fibred system which has the Schweiger property. Then $T$ is either conservative or totally dissipative; if $T$ is conservative, then $T$ is ergodic.
Proof. Assume that

$$
\bigcup_{B \in \mathscr{R}(C, T)} B=X \quad \bmod m
$$

It follows from Theorem 2.4 that

$$
X_{c}=\bigcup_{B \in \mathscr{R}(C, T) \cap X_{c}} B \bmod m
$$

Therefore, it follows from irreducibility that $T$ is either conservative, or totally dissipative. Suppose $T$ is conservative. Since $\mathscr{R}(C, T)$ generates $\mathscr{F}$, it follows from bounded distortion ( $\odot$ ) that

$$
\frac{m\left(T^{-n} A \mid[\mathbf{b}]\right)}{m\left(A \mid T b_{n}\right)} \in\left[C^{-3}, C^{3}\right] \quad \forall n \in \mathbb{N},[\mathbf{b}] \in \mathscr{R}_{0}^{n-1} \cap \mathscr{R}(C, T), A \in \mathscr{F}
$$

Now suppose that $A \in \mathscr{F}, T^{-1} A=A$, and $m(A)>0$. Then

$$
\frac{m(A \mid[\mathbf{b}])}{m\left(A \mid T b_{n}\right)} \in\left[C^{-3}, C^{3}\right] \quad \forall n \in \mathbb{N},[\mathbf{b}] \in \mathscr{R}_{0}^{n-1} \cap \mathscr{R}(C, T) .
$$

By the martingale convergence theorem, for $m$-a.e. $x \in X$,

$$
m\left(A \mid\left[b_{1}(x), \ldots, b_{n}(x)\right]\right) \rightarrow 1_{A}(x) \quad \text { as } n \rightarrow \infty
$$

where, for $n \geq 1, b_{n}(x)$ is defined by $T^{n-1} x \in b_{n}(x) \in \mathscr{R}$.

By conservativity of $T$, if $[\mathbf{b}]=\left[b_{1}, \ldots, b_{n}\right] \in \mathscr{R}(C, T)$, then, for $m$-a.e. $x \in[\mathbf{b}], \quad T^{k} x \in[\mathbf{b}]$ (that is, $\left(b_{k+1}(x), \ldots, b_{k+n}(x)\right)=\mathbf{b}$ ) for infinitely many $k$, hence

$$
\frac{1_{A}(x)}{m\left(A \mid T b_{n}\right)} \in\left[C^{-3}, C^{3}\right]
$$

It follows that

$$
A=\bigcup_{B \in \mathscr{R}(C, T), m(A \cap B)>0} B \bmod m
$$

Since $m(A)>0$,

$$
\exists B \in \mathscr{R}(C, T) \ni B \subset A \bmod m
$$

By irreducibility, if $B^{\prime} \in \mathscr{R}(C, T)$, then

$$
\exists k \geq 0 \ni m\left(B \cap T^{-k} B^{\prime}\right)>0
$$

whence $B^{\prime} \subset A$. Thus $A=X \bmod m$, and $T$ is ergodic.
Suppose that $(T, \mathscr{R})$ has the Schweiger property, with respect to the collection $\mathscr{R}(C, T)$, and let $N_{C}: X \rightarrow \mathbb{N} \cup \infty$ be defined by

$$
N_{C}(x)=\inf \left\{n \in \mathbb{N}:\left[b_{1}(x), \ldots, b_{n}(x)\right] \in \mathscr{R}(C, T)\right\}
$$

where $\inf \varnothing:=\infty$. Then $N_{C}<\infty$ a.e.
Schweiger's jump transformation $T^{*}: X \rightarrow X$ is defined by

$$
T^{*}(x)=T^{N_{C}(x)}(x)
$$

By the Schweiger property, $T^{*}(x)$ is defined for $m$-a.e. $x \in X$.
If $T: B \rightarrow X$ is onto $\forall B \in \mathscr{R}$, then $\left(X, \mathscr{F}, m, T^{*}\right)$ is a nonsingular transformation. In general, by the Markov property,

$$
\forall n \geq 1, \exists \tau_{n} \subseteq \mathscr{R} \quad \ni \quad T^{* n} X=\bigcup_{b \in \tau_{n}} b
$$

Clearly, $T^{* n} X \supset T^{* n+1} X$, and $\tau_{n} \supset \tau_{n+1} \forall n \geq 1$, whence

$$
X^{*}:=\bigcap_{n=1}^{\infty} T^{* n} X=\bigcup_{b \in \tau} b \quad \bmod m
$$

where $\tau=\bigcap_{n \in \mathbb{N}} \tau_{n}$.
It is not hard to show that $\left(X^{*}, \mathscr{F},\left.m\right|_{X^{*}}, T^{*}\right)$ is a nonsingular transformation in case $m\left(X^{*}\right)>0$ (i.e., $\tau \neq \varnothing$ ).

Lemma 2.6. Suppose $(T, \mathscr{R})$ is a fibred system with the Schweiger property, and $\inf \{m(B): B \in T \mathscr{R}\}>0$. Then $m\left(X^{*}\right)>0$.
Proof. Let $\beta=\{T b: b \in \mathscr{R}\} ;$ then it follows from $\inf \{m(B): B \in T \mathscr{R}\}>0$ that

$$
\exists \mathscr{R}_{0} \subseteq \mathscr{R},\left|\mathscr{R}_{0}\right|<\infty \ni B \cap \mathscr{R}_{0} \neq \varnothing \quad \forall B \in \beta .
$$

Also,

$$
\forall n \geq 1, \quad \exists \varnothing \neq \mathscr{R}_{n} \subseteq \mathscr{R} \quad \ni \quad T^{* n} X=\bigcup_{B \in \mathscr{R}_{n}} B
$$

Since, for every $n \geq 1, T^{* n} X$ is a union of sets in $\beta$, it follows that $1 \leq$ $\left|\mathscr{R}_{n} \cap \mathscr{R}_{0}\right|<\infty \quad \forall n \geq 1$, whence, since $\mathscr{R}_{n} \supset \mathscr{R}_{n+1}$,

$$
\bigcap_{n \in \mathbb{N}} \mathscr{R}_{n} \supset \bigcap_{n \in \mathbb{N}} \mathscr{R}_{n} \cap \mathscr{R}_{0} \neq \varnothing,
$$

whence $m\left(X^{*}\right)>0$. $\diamond$
Note that $N_{C}$ is a stopping time with respect to $\mathscr{R}$ in the sense that [ $N_{C}=$ $n] \in \mathscr{F}_{0}{ }^{n-1} \quad \forall n \in \mathbb{N}$.

Define the partition

$$
\mathscr{R}^{*}=\bigcup_{n=1}^{\infty} X^{*} \cap\left[N_{C}=n\right] \cap \mathscr{R}_{0}^{n-1}
$$

It follows that $\left(T^{*}, \mathscr{R}^{*}\right)$ is a fibred system on $X^{*}$, and $\mathscr{G}\left(C, T^{*}\right)=\widetilde{\mathscr{R}}_{+}^{*}$. Also, by the Markov property,

$$
\left\{T^{*} b: b \in \mathscr{R}^{*}\right\} \subseteq\{T b: b \in \mathscr{R}\}
$$

whence

$$
|\{T b: b \in \mathscr{R}\}|<\infty \Rightarrow\left|\left\{T^{*} b: b \in \mathscr{R}^{*}\right\}\right|<\infty
$$

and

$$
\inf \{m(B): B \in T \mathscr{R}\}>0 \Rightarrow \inf \left\{m(B): B \in T^{*} \mathscr{R}^{*}\right\}>0
$$

Lemma 2.7. Suppose ( $T, \mathscr{R}$ ) is an irreducible fibred system which has the Schweiger property, and suppose [b] $\in \widetilde{\mathscr{R}}$. Then

$$
\forall A \in \mathscr{F}, \quad m(A)>0, \quad \exists n \in \mathbb{N} \ni m\left([\mathbf{b}] \cap T^{-n} A\right)>0 .
$$

Proof. Assume

$$
\bigcup_{B \in \mathscr{R}(C, T)} B=X \bmod m .
$$

Fix [b] $\in \widetilde{\mathscr{R}}$ and suppose $[\mathbf{a}]=\left[a_{1}, \ldots, a_{n}\right] \in \mathscr{R}(C, T)$. By irreducibility, there is a $\left[\mathbf{b}^{\prime}\right] \subset[\mathbf{b}]$ such that $m\left(\left[\mathbf{b}^{\prime}, \mathbf{a}\right]\right)>0$. Clearly, $\left[\mathbf{b}^{\prime}, \mathbf{a}\right] \in \mathscr{R}(C, T)$, and it follows from bounded distortion $(\odot)$ that if $[\mathrm{c}] \in \mathscr{R}(C, T)$, then

$$
\begin{aligned}
m\left(\left[\mathbf{b}^{\prime}, \mathbf{a}, \mathbf{c}\right]\right) & \geq \frac{1}{C^{3} m\left(T a_{n}\right)} m\left(\left[\mathbf{b}^{\prime}, \mathbf{a}\right]\right) m([\mathbf{c}]) \\
& \geq \frac{m\left(\left[\mathbf{b}^{\prime}, \mathbf{a}\right]\right)}{C^{6} m([\mathbf{a}])} m([\mathbf{a}, \mathbf{c}]):=\eta m([\mathbf{a}, \mathbf{c}])
\end{aligned}
$$

whence, for $A \in \mathscr{F} \cap[\mathbf{a}]$,

$$
m\left([\mathbf{b}] \cap T^{-k} A\right) \geq \eta m(A)
$$

The result follows as

$$
\forall A \in \mathscr{F}, \quad m(A)>0, \quad \exists[\mathbf{a}] \in \mathscr{R}(C, T) \quad \ni \quad m([\mathbf{a}] \cap A)>0 .
$$

Theorem 2.8. Suppose ( $T, \mathscr{R}$ ) is an irreducible fibred system with the Schweiger property, and $\inf \{m(B): B \in T \mathscr{R}\}>0$. Then $T$ is conservative and ergodic.
Proof. Suppose $T$ has the Schweiger property with respect to $\mathscr{R}(C, T)$. By Lemma $2.6, m\left(X^{*}\right)>0$, whence $\left(T^{*}, \mathscr{R}^{*}\right)$ is a fibred system such that
$\mathscr{G}\left(C, T^{*}\right)=\widetilde{\mathscr{P}}^{*}$ and $\inf \left\{m(B): B \in T^{*} \mathscr{R}^{*}\right\}>0$. By Lemma 2.1, the conservative part of $T^{*}, X_{c}$, has positive measure, and, by Theorem 2.4, is a union of sets in $\mathscr{R}\left(C, T^{*}\right) \subseteq \widetilde{\mathscr{R}}$. If $W \in \mathscr{F}$ and $m(W)>0$ is a wandering set for $T$, then, by Lemma 2.7, for some $n \in \mathbb{N}, m\left(X_{c} \cap T^{-n} W\right)>0$. The set $W_{n}=X_{c} \cap T^{-n} W$ is also a wandering set for $T$. Since $W_{n} \subset X_{c} \subset X^{*}$,

$$
\bigcup_{\nu=1}^{\infty} T^{*-\nu} W_{n} \subseteq \bigcup_{\nu=1}^{\infty} T^{-\nu} W_{n} \subseteq W_{n}^{c}
$$

whence, by the conservativity of $T^{*}$ on $X_{c}, m\left(W_{n}\right)=0$. This contradiction establishes the conservativity of $T$. By Theorem $2.5, T$ is ergodic. $\diamond$
Examples: Markov maps of the interval. A map $T: I \rightarrow I \quad(I$ a bounded interval) is called Markov if there is a partition $\mathscr{A}$ of $I$ into intervals such that

1. $\forall A \in \mathscr{A},\left.T\right|_{A}$ is strictly monotonic and extends to a $\mathrm{C}^{2}$-function on $\bar{A}$.
2. $(T, \mathscr{A})$ is a fibred system.

It can be shown (using the methods of [35]) that if in addition
(a) for each $A \in \mathscr{A}, \bar{A}$ contains at most one fixed point,
(b) the set $\Lambda$ of indifferent fixed points is finite,
(c) $\forall \varepsilon>0 \exists \rho(\varepsilon)>1 \ni T^{\prime} x \geq \rho(\varepsilon) \forall x \in A \backslash B(\Lambda, \varepsilon)$,
(d) $\exists \eta>0 \ni T^{\prime} \downarrow$ on $(y-\eta, y) \cap A_{y}$ and $T^{\prime} \uparrow$ on $(y, y+\eta) \cap A_{y} \forall y \in \Lambda$ (here for $y \in \Lambda, A_{y} \in \mathscr{A}$ and $y \in \bar{A}_{y}$ ), and
(e) $\left|T^{\prime \prime}\right| /\left(T^{\prime}\right)^{2}$ is uniformly bounded on $I$,
then $(T, \mathscr{A})$ has the Schweiger property with respect to

$$
\left\{\left[a_{1}, \ldots, a_{n}\right]: \text { either } \omega_{a_{n}} \notin \Lambda \text { or } a_{n-1} \neq a_{n}\right\}
$$

## 3. Invariant measures, Darling-Kac sets, and exactness for Markov fibred systems

Theorem 3.1. Suppose that ( $T, \mathscr{R}$ ) is an irreducible fibred system having the Schweiger property with respect to $\mathscr{R}(C, T)$, and $T$ is conservative. Then $T$ is ergodic and there is a $\sigma$-finite, $T$-invariant measure $\mu \sim m$ such that

$$
\log \frac{d \mu}{d m} \in L^{\infty}(B) \quad \forall B \in \mathscr{R}(C, T)
$$

Moreover, any $A \in \mathscr{R}(C, T)$ is a Darling-Kac set for $T$ whose return time process is continued fraction mixing.
Definition (see $\S 1$ ). Let ( $X, \mathscr{F}, m, T$ ) be a nonsingular transformation, $q \sim$ $m$ a $T$-invariant probability, and $\mathscr{R} \subset \mathscr{F}$ a partition of $X$.

The system ( $T, \mathscr{R}$ ) is called continued fraction mixing with respect to the $T$-invariant probability $q \sim m$, if

$$
\exists c \in \mathbb{R}_{+} \ni q\left([\mathbf{b}] \cap T^{-n} B\right) \leq c q([\mathbf{b}]) q(B) \quad \forall n \in \mathbb{N},[\mathbf{b}] \in \mathscr{R}_{0}^{n-1}, B \in \mathscr{F}
$$

and

$$
\exists n_{1} \in \mathbb{N},\left\{\varepsilon_{n}\right\}_{n \geq n_{1}}, \quad \varepsilon_{n} \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

such that

$$
\begin{gathered}
\forall k \in \mathbb{N}, A \in \mathscr{R}_{0}^{k-1}, B \in \mathscr{F}, n \geq n_{1}: \\
\left(1-\varepsilon_{n}\right) q(A) q(B) \leq q\left(A \cap T^{-(k+n)} B\right) \leq\left(1+\varepsilon_{n}\right) q(A) q(B)
\end{gathered}
$$

Induced systems. Suppose $(T, \mathscr{R})$ is a fibred system and $T$ is conservative. For $A \in \mathscr{F}$, let $\varphi: A \rightarrow \mathbb{N}$ be the first return time to $A$ under $T$, namely, $\varphi(x)=\min \left\{n \in \mathbb{N}: T^{n} x \in A\right\}$. (By conservativity, $\varphi<\infty$ a.e. on $A$.) The induced transformation on $A$ is defined by $T_{A} x=T^{\varphi(x)} x$.

If $k \in \mathbb{N}$ and $A \in \mathscr{F}_{0}^{k-1}$ then $[\varphi=n] \in \mathscr{F}_{0}^{n+k-1} \forall n \in \mathbb{N}$. In this case, define the partition

$$
\mathscr{R}_{A}=\bigcup_{n=1}^{\infty}[\varphi=n] \cap \mathscr{R}_{0}^{n+k-1} .
$$

It follows that $\left(T_{A}, \mathscr{R}_{A}\right)$ is a fibred system on $A$, the induced fibred system on $A$.

Proof of Theorem 3.1. The ergodicity of $T$ follows from Theorem 2.5.
To show the existence of an invariant measure with the required properties, it suffices (see $\S 1$ ) to show that for every $A \in \mathscr{R}(C, T)$, there is a $T_{A}$-invariant measure $\left.\mu \sim m\right|_{A}$ such that $\log \frac{d \mu}{d m} \in L^{\infty}(A)$.

This is indeed the case by Lemma 2.1, as $T_{A}(b)=A \forall b \in \mathscr{R}_{A}$, and $\mathscr{G}\left(C, T_{A}\right)=\left(\widetilde{\mathscr{R}}_{A}\right)_{+}$as $A \in \mathscr{R}(C, T)$.

To complete the proof of the theorem, it suffices to show that every $A \in$ $\mathscr{R}(C, T)$ is a Darling-Kac set whose return time process is continued fraction mixing.

For $A \in \mathscr{R}(C, T)$,

$$
\mathscr{G}(C, T)=\left(\widetilde{\mathscr{R}}_{A}\right)_{+} \quad \text { and } \quad T_{A} b=A \quad \forall b \in \mathscr{R}_{A}
$$

and so, by bounded distortion $(\nabla)$, there exists a $D>0$ such that

$$
\frac{1}{D} q(b) q(B) \leq q\left(b \cap T_{A}^{-n} B\right) \leq D q(b) q(B) \quad \forall n \geq 1, b \in \mathscr{R}_{0}^{n-1}, B \in \mathscr{F} \cap A
$$

It follows from [9] that $\left(T_{A}, \mathscr{R}_{A}\right)$ is continued fraction mixing, whence, evidently, $A$ 's return time process is continued fraction mixing, and, by the main lemma in [3], $A$ is a Darling-Kac set for $T . \diamond$

The following theorem generalises, and was inspired by [36, Theorem 1].
Theorem 3.2. Suppose that $(T, \mathscr{R})$ is an aperiodic fibred system having the Schweiger property with respect to $\mathscr{R}(C, T)$, and $T$ is conservative. Then, $T$ is exact.
Proof. By Theorem 2.5, T is ergodic. Suppose

$$
A \in \bigcap_{n=1}^{\infty} T^{-n} \mathscr{F}, \quad m(A)>0
$$

then

$$
\forall n \geq 0, \quad \exists A_{n} \in \mathscr{F} \quad \ni \quad A=T^{-n} A_{n}
$$

It follows that $A_{n}=T^{n} A$, whence $A=T^{-n} T^{n} A$, and

$$
T^{-k} A_{n+k}=T^{-k} T^{n+k} A=T^{n}\left(T^{-(k+n)} T^{(k+n)} A\right)=T^{n} A=A_{n}
$$

Since $m(A)>0$,

$$
\exists[\boldsymbol{\beta}]=\left[\beta_{1}, \ldots, \beta_{\nu}\right] \in \mathscr{R}(C, T) \quad \ni \quad m(A \cap[\beta])>0 .
$$

Set

$$
\varphi(x)=\min \left\{n \in \mathbb{N}: T^{n} x \in[\boldsymbol{\beta}]\right\}
$$

Then $\varphi<\infty$ a.e. as $T$ is conservative and ergodic. Define $T^{*}: X \rightarrow[\beta]$ by

$$
T^{*} x=T^{\varphi(x)} x
$$

Then $\left.T^{*}\right|_{[\beta]}=T_{[\beta]}$, the induced transformation which is conservative and ergodic on $[\boldsymbol{\beta}]$. For $k \geq 1$, let

$$
\varphi_{k}(x)=\sum_{j=0}^{k-1} \varphi\left(T^{* j} x\right)
$$

Then $T^{* k} x=T^{\varphi_{k}(x)} x$ and

$$
\left[b_{\boldsymbol{\varphi}_{k}(x)+1}, \ldots, b_{\boldsymbol{\varphi}_{k}(x)+\nu}\right]=[\boldsymbol{\beta}]
$$

For every $x \in X$ and $k \geq 1$,

$$
\left[b_{1}(x), \ldots, b_{\varphi_{k}(x)+\nu}(x)\right] \in \mathscr{R}(C, T)
$$

whence, by bounded distortion $(\mathcal{O})$ and the Schweiger property,

$$
m\left(A \mid\left[b_{1}(x), \ldots, b_{\varphi_{k}(x)+\nu}(x)\right]\right)=C^{ \pm 3} m\left(A_{\varphi_{k}(x)+\nu} \mid T \beta_{\nu}\right)
$$

It follows from the martingale convergence theorem that, for a.e. $x \in A$,

$$
m\left(A \mid\left[b_{1}(x), \ldots, b_{\varphi_{k}(x)+\nu}(x)\right]\right) \rightarrow 1_{A}(x) \quad \text { as } k \rightarrow \infty
$$

whence

$$
\liminf _{k \rightarrow \infty} m\left(A_{\varphi_{k}(x)+\nu} \mid T \beta_{\nu}\right)>0
$$

and

$$
\liminf _{k \rightarrow \infty} m\left(A_{\varphi_{k}(x)+\nu}\right)>0 .
$$

Since $\left.T^{*}\right|_{[\beta]}$ is conservative and ergodic on $[\beta], \quad T^{*-1}[\beta]=X$, and $m(A \cap[\beta])>0$, it follows that

$$
\bigcup_{n=0}^{\infty} T^{*-n} A=X \quad \bmod m
$$

Suppose $x \in X$ and $t \in \mathbb{N}$, are such that $T^{* t} x \in A$, and

$$
\liminf _{k \rightarrow \infty} m\left(A_{\varphi_{k}\left(T^{*} x\right)+\nu}\right)>0
$$

Then

$$
\exists \varepsilon>0 \ni m\left(A_{\varphi_{k}\left(T^{* *} x\right)+\nu}\right) \geq \varepsilon \quad \forall k \text { large. }
$$

Recall that

$$
A_{\varphi_{k+1}(x)+\nu}=A_{\varphi_{k}\left(T^{*} x\right)+\varphi_{t}(x)+\nu}=T^{\varphi_{t}(x)} A_{\varphi_{k}\left(T^{*} x\right)+\nu}
$$

Next, we claim that

$$
\exists \varepsilon_{1}>0 \ni B \in \mathscr{F}, \quad m(B) \geq \varepsilon \Rightarrow m\left(T^{\varphi_{t}(x)} B\right) \geq \varepsilon_{1}
$$

To see this note first that

$$
\exists \mathscr{R}_{\varepsilon} \subseteq \mathscr{R}_{0}^{\varphi_{1}(x)-1} \ni\left|\mathscr{R}_{\varepsilon}\right|<\infty \text { and } m\left(\bigcup_{b \in \mathscr{R}_{\varepsilon}} b\right) \geq 1-\varepsilon / 2
$$

The map $T^{\varphi_{t}(x)}$ is invertible and nonsingular on every $b \in \mathscr{R}_{\varepsilon}$, whence, since $\left|\mathscr{R}_{\varepsilon}\right|<\infty$,
$\forall \eta \eta^{\prime}>0 \quad \ni B \in \mathscr{F}, m(B \cap b) \geq \eta$ for some $b \in \mathscr{R}_{\varepsilon} \quad \Rightarrow m\left(T^{\varphi_{1}(x)} B\right) \geq \eta^{\prime}$.
It follows from the definition of $\mathscr{R}_{\varepsilon}$ that

$$
m(B) \geq \varepsilon \Rightarrow \exists b \in \mathscr{R}_{\varepsilon} \ni m(B \cap b) \geq \frac{\varepsilon}{2\left|\mathscr{R}_{\varepsilon}\right|}
$$

and the claim is established.
From the claim, we obtain that

$$
\liminf _{k \rightarrow \infty} m\left(A_{\varphi_{k}(x)+\nu}\right)>0 \quad \text { a.e. on } X .
$$

To establish the theorem, it is sufficient (again, by the martingale convergence theorem) to prove that

$$
\limsup _{k \rightarrow \infty} m\left(A_{\varphi_{k}(x)+\nu} \cap T \beta_{\nu}\right)>0 \quad \text { a.e. on } X .
$$

To see this, let $x \in X$ with $m\left(A_{\varphi_{k}(x)+\nu}\right) \geq \varepsilon>0$ for some $\varepsilon>0$ and all large $k$. By aperiodicity of ( $T, \mathscr{R}$ )

$$
\exists p_{0} \in \mathbb{N} \ni m\left(T^{p} \beta_{\nu}\right) \geq 1-\varepsilon / 4, \quad \forall p \geq p_{0} .
$$

By ergodicity of $\left.T^{*}\right|_{[\beta]}$,

$$
\exists p_{1} \geq p_{0}, l \geq 1 \ni \quad \sum_{k=1}^{\infty} 1_{\left[\varphi_{l}=p_{1}\right]} \circ T^{* k}=\infty \quad \text { a.e. on } X
$$

As before,

$$
\exists \mathscr{R}_{p_{1}, \varepsilon} \subseteq \mathscr{R}_{0}^{p_{1}-1} \cap T \beta_{\nu} \ni\left|\mathscr{R}_{p_{1}, \varepsilon}\right|<\infty \text { and } m\left(\bigcup_{b \in \mathscr{R}_{p_{1}}, \varepsilon} T^{p_{1}} b\right) \geq 1-\varepsilon / 2
$$

whence

$$
\exists b \in \mathscr{R}_{p_{1}, \varepsilon} \ni \quad m\left(A_{\varphi_{k}(x)+\nu} \cap T^{p_{1}} b\right) \geq \frac{\varepsilon}{2\left|\mathscr{R}_{p_{1}, \varepsilon}\right|}
$$

for large $k$. Also as before, there exists $\varepsilon_{1}>0$, such that

$$
\begin{aligned}
& \text { if } B \in \mathscr{F} \text {, and } b \in \mathscr{R}_{p_{1}, \varepsilon} \ni m\left(B \cap T^{p_{1}} b\right) \geq \frac{\varepsilon}{2\left|\mathscr{R}_{p_{1}, \varepsilon}\right|} \text {, then } \\
& m\left(T^{-p_{1}} B \cap b\right) \geq \varepsilon_{1} \text {, and hence } m\left(T^{-p_{1}} B \cap T \beta_{\nu}\right) \geq \varepsilon_{1} .
\end{aligned}
$$

This shows that

$$
m\left(A_{\varphi_{k}(x)-p_{1}+\nu} \cap T \beta_{\nu}\right)=m\left(T^{-p_{1}} A_{\varphi_{k}(x)+\nu} \cap T \beta_{\nu}\right) \geq \varepsilon_{1}
$$

for large $k$.

Because of the choice of $p_{1}$, we have

$$
\begin{aligned}
\varepsilon_{1} & \leq m\left(A_{\varphi_{j+l}(x)-p_{1}+\nu} \cap T \beta_{\nu}\right) \\
& =m\left(A_{\varphi_{j}(x)+\varphi_{l}\left(T^{*}{ }^{*} x\right)-p_{1}+\nu} \cap T \beta_{\nu}\right)=m\left(A_{\varphi_{j}(x)+\nu} \cap T \beta_{\nu}\right)
\end{aligned}
$$

for infinitely many $j$, and

$$
\limsup _{k \rightarrow \infty} m\left(A_{\varphi_{k}(x)+\nu} \cap T \beta_{\nu}\right) \geq \varepsilon_{1}
$$

This establishes the theorem. $\diamond$

## 4. Wandering rates for Markov fibred systems

Suppose that $(T, \mathscr{R})$ is a conservative, ergodic fibred system having the Schweiger property with respect to $\mathscr{R}(C, T)$.

Let $A \in \mathscr{F}$. Set $A_{0}=A$ and

$$
A_{k}=T^{-k} A \bigvee \bigcup_{j=0}^{k-1} T^{-j} A, \quad(k \geq 1), \quad c_{k}(A)=\mu\left(A_{k}\right), \quad(k \geq 0)
$$

where $\mu \sim m$ and $\mu \circ T^{-1}=\mu$. The wandering rate of $A$ is defined by

$$
L_{A}(n)=\mu\left(\bigcup_{l=0}^{n} T^{-l} A\right)=\sum_{k=0}^{n} c_{k}(A)
$$

(see [2] or [36]). The following is a generalisation of Theorem 3 of [36]. Let $\mathscr{F}_{0}$ denote the ring generated by $\mathscr{R}(C, T)$.
Theorem 4.1. Suppose that ( $T, \mathscr{R}$ ) is a conservative, ergodic fibred system having the Schweiger property with respect to $\mathscr{R}(C, T)$. Then $\exists L(n) \uparrow$

$$
L_{B}(n) \sim L(n) \text { as } n \rightarrow \infty \forall B \in \mathscr{F}_{+}, B \subset A \in \mathscr{F}_{0}
$$

Proof. It is sufficient to show that if $A \in \mathscr{F}$ is a finite union of sets in $\mathscr{R}(C, T)$, then

$$
L_{A}(n) \sim L_{B}(n) \text { as } n \rightarrow \infty, \quad \forall B \in \mathscr{F} \cap A, m(B)>0
$$

The proof of this is based on Thaler's proof of Theorem 3 in [36], and uses
Lemma 4.2. Suppose that ( $T, \mathscr{R}$ ) is a conservative, ergodic fibred system having the Schweiger property with respect to $\mathscr{R}(C, T)$, and suppose that $A \in \mathscr{F}$ is a finite union of sets in $\mathscr{R}(C, T)$. Then

$$
\begin{gathered}
\exists M \geq 1 \ni \forall k \geq 1, B \in \mathscr{F} \cap A \\
\mu\left(T^{-k} B \backslash \bigcup_{j=0}^{k-1} T^{-j} A\right) \leq M m(B) \mu\left(T^{-k} A \backslash \bigcup_{j=0}^{k-1} T^{-j} A\right)
\end{gathered}
$$

Proof. First, since $A \in \mathscr{F}$ is a finite union of sets in $\mathscr{R}(C, T)$, by Theorem 3.1,

$$
\exists M \geq 1 \ni \frac{d \mu}{d m} \in[1 / M, M] \text { on } A
$$

Also, since $T$ is conservative and ergodic, for $B \in \mathscr{F}$, we have by Kac's formula,

$$
\mu(B)=\sum_{l=0}^{\infty} \mu\left(A \cap T^{-l} B \backslash \bigcup_{j=1}^{l} T^{-j} A\right)
$$

Thus, for $B \in \mathscr{F} \cap A$ and $k \geq 1$,

$$
\begin{aligned}
\mu\left(T^{-k} B \backslash \bigcup_{j=0}^{k-1} T^{-j} A\right) & =\sum_{l=1}^{\infty} \mu\left(T^{-(k+l)} B \cap A \backslash \bigcup_{j=1}^{k+l-1} T^{-j} A\right) \\
& \leq M \sum_{l=1}^{\infty} m\left(T^{-(k+l)} B \cap A \backslash \bigcup_{j=1}^{k+l-1} T^{-j} A\right)
\end{aligned}
$$

Using bounded distortion $(\odot)$ and the Schweiger property, it is not hard to see that

$$
m\left(T^{-(k+l)} B \cap A \bigcup_{j=1}^{\exists K \geq 1 \ni \forall B \in \mathscr{F} \cap A, \quad k, l \geq 1,} \begin{array}{l}
k+l-1 \\
\left.T^{-j} A\right) \leq K m(B) m\left(T^{-(k+l)} A \cap A \bigcup_{j=1}^{k+l-1} T^{-j} A\right)
\end{array}\right.
$$

whence

$$
\begin{aligned}
\mu\left(T^{-k} B \backslash \bigcup_{j=0}^{k-1} T^{-j} A\right) & \leq M K \sum_{l=1}^{\infty} m(B) m\left(T^{-(k+l)} A \cap A \backslash \bigcup_{j=1}^{k+l-1} T^{-j} A\right) \\
& \leq M^{2} K \sum_{l=1}^{\infty} m(B) \mu\left(T^{-(k+l)} A \cap A \backslash \bigcup_{j=1}^{k+l-1} T^{-j} A\right) \\
& =M^{2} K m(B) \mu\left(T^{-k} A \backslash \bigcup_{j=1}^{k-1} T^{-j} A\right) . \diamond
\end{aligned}
$$

Continuing the proof of Theorem 4.1, let $B \in \mathscr{F} \cap A$. Then

$$
\bigcup_{k=0}^{n} T^{-k} A \bigvee \bigcup_{k=0}^{n} T^{-k} B \subset(A \backslash B) \cup \bigcup_{k=1}^{n} T^{-k}(A \backslash B) \bigvee \bigcup_{j=0}^{k-1} T^{-j} A
$$

whence

$$
\begin{aligned}
L_{A}(n)-L_{B}(n) & \leq \mu(A \backslash B)+\sum_{k=1}^{n} \mu\left(T^{-k}(A \backslash B) \backslash \bigcup_{j=0}^{k-1} T^{-j} A\right) \\
& \leq M m(A \backslash B) L_{A}(n)
\end{aligned}
$$

by Lemma 4.2. Using this, we obtain for any fixed $d \geq 1$,

$$
\begin{aligned}
L_{B}(n) & \sim L_{B}(n+d) \quad \text { as } n \rightarrow \infty \\
& \geq L_{A \cap \bigcup_{j=0}^{d} T-T_{B}}(n) \\
& \geq\left(1-M m\left(A \backslash \bigcup_{j=0}^{d} T^{-j} B\right)\right) L_{A}(n)
\end{aligned}
$$

This establishes Theorem 4.1 since

$$
m\left(A \backslash \bigcup_{j=0}^{d} T^{-j} B\right) \rightarrow 0 \quad \text { as } d \rightarrow \infty . \diamond
$$

Recall that if $(T, \mathscr{R})$ is a fibred system, then, for $p \geq 1$, so is $\left(T^{p}, \mathscr{R}_{0}^{p-1}\right)$. If $(T, \mathscr{R})$ is aperiodic, then so is $\left(T^{p}, \mathscr{R}_{0}^{p-1}\right)$. If $(T, \mathscr{R})$ has the Schweiger property, then so does $\left(T^{p}, \mathscr{R}_{0}^{p-1}\right)$. Clearly, it can be fixed that

$$
\mathscr{R}\left(C, T^{p}\right) \subseteq \mathscr{F}_{0}(T)
$$

From this follows
Proposition 4.3. Suppose that ( $T, \mathscr{R}$ ) is an aperiodic, conservative fibred system having the Schweiger property with respect to $\mathscr{R}(C, T)$. Then

$$
L\left(T^{p}, n\right) \sim L(T, p n) \text { as } n \rightarrow \infty \quad \forall p \geq 1
$$

Next we recall the relationship between wandering rates and return sequences for a conservative ergodic fibred system ( $T, \mathscr{R}$ ) with the Schweiger property. Suppose that the return sequence for $T$ is given by

$$
a_{n}(T) \sim \sum_{k=1}^{n} u_{k} \quad \text { as } n \rightarrow \infty
$$

where $u_{k} \geq 0 \quad \forall k \in \mathbb{N}$. It follows from Theorem 3.1 and the asymptotic renewal equation (see [3]) that

$$
\sum_{n=0}^{\infty} u_{n} x^{n} \sim \frac{1}{1-x} \frac{1}{c_{A}(x)} \quad \text { as } x \uparrow 1^{-}, \quad \forall A \in \mathscr{F}, A \subseteq B \in \mathscr{R}(C, T)
$$

where

$$
c_{A}(x)=\sum_{k=0}^{\infty} c_{k}(A) x^{k}
$$

In case $L(n):=\sum_{k=0}^{n} c_{k}$ is regularly varying with index $\alpha \in[0,1)$, it follows from Karamata's Tauberian theorem that

$$
a_{n}(T) \sim \frac{1}{\Gamma(1+\alpha) \Gamma(2-\alpha)} \frac{n}{L(n)} \quad \text { as } n \rightarrow \infty
$$

In $\S 9$, this will be used to identify the return sequences of parabolic rational maps from their wandering rates, which will be calculated (also in §9) using results established in the next section.

## 5. Parabolic fibred systems

Suppose that $(T, \mathscr{R})$ is a fibred system having the Schweiger property with respect to $\mathscr{R}(C, T)$. It follows from the definition of $\mathscr{R}(C, T)$ that $N_{C} \circ T \geq$ $N_{C}-1$ whenever $N_{C} \geq 2$.

In this section, we assume that the fibred system is irreducible, and that $|T \mathscr{R}|<\infty$. We also assume that the collection $\mathscr{R}(C, T)$ satisfies the additional properties that

$$
\begin{gathered}
N_{C} \circ T=N_{C}-1 \quad\left(N_{C} \geq 2\right) \\
\left|\mathscr{R}_{0}^{1} \cap\left[N_{C}=2\right]\right|<\infty \\
T:\left[N_{C} \geq 2\right] \rightarrow T\left[N_{C} \geq 2\right] \quad \text { is invertible }
\end{gathered}
$$

and also

$$
T\left(\left[N_{C}=1\right] \backslash T\left[N_{C}=2\right]\right)=X
$$

These assumptions are satisfied by parabolic rational maps, as will be seen in the sequel, and, accordingly, we shall call a fibred system satisfying them parabolic (with respect to $\mathscr{R}(C, T)$ ).

If $(T, \mathscr{R})$ is a parabolic fibred system, then, by Theorems 2.8 and $3.1, T$ is conservative and ergodic, and there is a $\sigma$-finite, $T$-invariant measure $\mu$ on $X$ equivalent to $m$. Let $P=\left[N_{C} \geq 2\right]$. Then $T: P \rightarrow T(P)$ is nonsingular and invertible, and we obtain that there exists a unique inverse branch of $T$,

$$
f_{*}: T(P) \rightarrow P
$$

Clearly, $f_{*}(P) \subset P$ (since $\left.T P \supset P\right)$. Whence, for $n \geq 1$,

$$
f_{*}^{n}: T(P) \rightarrow P
$$

is defined.
Since $|(T P \backslash P) \cap \mathscr{R}|<\infty$, it follows that for every $a \in(T P \backslash P) \cap \mathscr{R}$ there is an eventually periodic sequence $\left\{b_{n}\right\}_{n=1}^{\infty}\left(b_{n}=b_{n}(a)\right)$ such that

$$
f_{*}^{n} a=\left[b_{n}, \ldots, b_{1}, a\right] \quad(n \geq 1)
$$

Writing

$$
\left(b_{1}, \ldots, b_{n}, \ldots\right)=\left(b_{1}, \ldots, b_{r}, \overline{\beta_{1}, \ldots, \beta_{d}}\right)
$$

where $r=r(a)$ and $d=d(a)$, we have $b_{k d+r+\nu}=\beta_{\nu}(k \geq 0,0 \leq \nu \leq d-1)$, whence

$$
f_{*}^{d k+r+\nu} a \subseteq\left[\beta_{\nu}, \ldots, \beta_{1}, \beta_{d}, \ldots, \beta_{\nu+1}\right] \quad \forall k \geq 0,0 \leq \nu \leq d-1 .
$$

Lemma 5.1. Suppose that $(T, \mathscr{R})$ is a parabolic fibred system with respect to $\mathscr{R}(C, T)$. Then $X^{*}=X$ and $\left(T^{*}, \mathscr{R}^{*}\right)$ is irreducible.
Proof. Note first that if $x, y \in X, N_{C}(x)=1$, and $T^{n} y=x$, then

$$
\exists k \leq n \ni T^{* k} y=x
$$

It follows from irreducibility and the Markov property of $(T, \mathscr{R})$ that

$$
\forall B \in \bigcup_{k=1}^{\infty} \mathscr{R}_{0}^{n-1}, \quad b \in \mathscr{R} \cap\left[N_{C}=1\right], \quad \exists n \geq 1 \ni T^{* n} B \supseteq b
$$

It now follows from the equality $T\left(\left[N_{C}=1\right] \backslash T\left[N_{C}=2\right]\right)=X$ that

$$
\forall B, B^{\prime} \in \bigcup_{k=1}^{\infty} \mathscr{R}_{0}^{n-1}, \quad \exists n \geq 1 \ni T^{* n} B \supseteq B^{\prime}
$$

which yields $X^{*}=X$ and the irreducibility of $\left(T^{*}, \mathscr{R}^{*}\right) . \diamond$
By Lemma 2.1, there is a $T^{*}$-invariant probability $q \sim m$ such that $\log \frac{d q}{d m} \in$ $L^{\infty}(m)$. It is not hard to show that if

$$
\mu^{\prime}(B):=\sum_{k=0}^{\infty} q\left(T^{-k} B \cap\left[N_{C}>k\right]\right)
$$

then $\mu^{\prime} \circ T^{-1}=\mu^{\prime} \ll m$, whence, by conservativity and ergodicity of $T$, $\mu=c \mu^{\prime}$, where $c \in \mathbb{R}_{+}$is a constant. We assume that $c=1$, that is,

$$
\mu(B):=\sum_{k=0}^{\infty} q\left(T^{-k} B \cap\left[N_{C}>k\right]\right)
$$

It follows from ( $\mathbf{~}$ ) that

$$
\mu\left(\left[N_{C} \leq \nu\right]\right) \leq \nu \quad \forall \nu \in \mathbb{N}
$$

Lemma 5.2. Suppose that ( $T, \mathscr{R}$ ) is a parabolic fibred system with respect to $\mathscr{R}(C, T)$. Then

$$
L_{A}(n)=\mu\left(\left[N_{C} \leq n\right]\right)+O(1) \quad \text { as } n \rightarrow \infty
$$

where $A=\left[N_{C}=\nu\right](\nu \geq 2)$ and $\mu \sim m, \mu \circ T^{-1}=\mu$.
Proof. Set $A_{0}=A$ and $A_{k}=T^{-k} A \backslash \bigcup_{j=0}^{k-1} T^{-j} a(k \geq 1)$. Then $L_{A}(n)=$ $\sum_{k=0}^{n} \mu\left(A_{k}\right)$ and $A_{k}=\left[N_{C}=\nu+k\right] \cup B_{k}$, where $B_{k} \subset\left[N_{C}<\nu\right]$ are disjoint. Thus,

$$
\begin{aligned}
L_{A}(n) & =\sum_{k=0}^{n} \mu\left(\left[N_{C}=\nu+k\right]\right)+\mu\left(\bigcup_{k=0}^{n} B_{k}\right) \\
& =\mu\left(\left[N_{C} \leq n\right]\right)+O(1) . \diamond
\end{aligned}
$$

Lemma 5.3. Suppose that $(T, \mathscr{R})$ is a parabolic fibred system with respect to $\mathscr{R}(C, T)$. Then

$$
\mu\left(\left[N_{C} \leq n\right]\right)=\int_{X}\left(N_{C} \wedge n\right) d q+O(1) \quad \text { as } n \rightarrow \infty
$$

Proof. For $n \geq 2$ and $k \geq 1$,

$$
\left[2+k \leq N_{C} \leq n+k\right] \subseteq T^{-k}\left[N_{C} \leq n\right] \subseteq\left[N_{C} \leq n+k\right]
$$

hence
$q\left(\left[k+2 \leq N_{C} \leq k+n\right]\right) \leq q\left(T^{-k}\left[N_{C} \leq n\right] \cap\left[N_{C}>k\right]\right) \leq q\left(\left[k+1 \leq N_{C} \leq k+n\right]\right)$ and

$$
\begin{aligned}
\mu\left(\left[N_{C} \leq n\right]\right) & =\sum_{k=0}^{\infty} q\left(T^{-k}\left[N_{C} \leq n\right] \cap\left[N_{C}>k\right]\right) \\
& =\sum_{k=0}^{\infty} q\left(\left[k+1 \leq N_{C} \leq k+n\right]\right)+O(1) \\
& =\sum_{k=1}^{\infty} k \wedge n q\left(\left[N_{C}=k\right]\right)+O(1) \\
& =\int_{X}\left(N_{C} \wedge n\right) d q+O(1), \quad \text { as } n \rightarrow \infty . \diamond
\end{aligned}
$$

For $x \in T(P)$ we denote

$$
\partial_{n}(x)=\frac{d m \circ f_{*}^{n}}{d m}
$$

and

$$
\Delta_{n}(x)=\Delta\left(b_{1}, \ldots, b_{n}\right)\left(f_{*}^{n}(x)\right)
$$

where $f_{*}^{n}(x) \in\left[b_{1}, \ldots, b_{n}\right] \in \mathscr{R}_{0}^{n}$. Clearly $\Delta_{n}(x) \partial_{n}(x)=1$.

Lemma 5.4. Suppose that $(T, \mathscr{R})$ is a parabolic fibred system with respect to $\mathscr{R}(C, T)$. Then

$$
\begin{gathered}
\forall \nu \geq 2, B \in\left[N_{C}=\nu\right] \cap \mathscr{R}_{0}^{\nu-1}, \forall n \geq 1, \text { for a.e. } x \in B \\
\sum_{k=0}^{\infty}(k \wedge n) m\left(f_{*}^{k} B\right)=\operatorname{Dm}(B) \sum_{k=0}^{\infty}(k \wedge n) \partial_{k}(x),
\end{gathered}
$$

where $D \in\left[C^{-2}, C^{2}\right]$.
Proof. First, note that if $[\mathbf{b}] \in \mathscr{R}_{0}^{\nu-1} \cap\left[N_{C}=\nu\right]$, then $[\mathbf{b}] \in \mathscr{R}(C, T)$, and there exist $b_{1}, b_{2}, \ldots \in \mathscr{R}$ such that

$$
f_{*}^{n}([\mathbf{b}])=\left[b_{n}, \ldots, b_{1}, \mathbf{b}\right] \quad(n \geq 1) .
$$

Clearly, $f_{*}^{n}([\mathbf{b}]) \in \mathscr{R}(C, T)$ and hence

$$
\begin{gathered}
\text { for a.e. } x \in[\mathbf{b}], n \geq 0 \exists D \in\left[1 / C^{2}, C^{2}\right] \ni \\
\partial_{n}(x)=D \frac{m\left(f_{*}^{n}[\mathbf{b}]\right)}{m([\mathbf{b}])}
\end{gathered}
$$

Thus for a.e. $x \in[b] \in \mathscr{R}_{0}^{\nu-1} \cap\left[N_{C}=\nu\right]$ and $n \geq 1$,

$$
\begin{aligned}
\sum_{k=0}^{\infty}(k \wedge n) m\left(f_{*}^{k}[\mathbf{b}]\right) & =\sum_{k=0}^{\infty}(k \wedge n) \int_{[\mathbf{b}]} \partial_{k} d m \\
& =D m([\mathbf{b}]) \sum_{k=0}^{\infty}(k \wedge n) \partial_{k}(x)
\end{aligned}
$$

where $D \in\left[C^{-2}, C^{2}\right] . \diamond$
Theorem 5.5. Suppose that $(T, \mathscr{R})$ is a parabolic fibred system with respect to $\mathscr{R}(C, T)$, and let $\nu \geq 2$ and $K=\mathscr{R}_{0}^{\nu-1} \cap\left(\left[N_{C}=\nu\right]\right)$. Then

$$
\begin{gathered}
\exists M>1 \ni \text { for a.e. }\left(x_{b}\right)_{b \in K} \in \prod_{b \in K} b, \quad \forall n \in \mathbb{N} \\
M^{-1} L(n) \leq \sum_{b \in K} \sum_{k=0}^{\infty}(k \wedge n) \partial_{k}\left(x_{b}\right) \leq M L(n)
\end{gathered}
$$

In particular,

$$
\mu(X)<\infty \Leftrightarrow \sum_{n=0}^{\infty} n \partial_{n}(x)<\infty \quad \text { for a.e. } x \in T(P)
$$

Proof. By Lemmas 5.1, 5.2, and 5.3,

$$
\begin{aligned}
L(n) & \sim \sum_{k=0}^{\infty}(k \wedge n) q\left(\left[N_{C}=k\right]\right) \sim \sum_{k=0}^{\infty}(k \wedge n) q\left(f_{*}^{k}\left[N_{C}=\nu\right]\right) \\
& =D \sum_{k=0}^{\infty}(k \wedge n) m\left(f_{*}^{k}\left[N_{C}=\nu\right]\right)=D \sum_{B \in K} \sum_{k=0}^{\infty}(k \wedge n) m\left(f_{*}^{k} B\right) \\
& =D E \sum_{B \in K} \sum_{k=0}^{\infty}(k \wedge n) \partial_{k}\left(x_{B}\right)
\end{aligned}
$$

where $|\log D| \leq\left\|\log \frac{d q}{d m}\right\|_{L^{\infty}(m)}$ and $E \in\left[C^{-2}, C^{2}\right]$. This proves the first part of the theorem. The second part follows since, clearly, $\mu(X)=\lim _{n \rightarrow \infty} L(n) . \diamond$
Proposition 5.6. Suppose that $(T, \mathscr{R})$ is a parabolic fibred system such that $\mu(X)=\infty$, and suppose that $\frac{d q}{d m}$ is uniformly continuous on $\mathscr{R}^{\mathbb{N}}$ in the sense that

$$
\begin{gathered}
\forall \varepsilon>0, \exists n \geq 1 \ni \\
\left|\frac{d q}{d m}(x)-\frac{d q}{d m}(y)\right|<\varepsilon \quad \forall x, y \in X \ni b_{k}(x)=b_{k}(y) \quad(1 \leq k \leq n)
\end{gathered}
$$

Then

$$
L(n) \sim \sum_{a \in T P \backslash P \cap \mathscr{R}} \sum_{\nu=0}^{d(a)-1} c_{a, \nu} \sum_{k=1}^{\infty}(k \wedge n) m\left(f_{*}^{d k+r+\nu} a\right) \quad \text { as } n \rightarrow \infty
$$

where $c_{a, \nu}>0 \forall a, \nu$, and where $r=r(a)$ and $d(a)$ are as defined before Lemma 5.1.
Proof. By Lemmas 5.2 and 5.3,

$$
\begin{aligned}
L(n) & \sim \sum_{k=1}^{\infty} k \wedge n q\left(\left[N_{C}=k\right]\right) \sim \sum_{k=1}^{\infty} k \wedge n q\left(f_{*}^{k}(T P \backslash P)\right) \\
& \sim \sum_{a \in T P \backslash P \cap \mathscr{R}} \sum_{k=1}^{\infty}(k \wedge n) q\left(f_{*}^{k} a\right) \\
& \sim \sum_{a \in T P \backslash P \cap \Re} d(a) \sum_{\nu=0}^{d(a)-1} \sum_{k=1}^{\infty}(k \wedge n) q\left(f_{*}^{d k+r+\nu} a\right) \quad \text { as } n \rightarrow \infty .
\end{aligned}
$$

Since

$$
f_{*}^{d k+r+\nu}(x) \rightarrow\left(\overline{\beta_{\nu}, \ldots, \beta_{1}, \beta_{d}, \ldots, \beta_{\nu+1}}\right) \text { in } \mathscr{R}^{\mathbb{N}}
$$

for $x \in a$ and $0 \leq \nu \leq d-1$, it follows by the continuity of $\frac{d q}{d m}$ that

$$
\begin{aligned}
& \forall a \in T P \backslash P \cap \mathscr{R}, 0 \leq \nu \leq d-1, \quad \exists c_{a, \nu}>0 \ni \\
& \frac{d q}{d m} \circ f_{*}^{d k+r+\nu}(x) \rightarrow c_{a, \nu} \quad \text { as } k \rightarrow \infty \forall x \in a
\end{aligned}
$$

and hence

$$
q\left(f_{*}^{d k+r+\nu} a\right) \sim c_{a, \nu} m\left(f_{*}^{d k+r+\nu} a\right) \quad \text { as } k \rightarrow \infty
$$

The proposition follows from this. $\diamond$

## 6. Mixing properties of fibered systems with finite invariant measures

The first goal of this section is to establish
Theorem 6.1. Suppose that $(T, \mathscr{R})$ is an aperiodic fibred system such that for some $C \in \mathbb{R}_{+}$,

$$
\mathscr{G}(C, T)=\widetilde{\mathscr{R}}_{+}
$$

there exist $\mathscr{R}_{0}, \mathscr{R}_{1} \subseteq \mathscr{R}$ such that $\left|\mathscr{R}_{0}\right|<\infty$, and $T X_{1} \subseteq X_{0}$, where $X_{i}=$ $\bigcup_{B \in \mathscr{R}_{i}} B \quad(i=0,1)$. Then there is a $T$-invariant probability $q \sim m$ such that $\log \frac{d q}{d m} \in L^{\infty}(m)$, and $(T, \mathscr{R})$ is continued fraction mixing.

The proof is presented in a sequence of lemmas.

Note that under the assumptions of Theorem 6.1 , since $T X=X \bmod m$, necessarily $T X_{0} \subseteq X_{1} \bmod m$. Also, $|\{T b: b \in \mathscr{R}\}|<\infty$, and so by Lemma 2.1 there is a $T$-invariant probability $q \sim m$ such that $\log \frac{d q}{d m} \in L^{\infty}(m)$.

Lemma 6.2. Under the assumptions of Theorem 6.1,

$$
\exists L \in \mathbb{R}_{+} \ni \forall n \in \mathbb{N}, A \in \mathscr{R}_{0}^{n-1}, B \in \widetilde{\mathscr{R}}:
$$

either $q\left(A \cap T^{-n} B\right)=0, \quad$ or $\frac{1}{L} \leq \frac{q\left(A \cap T^{-n} B\right)}{q(A) q(B)} \leq L$.
Proof. If $A=[\mathrm{a}] \in \mathscr{R}_{0}^{n-1}, B \in \widetilde{\mathscr{R}}$, and $m\left(A \cap T^{-n} B\right)>0$, then, by bounded distortion ( $\odot$ ),

$$
C^{-3} m\left(T a_{n}\right)^{-1} \leq \frac{m\left(A \cap T^{-n} B\right)}{m(A) m(B)} \leq C^{3} m\left(T a_{n}\right)^{-1}
$$

The result follows from this since $|\{T b: b \in \mathscr{R}\}|<\infty$ and $\log \frac{d q}{d m} \in L^{\infty}(m) . \diamond$
Remark. In case $|\mathscr{R}|<\infty$, the continued fraction mixing of $(T, \mathscr{R})$ follows from Lemma 6.2 and Corollary 2.4 of [12].

Lemma 6.3. Under the assumptions of Theorem 6.1,

$$
\exists n_{0} \in \mathbb{N} \ni T^{n} B=X \bmod m \quad \forall B \in \mathscr{R}, \quad n \geq n_{0}
$$

Proof. Since $\left|\mathscr{R}_{0}\right|<\infty$, by aperiodicity

$$
\exists N \in \mathbb{N} \ni m\left(B \cap T^{-n} B^{\prime}\right)>0 \quad \forall n \geq N, B, B^{\prime} \in \mathscr{R}_{0},
$$

whence, by the Markov property,

$$
X_{0} \subseteq T^{n} B \bmod m \quad \forall n \geq N, B \in \mathscr{R}_{0}
$$

Since $T B \subseteq X_{0} \forall B \in \mathscr{R}$,

$$
X_{0} \subseteq T^{n} B \quad \forall n \geq N+1, B \in \mathscr{R}
$$

and, since $T X_{0} \supset X_{1}$,

$$
X \subseteq T^{n} B \bmod m \quad \forall n \geq N+2, B \in \mathscr{R} . \diamond
$$

For $b \in \mathscr{R}_{0}$ and $b^{\prime} \in \mathscr{R}_{1}$ such that $b^{\prime} \subset T b$ set

$$
\mathscr{C}\left(b, b^{\prime}\right)=\left\{c \in \mathscr{R}_{1}: T(c)=T\left(b^{\prime}\right), c \subset T(b)\right\} .
$$

Remarks. Suppose $\varnothing \neq\left[b_{1}, \ldots, b_{n}\right] \in \mathscr{R}_{0}^{n-1}$. Then

$$
b_{i} \in \mathscr{R}_{1} \Rightarrow b_{i-1}, b_{i+1} \in \mathscr{R}_{0}
$$

since $T X_{1} \subseteq X_{0}$ and

$$
b_{j} \in \mathscr{R}_{0}, b_{j+1} \in \mathscr{R}_{1}, b \in \mathscr{C}\left(b_{j}, b_{j+1}\right) \Rightarrow\left[b_{1}, \ldots, b_{j}, b, b_{j+2}, \ldots, b_{n}\right] \neq \varnothing .
$$

Lemma 6.4. Under the assumptions of Theorem 6.1,

$$
\begin{gathered}
\exists \eta>0 \ni \forall A \in \mathscr{R}_{0}, B \in \mathscr{R}_{1}, B \subset T A: \\
m\left(\bigcup_{C \in \mathscr{C}(A, B)} C\right) \geq \eta .
\end{gathered}
$$

Proof. $\left|\left\{\mathscr{C}(A, B): A \in \mathscr{R}_{0}, B \in \mathscr{R}_{1}, B \subset T A\right\}\right|<\infty . \diamond$
If $A \in \mathscr{R}_{0}^{n-1}, B \in \widetilde{\mathscr{R}}$, and $p \in \mathbb{N}$, define

$$
\mathscr{D}_{p}(A, B)=\left\{C \in \mathscr{R}_{0}^{p-1}: A \cap T^{-n} C \cap T^{-n-p} B \neq \varnothing\right\}
$$

and

$$
D_{p}(A, B)=\bigcup_{C \in \mathscr{P}_{p}(A, B)} C .
$$

Lemma 6.5. Under the assumptions of Theorem 6.1,

$$
\begin{aligned}
& \forall p \in \mathbb{N} \ni T^{p} B=X \bmod m \forall B \in \mathscr{R}, \\
& \exists \gamma_{p}>0 \quad \ni m\left(D_{p}(A, B)\right) \geq \gamma_{p} \quad \forall A, B \in \widetilde{\mathscr{R}} .
\end{aligned}
$$

Proof. Suppose $A=\left[b_{1}, \ldots, b_{n}\right]$ and $B \in \widetilde{\mathscr{R}}$, and recall that $T^{p+n} A=$ $X, \quad A \cap T^{-p} B \neq \varnothing$, and $\mathscr{D}_{p}(A, B) \neq \varnothing$. If

$$
[\mathbf{c}]=\left[c_{1}, \ldots, c_{p}\right] \in \mathscr{D}_{p}(A, B)
$$

then, by bounded distortion $(O)$,

$$
m\left(D_{p}(A, B)\right) \geq m([\mathbf{c}]) \geq \frac{1}{D^{p+1}} \prod_{k=1}^{p} m\left(c_{k}\right)
$$

where $D=C^{3} / \min \{m(T b): b \in \mathscr{R}\}$, and if

$$
\exists[\mathrm{c}]=\left[c_{1}, \ldots, c_{p}\right] \in \mathscr{D}_{p}(A, B) \ni c_{k} \in \mathscr{R}_{0} \quad \forall 1 \leq k \leq p,
$$

then

$$
m\left(D_{p}(A, B)\right) \geq \frac{\varepsilon^{p}}{D^{p+1}}
$$

where $\varepsilon=\min _{B \in \mathscr{R}_{0}} m(B)$.
If not, then $\exists[\mathrm{c}]=\left[c_{1}, \ldots, c_{p}\right] \in \mathscr{D}_{p}(A, B)$ so that $c_{k} \in \mathscr{R}_{1}$ for some $k$. If $c_{j} \in \mathscr{R}_{0}, c_{j+1} \in \mathscr{R}_{1}$, and $r \in \mathscr{C}\left(c_{j}, c_{j+1}\right)$, then

$$
\left[c_{1}, \ldots, c_{j}, r, c_{j+2}, \ldots, c_{p}\right] \in \mathscr{D}_{p}(A, B)
$$

If $c_{1} \in \mathscr{R}_{1}$, then $a_{n} \in \mathscr{R}_{0}$, and, for $r \in \mathscr{C}\left(a_{n}, c_{1}\right),\left[a_{n}, r, c_{2}, \ldots, c_{p}\right] \in$ $\mathscr{D}_{p}(A, B)$.

Set $L=\left\{1 \leq j \leq p: c_{j} \in \mathscr{R}_{1}\right\}$. Then, denoting $c_{0}=a_{n}$,

$$
\mathscr{D}_{p}(A, B) \supseteq\left\{\left[c_{1}^{\prime}, \ldots, c_{p}^{\prime}\right]: c_{i}^{\prime}=c_{i} \forall i \notin L, c_{i}^{\prime} \in \mathscr{C}\left(c_{i-1}, c_{i}\right) \forall i \in L\right\}=: \mathscr{D}(\mathbf{c})
$$

Hence

$$
m\left(D_{p}(A, B)\right) \geq \sum_{\left[\mathbf{c}^{\prime}\right] \in \mathscr{O}(\mathbf{c})} m\left(\left[\mathbf{c}^{\prime}\right]\right)=\frac{1}{D^{p+1}} \eta^{|L|} \varepsilon^{p-|L|} \geq \gamma_{p}
$$

where $\eta$ is as in Lemma 6.4, and

$$
\gamma_{p}=\frac{1}{D}\left(\frac{\min \{\eta, \varepsilon\}}{D}\right)^{p} \cdot \diamond
$$

Lemma 6.6. Under the assumptions of Theorem 6.1,

$$
\exists L \in \mathbb{R}_{+}, p \in \mathbb{N} \ni \forall n \in \mathbb{N}, A \in \mathscr{R}_{0}^{n-1}, B \in \widetilde{\mathscr{R}}:
$$

$$
\frac{1}{L} \leq \frac{q\left(A \cap T^{-(n+p)} B\right)}{q(A) q(B)} \leq L .
$$

Proof. The upper bound follows from Lemma 6.2.
For $p \in \mathbb{N}$ such that $T^{p} B=X \forall B \in \mathbb{R}$,

$$
\begin{aligned}
m\left(A \cap T^{-(p+n)} B\right) & \geq D^{-3} m(A) m\left(D_{p}(A, B)\right) m(B) \\
& \geq \frac{\gamma_{p}}{D^{3}} m(A) m(B) \quad \forall n \in \mathbb{N}, A \in \varepsilon_{0}^{n-1}, B \in \widetilde{\mathscr{R}}
\end{aligned}
$$

The result follows since $\log \frac{d q}{d m} \in L^{\infty}(m) . \diamond$
Proof of Theorem 6.1. The continued fraction mixing of ( $T, \mathscr{R}$ ) follows from Lemma 6.6 by [9], and Theorem 6.1 is established.

## 7. Central limit theorem

In this section we assume that $(T, \mathscr{R})$ is a finite aperiodic and parabolic fibred system with respect to $\mathscr{R}(C, T)$, and that the $T$-invariant measure $\mu$ is finite. In particular,

$$
\mu(A)=\sum_{u=0}^{\infty} q\left(\left[N_{C}>u\right] \cap T^{-u} A\right) \quad(A \in \mathscr{F})
$$

Let $\mu_{0}=\mu / \mu(X)$ denote the equivalent probability measure. Under the assumptions, the jump transformation need not to be aperiodic as well. However, it follows that the other hypothesis in Theorem 6.1 is satisfied by setting $\mathscr{R}_{0}^{*}=\mathscr{R} \cap\left[N_{C}=1\right]$.
Theorem 7.1. Let $(T, \mathscr{R})$ be a finite aperiodic and parabolic fibred system with respect to $\mathscr{R}(C, T)$, and let there be two periodic points $x, y \in X$ with relatively prime periods $p$ and $p^{\prime}$ respectively, such that their forward orbits are contained in $\left[N_{C}=1\right]$. Then $\left(T^{*}, \mathscr{R}^{*}\right)$ is aperiodic and continued fraction mixing.
Proof. By Lemma 5.1, $\left(T^{*}, \mathscr{R}^{*}\right)$ is irreducible. Let $T^{j} x \in A_{j} \in \mathscr{R}(0 \leq j<p)$ and $T^{i} y \in B_{i} \in \mathscr{R}\left(0 \leq i<p^{\prime}\right)$. Then, by the Markov property,

$$
\begin{array}{ll}
A_{j+1} \subseteq T A_{j}, & A_{0} \subseteq T A_{p-1}
\end{array} \quad(0 \leq j \leq p-2), ~\left(0 \leq i \leq p^{\prime}-2\right)
$$

By irreducibility there exist $n, m \geq 1$ so that $A_{0} \subseteq\left(T^{*}\right)^{n} B_{0}$ and $B_{0} \subseteq$ $\left(T^{*}\right)^{m} A_{0}$. Since $T=T^{*}$ on [ $N_{C}=1$ ] it follows that

$$
A_{0} \subseteq\left(T^{*}\right)^{p} A_{0} \cap\left(T^{*}\right)^{n+m} A_{0} \cap\left(T^{*}\right)^{m+n+p^{\prime}} A_{0}
$$

Since the common divisor of $p, n+m, n+m+p^{\prime}$ is $1,\left(T^{*}, \mathscr{R}^{*}\right)$ is aperiodic. By Theorem 6.1 it then follows that ( $T^{*}, \mathscr{R}^{*}$ ) is continued fraction mixing. $\diamond$

By Lemma 5.3, $A:=\int N_{C} d q=\mu(X)<\infty$, and by the ergodic theorem

$$
\frac{N_{n}}{n} \rightarrow \frac{1}{A} \quad \text { a.e. }
$$

where

$$
N_{n}(x)=\min \left\{l: \sum_{i=0}^{l} N_{C}\left(\left(T^{*}\right)^{i} x\right) \geq n\right\}
$$

Let $f \in L^{\infty}(\mu)$ and define

$$
f^{*}(x)=f(x)+f(T x)+\cdots+f\left(T^{N_{C}(x)-1} x\right)-N_{C}(x) \int_{X} f d \mu_{0} \quad(x \in X)
$$

It follows immediately that

$$
\mu(f):=\int_{X} f d \mu=\int_{X} \sum_{k=0}^{N_{C}-1} f \circ T^{k} d q
$$

hence $q\left(f^{*}\right)=\int_{X} f^{*} d q=0$, and that $f^{*} \in L^{2}(q)$ in case

$$
\sum_{n \geq 1} n^{2} q\left(\left[N_{C}=n\right]\right)<\infty
$$

Denote

$$
\sigma_{n}^{2}\left(f^{*}\right)=\sigma_{n}^{2}(f)=\int_{X}\left(\sum_{k=0}^{n} f^{*} \circ\left(T^{*}\right)^{k}\right)^{2} d q
$$

In this section we prove
Theorem 7.2. Let $\left(T^{*}, \mathscr{R}^{*}\right)$ be absolutely regular with mixing coefficients $\beta(n):=\sup \left\{\int \sup \left\{|q(E \mid F)-q(E)|: F \in\left(\mathscr{F}^{*}\right)_{k+n}^{\infty}\right\} d q: E \in\left(\mathscr{F}^{*}\right)_{0}^{k} ; k \geq 0\right\}$ satisfying

$$
\sum_{n \geq 1} \beta(n)^{\zeta /(2+\zeta)}<\infty
$$

for some $\zeta>0$. Let $f$ be a bounded measurable function such that $f^{*} \in L^{\infty}(q)$ and such that

$$
\xi_{n}:=\left\|f^{*}-E_{q}\left(f^{*} \mid\left(\mathscr{F}^{*}\right)_{0}^{n}\right)\right\|_{L^{2+\xi(q)}} \leq C n^{-2-\zeta} \quad(n \geq 1)
$$

for some constant $C>0$. Then

$$
c_{f}=q\left(\left(f^{*}\right)^{2}\right)+2 \sum_{l=1}^{\infty} q\left(f^{*} f^{*} \circ\left(T^{*}\right)^{l}\right)<\infty
$$

converges absolutely, $\lim _{n \rightarrow \infty} \sigma_{n}^{2} / n=\lim _{n \rightarrow \infty} \sigma_{n}^{2}\left(f^{*}\right) / n=c_{f}$, and, if $c_{f} \neq 0$, then $f$ satisfies the central limit theorem, that is,

$$
\lim _{n \rightarrow \infty} \mu_{0}\left(\left[\frac{\sqrt{A}}{\sqrt{n c_{f}}} \sum_{k=0}^{n}\left(f \circ T^{k}-\mu_{0}(f)\right) \leq t\right]\right)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{t} \exp \left(-u^{2} / 2\right) d u
$$

for any $t \in \mathbb{R}$.
Corollary 7.3. Let $\left(T^{*}, \mathscr{R}^{*}\right)$ be aperiodic, and let $f$ be measurable with respect to $\sigma\left(\mathscr{R}_{0}^{m}\right)$ for some $m \geq 0$ such that $f^{*} \in L^{2}(q)$. If $\sigma_{n}^{2}=\sigma_{n}^{2}\left(f^{*}\right) \rightarrow \infty$, then $\sigma_{n}^{2}=n h(n)$, where $h$ is slowly varying on $\mathbb{R}$ at infinity, and $f$ satisfies the central limit theorem, that is,

$$
\lim _{n \rightarrow \infty} \mu_{0}\left(\left[\frac{\sqrt{A}}{\sigma_{n}} \sum_{k=0}^{n}\left(f \circ T^{k}-\mu_{0}(f)\right) \leq t\right]\right)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{t} \exp \left(-u^{2} / 2\right) d u
$$

for any $t \in \mathbb{R}$.
The proof of Corollary 7.3 is a modification of the proof of Theorem 7.2, observing that, by Theorem 6.1, $\left(T^{*}, \mathscr{R}^{*}\right)$ is continued fraction mixing. For the proof of Theorem 7.2 the following maximal inequality is needed.

Lemma 7.4. Let ( $\left.T^{*}, \mathscr{R}^{*}\right)$ be as in Theorem 7.2 and let $g \in L^{\infty}(q)$ be a bounded measurable function satisfying $q(g)=0$ and

$$
\xi_{n}:=\left(\int\left|g-E_{q}\left(g \mid\left(\mathscr{F}^{*}\right)_{0}^{n}\right)\right|^{2} d q\right)^{1 / 2} \leq C n^{-2-\zeta} \quad(n \geq 1)
$$

for some $C>0$. Then

$$
\sigma_{n}^{2} / n=\sigma_{n}^{2}(g) / n \rightarrow c_{g} \quad \text { as } n \rightarrow \infty
$$

where

$$
c_{g}=q\left(g^{2}\right)+2 \sum_{l=1}^{\infty} q\left(g g \circ\left(T^{*}\right)^{l}\right)<\infty
$$

converges absolutely, and if $c_{g} \neq 0$, then for every $\varepsilon, \eta>0$ there exist $n_{0}$ and $\delta_{0}>0$ such that for $n \geq n_{0}$ and $0 \leq N \leq \delta_{0} n$

$$
q\left(\left[\max _{0 \leq j \leq N}\left|\sum_{l=0}^{j} g \circ\left(T^{*}\right)^{l}\right| \geq \eta \sigma_{n}\right]\right) \leq \varepsilon .
$$

Proof. It is well known [24] that by the assumptions in the lemma, $\sigma_{n}^{2} \sim c_{g} n$. Since ( $T^{*}, \mathscr{R}^{*}$ ) is absolutely regular it is also aperiodic, hence, by Theorem $6.1,\left(T^{*}, \mathscr{R}^{*}\right)$ is continued fraction mixing with respect to $\mathscr{R}^{*}$.

Denote by

$$
\psi(n):=\sup \left\{\left|\frac{q(E \cap F)}{q(E) q(F)}-1\right|: F \in\left(\mathscr{F}^{*}\right)_{k+n}^{\infty} ; E \in\left(\mathscr{F}^{*}\right)_{0}^{k} ; k \geq 0\right\}
$$

the continued fraction mixing coefficients of $q$ with respect to $\mathscr{R}^{*}$.
Let $\varepsilon, \eta>0$ and fix $p_{0}$ so that for $p \geq p_{0}, \psi(p) \leq \psi\left(p_{0}\right)<1$. Denote

$$
S_{j}^{*}(g)=\sum_{l=0}^{j} g \circ\left(T^{*}\right)^{l}
$$

Let $n_{0}$ and $\delta_{0}>0$ be chosen in such a way that for $n \geq n_{0}, \quad N \leq \delta_{0} n$, and $p=p(N) \sim N^{(1-\zeta) / 2}$,

$$
\begin{gathered}
C(N+2 p) p^{-2-\zeta} \leq \sigma_{N+2 p}, \\
\frac{4 N^{3} C^{2}}{\sigma_{n}^{2} \eta^{2}} p^{4+2 \zeta} \leq \varepsilon / 2, \\
\gamma_{N}:=(1-\psi(p))\left(1-\frac{128 \sigma_{N}^{2}}{\sigma_{n}^{2} \eta^{2}}\right)>0, \\
2 p\|g\|_{\infty} \leq \sigma_{n} \eta / 8,
\end{gathered}
$$

and

$$
\frac{32 \sigma_{N+2 p}^{2}}{\eta^{2} \min _{0 \leq t \leq N} \gamma_{t} \sigma_{n}^{2}} \leq \varepsilon / 2 .
$$

Let $n \geq n_{0}$ and $0 \leq N \leq \delta_{0} n$ be fixed. Let

$$
C_{t}=\left[\left|S_{t}^{0}(g)\right| \geq \sigma_{n} \eta / 2 ;\left|S_{j}^{0}(g)\right|<\sigma_{n} \eta / 2(0 \leq j<t)\right]
$$

where

$$
S_{l}^{0}(g)=\sum_{l=0}^{t} g_{p} \circ\left(T^{*}\right)^{l}, \quad g_{p}=E\left(g \mid\left(\mathscr{F}^{*}\right)_{0}^{p}\right)
$$

## Then

$$
\begin{aligned}
& q\left(\left[\left|S_{N+2 p}^{0}(g)\right| \geq \sigma_{n} \eta / 4\right]\right) \\
& \quad \geq q\left(\left[\left|S_{N+2 p}^{0}(g)\right|>\sigma_{n} \eta / 4 ; \max _{0 \leq t \leq N}\left|S_{t}^{0}(g)\right|>\sigma_{n} \eta / 2\right]\right) \\
& \quad=\sum_{t=0}^{N} q\left(C_{t} \cap\left[\left|S_{N+2 p}^{0}(g)\right|>\sigma_{n} \eta / 4\right]\right) \\
& \quad \geq \sum_{t=0}^{N} q\left(C_{t} \cap\left[\left|S_{N+2 p}^{0}(g)-S_{t}^{0}(g)\right| \leq \frac{\sigma_{n} \eta}{4}\right]\right) \\
& \geq \sum_{t=0}^{N} q\left(C_{t} \cap\left[\left|S_{N+2 p}^{0}(g)-S_{t+2 p}^{0}(g)\right| \leq \frac{\sigma_{n} \eta}{8} ;\left|S_{t+2 p}^{0}(g)-S_{t}^{0}(g)\right| \leq \frac{\sigma_{n} \eta}{8}\right]\right) \\
&= \sum_{t=0}^{N} q\left(C_{t} \cap\left[\left|S_{N+2 p}^{0}(g)-S_{t+2 p}^{0}(g)\right| \leq \frac{\sigma_{n} \eta}{8}\right]\right) \\
& \quad \geq(1-\psi(p))\left(1-\max _{0 \leq t \leq N} q\left(\left[\left|S_{N+2 p}^{0}(g)-S_{t+2 p}^{0}(g)\right| \geq \frac{\sigma_{n} \eta}{8}\right]\right)\right) \\
& \quad \times q\left(\left[\max _{0 \leq t \leq N}\left|S_{t}^{0}(g)\right|>\frac{\eta \sigma_{n}}{2}\right]\right) .
\end{aligned}
$$

Since by a crude estimate

$$
E\left(S_{N+2 p}^{0}-S_{N+2 p}^{*}\right)^{2} \leq(N+2 p)^{2} E\left(g-g_{p}\right)^{2} \leq C(N+2 p)^{2} p^{-4-2 \zeta} \leq \sigma_{N+2 p}^{2}
$$

we obtain

$$
q\left(\left[\left|S_{N+2 p}^{0}(g)\right| \geq \sigma_{n} \eta / 4\right]\right) \leq \frac{16 E\left(S_{N+2 p}^{0}\right)^{2}}{\sigma_{n}^{2} \eta^{2}} \leq \frac{32 \sigma_{N+2 p}^{2}}{\sigma_{n}^{2} \eta^{2}}
$$

Moreover, since

$$
q\left(\left[\left|S_{N+2 p}^{0}(g)-S_{t+2 p}^{0}(g)\right| \geq \frac{\sigma_{n} \eta}{8}\right]\right) \leq \frac{128 \sigma_{N-t}^{2}}{\sigma_{n}^{2} \eta^{2}}
$$

for $0 \leq t \leq N$, it follows that

$$
\begin{aligned}
& q\left(\left[\max _{0 \leq j \leq N}\left|S_{j}^{0}(g)\right| \geq \sigma_{n} \eta / 2\right]\right) \\
& \quad \leq \frac{q\left(\left[\left|S_{N+2 p}^{0}(g)\right| \geq \sigma_{n} \eta / 4\right]\right)}{\left.(1-\psi(p))\left(1-\max _{0 \leq t \leq N} q\left(\left[\left|S_{N+2 p}^{0}(g)-S_{t+2 p}^{0}(g)\right| \geq \sigma_{n} \eta / 8\right)\right]\right)\right)} \\
& \quad \leq \frac{32 \sigma_{N+2 p}^{2}}{\eta^{2} \min _{0 \leq t \leq N} \gamma_{t} \sigma_{n}^{-2}} \leq \varepsilon / 2
\end{aligned}
$$

Finally observe that

$$
\begin{aligned}
& q\left(\left[\left|\max _{0 \leq t \leq N} S_{t}^{*}(g)-\max _{0 \leq t \leq N} S_{t}^{0}(g)\right| \geq \sigma_{n} \eta / 2\right]\right) \\
& \quad \leq q\left(\left\{\exists 0 \leq l \leq N \ni\left|\left(g-g_{p}\right) \circ\left(T^{*}\right)^{l}\right| \geq \frac{\sigma \eta}{2 N}\right\}\right) \\
& \quad \leq \sum_{l=0}^{N} q\left(\left[\left|\left(g-g_{p}\right) \circ\left(T^{*}\right)^{l}\right| \geq \frac{\sigma \eta}{2 N}\right]\right) \\
& \quad \leq \sum_{l=0}^{N} \frac{4 N^{2}}{\sigma_{n}^{2} \eta^{2}} \xi_{p}^{2} \leq \frac{4 N^{3} C^{2}}{\sigma_{n}^{2} \eta^{2} p^{4+2 \zeta}} \leq \frac{\varepsilon}{2}
\end{aligned}
$$

Whence

$$
q\left(\left[\left|\max _{0 \leq t \leq N} S_{t}^{*}(g)\right| \geq \sigma_{n} \eta\right]\right) \leq \varepsilon
$$

Proof of Theorem 7.2. Let $0<\delta \leq \psi(1)$. Choose $\eta>0$ so that for $t \in \mathbb{R}$

$$
\frac{1}{\sqrt{2 \pi}} \int_{t}^{t+4 \eta} \exp \left(\frac{-u^{2}}{2}\right) d u<\delta
$$

Set $g=f-\mu_{0}(f)$. Since $q$ is absolutely regular with rates as in the theorem, it is well known (see [24]) that $f^{*}$ satisfies the central limit theorem:

$$
\lim _{n \rightarrow \infty} q\left(\left[\frac{1}{\sigma_{n}} \sum_{k=0}^{n} f^{*} \circ\left(T^{*}\right)^{k} \leq t\right]\right)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{t} \exp \left(\frac{-u^{2}}{2}\right) d u
$$

Let

$$
M_{n}(x)=\sum_{i=0}^{N_{n}(x)} N_{C}\left(\left(T^{*}\right)^{i} x\right)
$$

By definition, $n \leq M_{n}$ and so

$$
\left|\sum_{l=0}^{n} g \circ T^{l}-\sum_{l=0}^{M_{n}} g \circ T^{l}\right|=\left|\sum_{l=n+1}^{M_{n}} g \circ T^{l}\right|
$$

The difference $M_{n}-n$ has possible values $0,1,2, \ldots$ If $M_{n}(x)-n=p>1$ and $l=\sum_{0 \leq i<N_{n}(x)} N_{C}\left(\left(T^{*}\right)^{i} x\right)$, then $l<n$ by definition, and $\left(T^{*}\right)^{N_{n}(x)} x=$ $T^{l} x$. Hence $N_{C}\left(T^{l} x\right)>M_{n}(x)-n=p$ and $N_{C}\left(T^{n} x\right)=N_{C}\left(T^{l} x\right)-(n-l)=p$, equivalently $T^{n} x \in\left[N_{C}=p\right]$. Hence, setting $p_{0}=\left[\eta \sigma_{n} A^{-1 / 2}\|g\|_{\infty}^{-1}\right]$,

$$
\mu\left(\left[\frac{\sqrt{A}}{\sigma_{n}}\left|\sum_{l=0}^{n} g \circ T^{l}-\sum_{l=0}^{M_{n}} g \circ T^{l}\right| \geq \eta\right]\right) \leq \sum_{p \geq p_{0}} \mu\left(N_{C}=p\right) \leq \delta
$$

if $n$ is chosen large enough. Therefore there exists $k_{1}$ such that for $n>k \geq k_{1}$

$$
\mu\left(\left[\frac{\sqrt{A}}{\sigma_{n}}\left|\sum_{l=k+1}^{n} g \circ T^{l}-\sum_{l=M_{k}+1}^{M_{n}} g \circ T^{l}\right| \geq 2 \eta\right]\right) \leq 2 \delta .
$$

Let $n_{0}$ and $\delta_{0}$ be determined by $\delta$ and $\frac{\eta}{2 \sqrt{A}}$ as in Lemma 7.4. We may choose $k_{1}$ so large such that $k_{1} \geq 2 n_{0}, \psi\left(k_{1} A^{-1}\right)<\delta$, and, since $n^{-1} N_{n} \rightarrow A^{-1}$,

$$
\mu\left(\left[2\left|N_{k}-A^{-1} k\right| \geq \delta_{0} k ;\left(k \geq k_{1}\right)\right]\right) \leq \delta .
$$

Choose $n_{1} \geq k_{1}$ so large that for $n \geq n_{1}$,

$$
\mu\left(\left[\frac{\sqrt{A}}{\sigma_{n}}\left|\sum_{l=0}^{k_{1}} g \circ T^{l}\right| \geq \eta\right]\right) \leq \delta
$$

and, since $f^{*}$ satisfies the central limit theorem uniformly in $u \in \mathbb{R}$,

$$
\begin{aligned}
& q\left(\left[\frac{\sqrt{A}}{\sigma_{n}} \sum_{l=k_{1} A^{-1}+1}^{n A^{-1}} f^{*} \circ\left(T^{*}\right)^{l} \leq u\right]\right) \\
& \quad \leq q\left(\left[\frac{1}{\sigma_{n A^{-1}}} \sum_{l=0}^{n A^{-1}} f^{*} \circ\left(T^{*}\right)^{l} \leq(u+\eta) \frac{\sigma_{n}}{\sqrt{A} \sigma_{n / A}}\right]\right) \\
& \left.\quad+q\left(\left[\mid \sum_{l=0}^{k_{1} A^{-1}} f^{*} \circ\left(T^{*}\right)^{l}\right] \geq \frac{\eta \sigma_{n}}{\sqrt{A}}\right]\right) \\
& \quad \leq \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{u} \exp \left[\frac{-v^{2}}{2}\right] d v+2 \delta+\frac{A \sigma_{k_{1} A^{-1}}^{2}}{\eta^{2} \sigma_{n}^{2}} \\
& \quad \leq \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{u} \exp \left[\frac{-v^{2}}{2}\right] d v+3 \delta .
\end{aligned}
$$

Here we used that $\sigma_{n}^{2}$ is regularly varying with index 1 by Lemma 7.4 and hence

$$
\sigma_{n} \sim \sqrt{A} \sigma_{n / A}
$$

Next observe that by definition for $k<n$

$$
\sum_{l=M_{k}+1}^{M_{n}} g \circ T^{l}=\sum_{l=N_{k}+1}^{N_{n}} f^{*} \circ\left(T^{*}\right)^{l}
$$

Therefore, if $n \geq n_{1}$, it follows from the above thatq

$$
\begin{aligned}
& \mu\left(\left[\frac{\sqrt{A}}{\sigma_{n}} \sum_{l=0}^{n} g \circ T^{l} \leq t\right]\right) \\
& \quad \leq \mu\left(\left[\frac{\sqrt{A}}{\sigma_{n}} \sum_{l=N_{k_{1}+1}}^{N_{n}} f^{*} \circ\left(T^{*}\right)^{l} \leq t+3 \eta\right]\right)+\mu\left(\left[\frac{\sqrt{A}}{\sigma_{n}}\left|\sum_{l=0}^{k_{1}} g \circ T^{l}\right| \geq \eta\right]\right) \\
&+\mu\left(\left[\frac{\sqrt{A}}{\sigma_{n}}\left|\sum_{l=k_{1}+1}^{n} g \circ T^{l}-\sum_{l=N_{k_{1}+1}}^{N_{n}} f^{*} \circ\left(T^{*}\right)^{l}\right| \geq 2 \eta\right]\right) \\
& \leq \mu\left(\left[\frac{\sqrt{A}}{\sigma_{n}} \sum_{l=N_{k_{1}}+1}^{N_{n}} f^{*} \circ\left(T^{*}\right)^{l} \leq t+3 \eta\right]\right)+3 \delta \\
& \quad \leq \mu\left(\left[2\left|N_{l}-A^{-1} l\right|<\delta_{0} l\left(l \geq k_{1}\right) ; \frac{\sqrt{A}}{\sigma_{n}} \sum_{l=N_{k_{1}}+1}^{N_{n}} f^{*} \circ\left(T^{*}\right)^{l} \leq t+3 \eta\right]\right)+4 \delta .
\end{aligned}
$$

Using the definition of $\mu$ in terms of $q$ in $\S 5$, it follows that for $n \geq n_{1}$

$$
\begin{aligned}
& \mu\left(\left[\frac{\sqrt{A}}{\sigma_{n}} \sum_{l=0}^{n}\left(f \circ T^{l}-\mu_{0}(f)\right) \leq t\right]\right) \\
& \quad \leq \sum_{u=0}^{\infty} \sum_{j=u+1}^{\infty} q\left(\left[N_{C}=j ; 2\left|N_{l} \circ T^{u}-A^{-1} l\right|<\delta_{0} l\left(l \geq k_{1}\right)\right.\right. \\
& \left.\left.\frac{\sqrt{A}}{\sigma_{n}} \sum_{l=N_{k_{1}} \circ T^{u}+1}^{N_{n} \circ T^{u}} f^{*} \circ\left(T^{*}\right)^{l} \circ T^{u} \leq t+3 \eta\right]\right)+4 \delta .
\end{aligned}
$$

Note that for $j>u$ and $x \in\left[N_{C}=j\right]$ we have that $T^{*}\left(T^{u} x\right)=T^{*} x$ by definition of $T^{*}$ and that $N_{l}\left(T^{u} x\right)=N_{l}(x)$ by definition of $N_{C}$ and $N_{l}$. Therefore, using continued fraction mixing and Lemma 7.4,

$$
\begin{aligned}
& \mu\left(\left[\frac{\sqrt{A}}{\sigma_{n}} \sum_{l=0}^{n}\left(f \circ T^{l}-\mu_{0}(f)\right) \leq t\right]\right) \\
& \leq 4 \delta+\sum_{u=0}^{\infty} \sum_{j=u+1}^{\infty} q\left(\left[N_{C}=j ; \frac{\sqrt{A}}{\sigma_{n}} \sum_{l=k_{1} A^{-1}+1}^{n A^{-1}} f^{*} \circ\left(T^{*}\right)^{l} \leq t+4 \eta\right]\right) \\
& +q\left(\left[N_{C}=j ; \max _{2\left|w-k_{1} / A\right| \leq \delta_{0} k_{1}} \max _{2|v-n / A| \leq \delta_{0} n} \frac{\sqrt{A}}{\sigma_{n}}\right.\right. \\
& \left.\left.\cdot\left|\sum_{l=w+1}^{v} f^{*} \circ\left(T^{*}\right)^{l}-\sum_{l=k_{1} / A+1}^{n / A} f^{*} \circ\left(T^{*}\right)^{l}\right|>\eta\right]\right) \\
& \leq 4 \delta+\sum_{u=0}^{\infty} \sum_{j=u+1}^{\infty} q\left(\left[N_{C}=j ; \frac{\sqrt{A}}{\sigma_{n}} \sum_{l=k_{1} A^{-1+1}}^{n A^{-1}} f^{*} \circ\left(T^{*}\right)^{l} \leq t+4 \eta\right]\right) \\
& +q\left(\left[N_{C}=j ; \max _{2|v-n / A| \leq \delta_{0} n} \frac{\sqrt{A}}{\sigma_{n}}\left|\sum_{\ell \in[v, n / A]} f^{*} \circ\left(T^{*}\right)^{l}\right|>\eta / 2\right]\right) \\
& +q\left(\left[N_{C}=j ; \max _{2\left|w-k_{1} / A\right| \leq \delta_{0} k_{1}} \frac{\sqrt{A}}{\sigma_{n}}\left|\sum_{l \in\left[w, k_{1} / A+1\right]} f^{*} \circ\left(T^{*}\right)^{l}\right|>\eta / 2\right]\right) \\
& \leq 4 \delta+\sum_{u=0}^{\infty} \sum_{j=u+1}^{\infty} q\left(\left[N_{C}=j ; \frac{\sqrt{A}}{\sigma_{n}} \sum_{l=k_{1} A^{-1}+1}^{n A^{-1}} f^{*} \circ\left(T^{*}\right)^{l} \leq t+4 \eta\right]\right) \\
& +(1+\psi(1)) q\left(\left[N_{C}=j\right]\right) \\
& \times q\left(\left[\max _{2|v-n / A| \leq \delta_{0} n} \frac{\sqrt{A}}{\sigma_{n}}\left|\sum_{l \in[v, n / A]} f^{*} \circ\left(T^{*}\right)^{l}\right|>\eta / 2\right]\right)+(1+\psi(1)) \\
& \times q\left(\left[N_{C}=j\right]\right) q\left(\left[\max _{2\left|w-k_{1} / A\right| \leq \delta_{0} k_{1}} \frac{\sqrt{A}}{\sigma_{n}}\left|\sum_{\ell \in\left[w, k_{1} / A+1\right]} f^{*} \circ\left(T^{*}\right)^{l}\right|>\eta / 2\right]\right)
\end{aligned}
$$

$$
\begin{aligned}
\leq & \sum_{u=0}^{\infty} \sum_{j=u+1}^{\infty} q\left(\left[N_{C}=j ; \frac{\sqrt{A}}{\sigma_{n}} \sum_{l=k_{1} A^{-1}+1}^{n A^{-1}} f^{*} \circ\left(T^{*}\right)^{l} \leq t+4 \eta\right]\right) \\
& +(4+2 A(1+\psi(1))) \delta .
\end{aligned}
$$

Using the asymptotic normality for $f^{*}$ and the $\psi$-mixing property we obtain

$$
\begin{aligned}
& q\left(\left[N_{C}=j ; \frac{\sqrt{A}}{\sigma_{n}} \sum_{l=k_{1} A^{-1}+1}^{n A^{-1}} f^{*} \circ\left(T^{*}\right)^{l} \leq t+4 \eta\right]\right) \\
& \quad \leq\left(1+\psi\left(k_{1} A^{-1}\right)\right) q\left(\left[N_{C}=j\right]\right) q\left(\left[\frac{\sqrt{A}}{\sigma_{n}} \sum_{l=k_{1} A^{-1+1}}^{n A^{-1}} f^{*} \circ\left(T^{*}\right)^{l} \leq t+4 \eta\right]\right) \\
& \quad \leq\left(1+\psi\left(k_{1} A^{-1}\right)\right) q\left(\left[N_{C}=j\right]\right)\left(\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{t+4 \eta} \exp \left[\frac{-u^{2}}{2}\right] d u+3 \delta\right)
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
& \mu\left(\left[\frac{\sqrt{A}}{\sigma_{n}} \sum_{l=0}^{n}\left(f \circ T^{l}-\mu_{0}(f)\right) \leq t\right]\right) \\
& \quad \leq \sum_{u=0}^{\infty} \sum_{j=u+1}^{\infty}\left(1+\psi\left(k_{1} A^{-1}\right)\right) q\left(\left[N_{C}=j\right]\right)\left(\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{t+4 \eta} \exp \left[\frac{-u^{2}}{2}\right] d u+3 \delta\right) \\
& \quad+(4+2 A(1+\psi(1))) \delta \\
& \quad \leq \sum_{u=0}^{\infty} \sum_{j=u+1}^{\infty} q\left(\left[N_{C}=j\right]\right) \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{t} \exp \left[\frac{-u^{2}}{2}\right] d u \\
& \quad+\sum_{u=0}^{\infty} \sum_{j=u+1}^{\infty} q\left(\left[N_{C}=j\right]\right)\left[\psi\left(k_{1} A^{-1}\right)(1+3 \delta)+3 \delta\right]+(4+2 A(1+\psi(1))) \delta \\
& \quad \leq \frac{\mu(X)}{\sqrt{2 \pi}} \int_{-\infty}^{t} \exp \left[\frac{-u^{2}}{2}\right] d u+(4+9 A(1+\psi(1))) \delta .
\end{aligned}
$$

The lower bound is proved similarly. $\diamond$

## 8. CONFORMAL MEASURES FOR PARABOLIC RATIONAL MAPS

In this section, we study parabolic rational maps. For completeness we begin with some notation. Let $T: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ be a rational map of the Riemann sphere $\overline{\mathbb{C}}$ equipped with the spherical metric $d$. We denote by $J(T)$ the Julia set of $T$. Recall that $\left.T\right|_{J(T)}$ is expansive if there exists $\beta>1$ (an expansive constant) such that

$$
\sup _{n \geq 1} d\left(T^{n}(x), T^{n}(y)\right) \geq \beta
$$

for all $x, y \in J(T), x \neq y$. This property does not depend on the metric. On the other hand, a rational map $T$ is called expanding if

$$
\exists n \geq 1 \ni \forall x \in J(T),\left|\left(T^{n}\right)^{\prime}(x)\right|>1
$$

Recall from [14] that a rational map $T: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ of the Riemann sphere $\overline{\mathbb{C}}$ is said to be parabolic if the restriction $\left.T\right|_{J(T)}$ is expansive but not expanding
in the spherical metric on $\overline{\mathbb{C}}$. It is proved in [15] that $T$ is parabolic if and only if the Julia set $J(T)$ contains no critical point of $T$, but contains rationally indifferent periodic points. Denote by $\Lambda$ the set of rationally indifferent periodic points of $T$. It is known that this set is finite (see [28]).

The proof of the following elementary fact can be abstracted from [36, pp. 81, 82].

Lemma 8.1. If $b>0$ is a real, $p \geq 1$, and $\left\{x_{n}\right\}_{n=1}^{\infty}$ is a decreasing sequence of positive reals such that

$$
\lim _{n \rightarrow \infty} x_{n}=0 \quad \text { and } \quad \lim _{n \rightarrow \infty} \frac{x_{n}-x_{n+1}}{x_{n}^{p+1}}=b
$$

then

$$
\lim _{n \rightarrow \infty} \frac{x_{n}}{n^{-1 / p}}=(b p)^{-1 / p} \quad \text { and } \quad \lim _{n \rightarrow \infty} \frac{x_{n}-x_{n-1}}{n^{-(p+1) / p}}=b(b p)^{-(p+1) / p}
$$

Now let $T: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ be a parabolic rational map. Using a homographical change of coordinates we can suppose that $\infty$ does not belong to the Julia set $J(T)$. In particular, $\infty$ is not a rationally indifferent periodic point of $T$.

Suppose that 0 is a rationally indifferent fixed point with $T^{\prime}(0)=1$. Then on a sufficiently small open neighbourhood $V$ of 0 a holomorphic inverse branch $T_{0}^{-1}: V \rightarrow \mathbb{C}$ of $T$ is well defined which sends 0 to 0 . Moreover, we can suppose that $V$ is so small that on $V$ the transformation $T_{0}^{-1}$ can be expressed in the form

$$
T_{0}^{-1}(z)=z-a z^{p+1}+a_{2} z^{p+2}+a_{3} z^{p+3}+\cdots
$$

where $a \neq 0$ and $p$ is a positive integer. Consider the set $\left\{z: a z^{p} \in \mathbb{R}\right.$ and $\left.a z^{p}>0\right\}$. This set is the union of $p$ rays beginning in 0 and forming angles which are integer multiples of $\frac{2 \pi}{p}$. Denote these rays by $L_{1}, L_{2}, \ldots, L_{p}$.

For $1 \leq j \leq p, 0<r \leq \infty$, and $0 \leq \theta<2 \pi$ let $S_{j}(r, \theta) \subset V$ be the set of those points $z$ lying in the open ball $B(0, r)$ for which the angle between the rays $L_{j}$ and the interval which joins the points 0 and $z$ does not exceed $\theta$. Using the power series for $T_{0}^{-1}$ in $V$, an easy computation shows the angular stability,

$$
\begin{aligned}
\forall \theta> & 0 \exists r_{1}(\theta)>0 \exists 0<\theta_{0} \leq \theta \forall 1 \leq j \leq p \\
& T_{0}^{-1}\left(S_{j}\left(r_{1}(\theta), \theta_{0}\right)\right) \subset S_{j}(\infty, \theta)
\end{aligned}
$$

and the contractive property that there are $\beta>0$ and $\delta_{1}>0$ such that

$$
\left|T_{0}^{-1}(z)\right|<|z|
$$

for every $0 \neq z \in S_{1}\left(\delta_{1}, \beta\right) \cup \cdots \cup S_{p}\left(\delta_{1}, \beta\right)$. The following version of Fatou's flower theorem (see [19; 20; 8, Theorem 3.12; 17, §3.7; 18, Exposé IX]) shows that the Julia set $J(T)$ approaches the fixed point 0 tangentially to the lines $L_{1}, L_{2}, \ldots, L_{p}$. This can be precisely formulated as follows.
Lemma 8.2 (Fatou's flower theorem). For every $\theta>0$ there exists $r_{2}(\theta)>0$ such that

$$
J(T) \cap B\left(0, r_{2}(\theta)\right) \subset S_{1}\left(r_{2}(\theta), \theta\right) \cup \cdots \cup S_{p}\left(r_{2}(\theta), \theta\right)
$$

Since the Julia set $J(T)$ is fully invariant $\left(T^{-1}(J(T))=J(T)=T(J(T))\right)$, we conclude from this lemma and the contractive property that for $0<\delta_{2}=$ $\min \left\{\delta_{1}, r_{2}(\beta)\right\}$ we have

$$
T_{0}^{-1}\left(J(T) \cap B\left(0, \delta_{2}\right)\right) \subset J(T) \cap B\left(0, \delta_{2}\right)
$$

Thus all iterations $T_{0}^{-n}: J(T) \cap B\left(0, \delta_{2}\right) \rightarrow J(T) \cap B\left(0, \delta_{2}\right), n=0,1,2, \ldots$, are well defined. From angular stability, Lemma 8.2, and the contractive property we obtain a contractive angular stability:

$$
\begin{gathered}
\forall \theta>0 \exists r_{3}(\theta)>0 \forall 1 \leq j \leq p \\
T_{0}^{-1}\left(S_{j}\left(r_{3}(\theta), \theta\right) \cap J(T)\right) \subset S_{j}\left(r_{3}(\theta), \theta\right)
\end{gathered}
$$

Put $\delta=\min \left\{\delta_{2}, r_{3}(\beta)\right\}$. Fix $z \in J(T) \cap B(0, \delta)$ and for every $n \geq 0$ let

$$
z_{n}=T_{0}^{-n}(z)
$$

It follows from the contractive property, contractive angular stability, and Lemma 8.2 that

$$
\lim _{n \rightarrow \infty} z_{n}=0
$$

and therefore, in view of Lemma 8.2, a simple computation based on the power series for $T_{0}^{-1}$ proves that

$$
\lim _{n \rightarrow \infty} \frac{\left|z_{n}-z_{n+1}\right|}{\left|z_{n}\right|-\left|z_{n+1}\right|}=1
$$

Hence, again by the power series for $T_{0}^{-1}$,

$$
\lim _{n \rightarrow \infty} \frac{\left|z_{n}\right|-\left|z_{n+1}\right|}{\left|z_{n}\right|^{p+1}}=|a| .
$$

In view of this and the contractive property, we conclude that Lemma 8.1 applies to the sequence $x_{n}=\left|z_{n}\right|$. Thus,

$$
\lim _{n \rightarrow \infty} \frac{\left|z_{n}\right|}{n^{-1 / p}}=(|a| p)^{-1 / p}
$$

and

$$
\lim _{n \rightarrow \infty} \frac{\left|z_{n}\right|-\left|z_{n+1}\right|}{n^{-(p+1) / p}}=|a|(|a| p)^{-(p+1) / p} .
$$

Combining all this, we get

$$
\lim _{n \rightarrow \infty} \frac{\left|z_{n}-z_{n+1}\right|}{n^{-(p+1) / p}}=|a|(|a| p)^{-(p+1) / p}
$$

Now let $\omega \in \mathbb{C}$ be an arbitrary rationally indifferent fixed point of $T$ with $T^{\prime}(\omega)=1$ and let $V_{\omega}^{\prime} \subset \mathbb{C}$ be an open neighbourhood of $\omega$ of diameter not exceeding an expansive constant for $T: J(T) \rightarrow J(T)$ and with the following properties: There exists a unique holomorphic inverse branch $T_{\omega}^{-1}$ of $T$ defined on $V_{\omega}^{\prime}$ which sends $\omega$ to $\omega$. Moreover we suppose $V_{\omega}^{\prime}$ to be so small that

$$
T_{\omega}^{-1}\left(V_{\omega}^{\prime} \cap J(T)\right) \subset V_{\omega}^{\prime} \cap J(T)
$$

and that $T_{\omega}^{-1}$ is given on $V_{\omega}^{\prime}$ by

$$
T_{\omega}^{-1}(z)-\omega=z-\omega-a(z-\omega)^{p+1}+a_{2}(z-\omega)^{p+2}+a_{3}(z-\omega)^{p+3}+\cdots,
$$

where $0 \neq a \in \mathbb{C}$ and $p=p(\omega)$ is a positive integer (sometimes we write $p(T, \omega)$ in order to indicate the map under consideration).

Using the translation that maps $\omega$ to 0 as a change of coordinates, we obtain

Proposition 8.3. If $T: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ is a parabolic rational map and $\omega \in \mathbb{C}$ is a rationally indifferent fixed point of $T$ with $T^{\prime}(\omega)=1$, then there exists an open neighbourhood $V_{\omega} \subset V_{\omega}^{\prime}$ of $\omega$ such that for every $z \in V_{\omega} \cap J(T)$ we have

$$
\lim _{n \rightarrow \infty} \frac{\left|z_{n}-\omega\right|}{n^{-1 / p}}=(|a| p)^{-1 / p}
$$

and

$$
\lim _{n \rightarrow \infty} \frac{\left|z_{n}-z_{n+1}\right|}{n^{-(p+1) / p}}=|a|(|a| p)^{-(p+1) / p}
$$

where $z_{n}=T_{\omega}^{-n} z$.
Combining Proposition 8.3 and the Köbe distortion theorem (see [22]) we obtain the next result.

We shall prove the following.
Theorem 8.4. Let $\omega \in \Lambda$ be a fixed point with $T^{\prime} \omega=1$. For any $\omega \neq z \in V_{\omega}$ define

$$
\underline{g}(z)=\liminf _{n \rightarrow \infty}|z-\omega|^{p(\omega)+1} \frac{n^{(p(\omega)+1) / p(\omega)}}{\left|\left(T^{n}\right)^{\prime} z_{n}\right|}
$$

and

$$
\bar{g}(z)=\limsup _{n \rightarrow \infty}|z-\omega|^{p(\omega)+1} \frac{n^{(p(\omega)+1) / p(\omega)}}{\left|\left(T^{n}\right)^{\prime} z_{n}\right|}
$$

then

$$
\lim _{z \rightarrow \omega} \underline{g}(z)=\lim _{z \rightarrow \omega} \bar{g}(z)=(|a| p(\omega))^{-(p(\omega)+1) / p(\omega)}
$$

In particular, there is a constant $C(z) \in \mathbb{R}_{+}$such that

$$
C(z)^{-1} n^{\frac{p(\omega)+1}{p(\omega)}} \leq\left|\left(T^{n}\right)^{\prime} z_{n}\right| \leq C(z) n^{\frac{p(\omega)+1}{p(\omega)}} .
$$

Proof. Put $p=p(\omega)$. Without loss of generality we can suppose that $\omega=0$. Since $J(T) \cap \operatorname{Crit}(T)=\varnothing$, it follows from the flower theorem that for every $0<\theta<\pi / p, \exists r_{3}(\theta)>0$ such that

$$
\bigcup_{n=0}^{\infty} T^{n}(\operatorname{Crit}(T)) \cap\left(S_{1}\left(r_{3}(\theta), \theta\right) \cup \cdots \cup S_{p}\left(r_{3}(\theta), \theta\right)\right)=\varnothing
$$

For every $0 \neq z \in \overline{\mathbb{C}}$ let

$$
D(z)=B\left(z, \frac{1}{2}|z| \cos \frac{\pi}{2 p}\right)
$$

By the flower theorem there exists $r_{4}>0$ such that if $z \in J(T)$ and $|z| \leq r_{4}$ then

$$
D(z) \subset S_{1}\left(r_{3}\left(\frac{\pi}{2 p}\right), \frac{\pi}{2 p}\right) \cup \cdots \cup S_{p}\left(r_{3}\left(\frac{\pi}{2 p}\right), \frac{\pi}{2 p}\right)
$$

and therefore all holomorphic inverse branches of all iterations $T^{n}, n=0,1$, $2, \ldots$, are well defined on $D(z)$. In particular, we denote by $T_{z}^{-n}: D(z) \rightarrow \mathbb{C}$ the inverse branch of $T^{n}$ which sends $z$ to $z_{n}$. It follows from the power series for $T_{0}^{-1}$ that there exists $0<r_{5} \leq r_{4}$ such that if $|z| \leq r_{5}$, then $z_{1} \in$ $B\left(z, \frac{1}{4}|z| \cos \frac{\pi}{2 p}\right)$. Thus, by the Köbe distortion theorem and the definition of $D(z)$, we get for every $n \geq 1$

$$
(t(z))^{-1}\left|z_{n}-z_{n+1}\right| \leq\left|\left(T_{z}^{-n}\right)^{\prime}(z)\right|\left|z-z_{1}\right| \leq t(z)\left|z_{n}-z_{n+1}\right|,
$$

where $t(z)=k\left(2\left|z_{1}-z\right| /|z| \cos \pi / 2 p\right)$ and $k$ is the function appearing in the Köbe distortion theorem. Hence, in view of Proposition 8.3, we have

$$
(t(z))^{-1} \frac{|z|^{p+1}}{\left|z-z_{1}\right|}|a|(|a| p)^{-\frac{p+1}{p}} \leq \underline{g}(z) \leq \bar{g}(z) \leq t(z) \frac{|z|^{p+1}}{\left|z-z_{1}\right|}|a|(|a| p)^{-\frac{p+1}{p}}
$$

The theorem follows from the power series for $T_{0}^{-1}, \lim _{z \rightarrow \omega} t(z)=1$ and $\lim _{z \rightarrow \omega}\left(|z|^{p+1} /\left|z-z_{1}\right|\right)=1 /|a| . \diamond$

Next, we extend the definition of $p(\omega)$ given by the power series of $T_{\omega}^{-1}$ to the set $\Lambda$ of all rationally indifferent perodic points $\omega$ of $T$ putting $p(\omega)=$ $p\left(T^{q}, \omega\right)$, where $q \geq 1$ is taken so that $T^{q}(\omega)=\omega$ and $\left(T^{q}\right)^{\prime}(\omega)=1$. Note that $p(\omega)$ does not depend on $q$ with these properties. We shall prove the following.
Theorem 8.5. If $T: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ is a parabolic rational map, then $h=H D(J(T))>$ $\max \{p(\omega) / p(\omega)+1: \omega \in \Lambda\}$.
Proof. Since $J\left(T^{n}\right)=J(T)$ for every $n \geq 1$, we can suppose that $\Lambda$ consists only of rationally indifferent fixed points $\omega$ with $T^{\prime}(\omega)=1$. Take an arbitrary point $\omega \neq z \in V_{\omega} \cap J(T)$ and consider $r>0$ so small that the ball $B(z, 2 r)$ contains no iteration of a critical value of $T$. Therefore (compare the proof of Theorem 8.4) for every $n \geq 1$ there exists a unique holomorphic inverse branch $T_{z}^{-n}: B(z, 2 r) \rightarrow \mathbb{C}$ of $T^{n}$ defined on $B(z, 2 r)$ and determined by the condition $T_{z}^{-n}(z)=z_{n}$. The radius $r$ is also assumed to be small enough such that $T_{z}^{-1}(B(z, 2 r)) \cap B(z, 2 r)=\varnothing$. Then for all positive integers $k \neq l$

$$
T_{z}^{-k}(B(z, 2 r)) \cap T_{z}^{-l}(B(z, 2 r))=\varnothing
$$

By [15, Theorem 13 (iii)] there exists an $h$-conformal measure $m$ for $T$ : $J(T) \rightarrow J(T)$. In view of this, and the Köbe distortion theorem it follows from conformality of the measure $m$ that

$$
1 \geq \sum_{n=1}^{\infty} m\left(T_{z}^{-n}(B(z, r))\right) \geq K^{-h} m(B(z, r)) \sum_{n=1}^{\infty}\left|\left(T_{z}^{-n}\right)^{\prime}(z)\right|^{h}
$$

where $K$ is the constant appearing in the Köbe distortion theorem. Since $m(B(z, r))>0$, this formula implies that the series $\sum_{n=1}^{\infty}\left|\left(T_{z}^{-n}\right)^{\prime}(z)\right|^{h}$ converges. Therefore, as

$$
\left|\left(T_{z}^{-n}\right)^{\prime}(z)\right|^{h}=\left|\left(T^{n}\right)^{\prime}\left(z_{n}\right)\right|^{-h}
$$

it follows from Theorem 8.4 that $h>p(\omega) /(p(\omega)+1)$. The proof is finished. $\diamond$
Corollary 8.6. If $T: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ is a parabolic rational map then $H D(J(T))>1 / 2$.
We now prove the main result in this section.
Theorem 8.7. If $T: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ is a parabolic rational map then there exists exactly one $h$-conformal measure for $T$. Moreover this measure is nonatomic.
Proof. By [15, Theorem 13(iii)], there is an $h$-conformal measure for $T$. By [14, Theorem 4.6], this measure, if nonatomic, is unique. Since $J\left(T^{n}\right)=J(T)$ for every $n \geq 1$ and since any $t$-conformal measure for $T$ is also $t$-conformal for $T^{n}$, the existence of a nonatomic $h$-conformal measure for $T^{n}$ for some
$n \geq 1$ will establish the theorem. Consequently, we can suppose that all rationally indifferent periodic points of $T$ are fixed points and their derivatives are equal to 1 .

From Theorems 8.4 and 8.5 we deduce that there exists a constant $\sigma>0$ such that for every rationally indifferent fixed point $\omega$ and every point $\omega \neq z \in V_{\omega}$

$$
\begin{aligned}
& \exists(C(\omega, z) \geq 1) \forall(t \geq h-\sigma) \forall(k \geq 1) \\
& \sum_{n=k}^{\infty}\left|\left(T^{n}\right)^{\prime}\left(z_{n}\right)\right|^{-t} \leq C(\omega, z) \sum_{n=k}^{\infty} \frac{1}{n^{1+\sigma}}
\end{aligned}
$$

Now let $W_{n}=B\left(\Lambda, \frac{1}{n}\right), n=1,2, \ldots$, and let

$$
K_{n}=\left\{z \in J(T): T^{k}(z) \notin W_{n} \quad \text { for every } \quad k \geq 0\right\}
$$

The sets $K_{n}$ are closed and forward invariant under $T$. Since $J(T)$ contains no critical points of $T$, we obtain from [16, §5], an increasing sequence $\left\{t_{n}\right\} \subset$ $(0, h]$, and probability measures $m_{n} \in \mathscr{P}\left(K_{n}\right)(n \geq 1)$ with the properties

$$
m_{n}(T(A)) \geq \int_{A}\left|T^{\prime}\right|^{t_{n}} d m_{n}
$$

for every special set $A \subset J(T)$ and

$$
m_{n}(T(A))=\int_{A}\left|T^{\prime}\right|^{L_{n}} d m_{n}
$$

for every special set $A \subset J(T)$ disjoint from $\overline{W_{n}}$. (A set $A \in \mathscr{F}$ is called special if $T: A \rightarrow T(A)$ is invertible.)

Let $m$ be an arbitrary weak accumulation point of the sequence $\left\{m_{n}\right\}_{n=1}^{\infty} \subset$ $\mathscr{P}(J(T))$. Fix $k \geq 1$. Since $T: J(T) \rightarrow J(T)$ is an open map, and since $J(T)$ contains no critical points of $T$, it follows from [16, Lemma 3.3] that

$$
m(T(A))=\int_{A}\left|T^{\prime}\right|^{u} d m
$$

for every special set $A \subset J(T)$ disjoint from $\overline{W_{k}}$, where $t_{n} \rightarrow u$. Therefore letting $k \rightarrow \infty$ we conclude that this is true for every special set $A \subset J(T)$ disjoint from $\Lambda$ and, since $\left|T^{\prime}(\omega)\right|=1$ for every $\omega \in \Lambda$, for every special set $A \subset J(T)$. Consequently $m$ is a $u$-conformal measure for $T: J(T) \rightarrow J(T)$. As $u \leq h$, it follows from [15, Theorem 14] that $u=h$.

In view of [15, Lemma 6(ii)], it is sufficient to show that $m(\Lambda)=0$. To this end fix $\omega \in \Lambda$ and consider the ring

$$
R(\omega)=\left\{z \in \mathbb{C}: r\left\|T^{\prime}\right\|^{-1} \leq|z-\omega| \leq r\right\}
$$

where $\left\|T^{\prime}\right\|=\sup \left\{\left|T^{\prime}(z)\right|: z \in J(T)\right\}>1$ and where $r>0$ is so small that

$$
\overline{B(\omega, r)} \subset V_{\omega}
$$

Since $J(T)$ contains no critical points of $T$, since the $\omega$-limit set of critical points of $T$ intersects the Julia set $J(T)$ only on $\Lambda$, and $R(\omega) \cap J(T)$ is compact, we can find finitely many points, say, $x_{1}, \ldots, x_{q} \in R(\omega) \cap J(T)$, and positive reals $r_{1}, \ldots, r_{q}$ such that
$R(\omega) \cap J(T) \subset B\left(x_{1}, r_{1}\right) \cup \cdots \cup B\left(x_{q}, r_{q}\right) \subset B\left(x_{1}, 2 r_{1}\right) \cup \cdots \cup B\left(x_{q}, 2 r_{q}\right) \subset V_{\omega}$
and for every $i=1, \ldots, q$

$$
B\left(x_{i}, 2 r_{i}\right) \cap \bigcup_{n=0}^{\infty} T^{n}(\operatorname{Crit}(T))=\varnothing
$$

Hence for every $i=1, \ldots, q$ and every $n \geq 1$ there exists a unique holomorphic inverse branch $T_{i}^{-n}: B\left(x_{i}, 2 r_{i}\right) \rightarrow \mathbb{C}$ of $T^{n}$ such that $T_{i}^{-n}\left(x_{i}\right)=T_{\omega}^{-n}\left(x_{i}\right)$.

Fix a neighbourhood $V \subset V_{\omega}$ of $\omega$. Since $T: J(T) \rightarrow J(T)$ is expansive and $r \leq \operatorname{diam}\left(V_{\omega}\right)$ does not exceed an expansive constant of $T: J(T) \rightarrow J(T)$, we conclude that for every $\omega \neq x \in B(\omega, r) \cap J(T)$ there exists $n \geq 0$ such that $T^{n}(x) \notin B\left(\omega,\left\|T^{\prime}\right\|^{-1} r\right)$. If we denote by $n(x)$ the smallest integer with this property, then $T^{n(x)} \in R(\omega)$. Thus by the above,

$$
V \cap J(T) \subset\{\omega\} \cup \bigcup_{i=1}^{q} \bigcup_{n=n(V)}^{\infty} T_{i}^{-n}\left(B\left(x_{i}, r_{i}\right)\right),
$$

where $n(V)=\min \{n(x): \omega \neq x \in V \cap J(T)\}$. Therefore using the properties of $\left\{m_{n}\right\}$ and the Köbe distortion theorem we obtain for every $k \geq 1$

$$
\begin{aligned}
m_{k}(V \cap J(T)) & \leq K^{t_{k}} \sum_{i=1}^{q} \sum_{n=\dot{n}(V)}^{\infty}\left|\left(T_{i}^{-n}\right)^{\prime}\left(x_{i}\right)\right|^{t_{k}} m_{k}\left(B\left(x_{i}, r_{i}\right)\right) \\
& \leq K^{t_{k}} \sum_{i=1}^{q} \sum_{n=n(V)}^{\infty}\left|\left(T_{i}^{-n}\right)^{\prime}\left(x_{i}\right)\right|^{t_{k}}
\end{aligned}
$$

where $K$ is the constant appearing in the Köbe distortion theorem. Hence, putting $C=K^{h} \max \left\{C\left(\omega, x_{i}\right): i=1, \ldots q\right\}$, it follows that for every $k$ so big that $t_{k} \geq h-\sigma$ we have

$$
m_{k}(V \cap J(T)) \leq C \sum_{n=n(V)}^{\infty} \frac{1}{n^{1+\sigma}}
$$

Thus, letting $k \rightarrow \infty$

$$
m(V \cap J(T)) \leq C \sum_{n=n(V)}^{\infty} \frac{1}{n^{1+\sigma}}
$$

This proves that $m(\omega)=0$, since $n(V) \rightarrow \infty$ as $V \downarrow \omega . \diamond$
The following is a strengthening of [15, Theorem 17], that the (2-dimensional) Lebesgue measure of $J(T)$ is equal to zero.

Theorem 8.8. If $T: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ is a parabolic rational map then $h=H D(J(T))<$ 2.

Proof. Suppose otherwise that $h=2$ and let $m$ be the 2-conformal measure in Theorem 8.7. Put $X=J(T) \backslash \bigcup_{n=0}^{\infty} T^{-n}(\Lambda)$. By Lemma 10 in [15], there exists a constant $B \geq 1$ and for every $x \in X$ there exists a sequence $\left\{r_{j}(x)\right\}_{j=1}^{\infty}$ of positive reals decreasing to 0 such that

$$
B^{-1} \leq \frac{m\left(B\left(x, r_{j}(x)\right)\right)}{r_{j}(x)^{2}} \leq B .
$$

Fix $\varepsilon>0$ and denote by $\lambda$ the (2-dimensional) Lebesgue measure on $\mathbb{C}$. Since $\lambda(J(T))=0$ by [15, Theorem 17], and since $\lim _{j \rightarrow \infty} r_{j}(x)=0$ for every $x \in X$, there exists a radius $r(x)$ being of the form $r_{j}(x)$ such that

$$
\lambda\left(\bigcup_{x \in X} B(x, r(x))\right)<\varepsilon
$$

Now by the Besicovich covering theorem (see [21]) we can choose a countable subcover $\left\{B\left(x_{i}, r\left(x_{i}\right)\right)\right\}_{i=1}^{\infty}$ of the cover $\{B(x, r(x))\}_{x \in X}$ of $X$, of multipicity bounded by some universal constant $C \geq 1$. Therefore we obtain

$$
\begin{aligned}
m(X) & \leq \sum_{i=1}^{\infty} m\left(B\left(x_{i}, r\left(x_{i}\right)\right)\right) \leq B \sum_{i=1}^{\infty} r\left(x_{i}\right)^{2}=B \pi^{-1} \sum_{i=1}^{\infty} \lambda\left(B\left(x_{i}, r\left(x_{i}\right)\right)\right) \\
& \leq B \pi^{-1} C \lambda\left(\bigcup_{i=1}^{\infty} B\left(x_{i}, r\left(x_{i}\right)\right)\right) \leq B C \pi^{-1} \varepsilon
\end{aligned}
$$

Thus, letting $\varepsilon \rightarrow 0$, we obtain $m(X)=0$. Since $m$ is nonatomic, it implies that $m(J(T))=0$. This contradiction finishes the proof. $\diamond$

The next lemma will be used in the sequel.
Lemma 8.9. If $E \subset V_{\omega} \cap B\left(\omega, r_{5}\right) \cap J(T)$ is a Borel set and $\omega \notin \bar{E}$, then there exists a constant $c(E)$ such that

$$
\lim _{n \rightarrow \infty} m\left(T_{\omega}^{-n}(E)\right) n^{\frac{\rho(\omega)+1}{\rho(\omega)} h}=c(E)
$$

where $r_{5}$ is as defined in the proof of Theorem 8.4.
Proof. Put again $p=p(\omega)$ and also $\alpha=\frac{p+1}{p} h$. Let $r_{6}=\inf \left\{\frac{1}{2}|z| \cos \frac{\pi}{2 p}: z \in\right.$ $E\}$. Since $\omega \notin \bar{E}$, we see that $r_{6}>0$. We shall prove the following claim: $\forall \sigma>1 \exists r_{7}>0$ such that:

If $G \subset J(T), G \cap E \neq \varnothing$, and $\operatorname{diam}(G) \leq r_{7}$
then $\exists q_{0}=q_{0}(\sigma, G)$ such that $\forall q \geq q_{0}$

$$
\begin{aligned}
\sigma^{-1} q^{\alpha} m\left(T_{\omega}^{-q}(G)\right) & \leq \liminf _{n \rightarrow \infty} m\left(T_{\omega}^{-n}(G)\right) n^{\alpha} \\
& \leq \limsup _{n \rightarrow \infty} m\left(T_{\omega}^{-n}(G)\right) n^{\alpha} \leq \sigma q^{\alpha} m\left(T_{\omega}^{-q}(G)\right)
\end{aligned}
$$

Take $0<r_{7}<r_{6}$ so small that $k^{2 h}\left(r_{7} / r_{6}\right)<\sqrt{\sigma}$ ( $k$ denotes the function appearing in the Köbe distortion theorem) and fix $z \in G$. For any $n \geq 0$ put $G_{n}=T_{\omega}^{-n}(G)$. Since $T_{\omega}^{-n}\left(G_{q}\right)=T_{z_{q}}^{-n}\left(G_{q}\right)$ for all $n, q \geq 0$, it follows from the Köbe distortion theorem that

$$
\begin{aligned}
(\sqrt{\sigma})^{-1} m\left(G_{q}\right) \liminf _{n \rightarrow \infty} \frac{\left|\left(T_{z_{q}}^{-n}\right)^{\prime}\right|^{h}}{n^{-\alpha}} & \leq \liminf _{n \rightarrow \infty} m\left(T_{\omega}^{-n}\left(G_{q}\right)\right) n^{\alpha} \\
& \leq \limsup _{n \rightarrow \infty} m\left(T_{\omega}^{-n}\left(G_{q}\right)\right) n^{\alpha} \leq \sqrt{\sigma} m\left(G_{q}\right) \limsup _{n \rightarrow \infty} \frac{\left|\left(T_{z_{q}}^{-n}\right)^{\prime}\right|^{h}}{n^{-\alpha}}
\end{aligned}
$$

for every $q \geq 1$. In view of Theorem 8.4 and Proposition 8.3 there exists $q_{0}$ so large that for every $q \geq q_{0}$

$$
\begin{aligned}
(\sqrt{\sigma})^{-1}(|a| p)^{-\alpha}(|a| p)^{\alpha} q^{\alpha} & \leq \liminf _{n \rightarrow \infty} \frac{\left|\left(T_{z_{q}}^{-n}\right)^{\prime}\right|^{h}}{n^{-\alpha}} \\
& \leq \limsup _{n \rightarrow \infty} \frac{\left|\left(T_{z_{q}}^{-n}\right)^{\prime}\right|^{h}}{n^{-\alpha}} \leq \sqrt{\sigma}(|a| p)^{-\alpha}(|a| p)^{\alpha} q^{\alpha} .
\end{aligned}
$$

Therefore we get for every $q \geq q_{0}$

$$
\begin{aligned}
\sigma^{-1} q^{\alpha} m\left(G_{q}\right) & \leq \liminf _{n \rightarrow \infty} m\left(T_{\omega}^{-n}\left(G_{q}\right)\right) n^{\alpha} \\
& \leq \limsup _{n \rightarrow \infty} m\left(T_{\omega}^{-n}\left(G_{q}\right)\right) n^{\alpha} \leq \sigma q^{\alpha} m\left(G_{q}\right)
\end{aligned}
$$

Therefore the observations that $T_{\omega}^{-n}\left(G_{q}\right)=T_{\omega}^{-(n+q)}(G)$ and $\lim _{n \rightarrow \infty}\left(\frac{n+q}{n}\right)^{\alpha}=1$ finish the proof of the claim.

Now fix $\sigma>1$ and partition $E$ into finitely many mutually disjoint Borel sets $E_{1}, \ldots, E_{s}$ with diameters not exceeding $r_{\gamma}$. It follows from the claim that, setting

$$
q=\max \left\{q_{0}\left(\sigma, E_{1}\right), \ldots, q_{0}\left(\sigma, E_{s}\right)\right\}
$$

we obtain

$$
\begin{aligned}
\liminf _{n \rightarrow \infty} m\left(T_{\omega}^{-n}(E)\right) n^{\alpha} & \geq \liminf _{n \rightarrow \infty} m\left(T_{\omega}^{-n}\left(E_{1}\right)\right) n^{\alpha}+\cdots+\liminf _{n \rightarrow \infty} m\left(T_{\omega}^{-n}\left(E_{s}\right)\right) n^{\alpha} \\
& \geq \sigma^{-1} q^{\alpha}\left(m\left(T_{\omega}^{-q}\left(E_{1}\right)\right)+\cdots+m\left(T_{\omega}^{-q}\left(E_{s}\right)\right)\right) \\
& =\sigma^{-1} q^{\alpha} m\left(T_{\omega}^{-q}(E)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} m\left(T_{\omega}^{-n}(E)\right) n^{\alpha} & \leq \limsup _{n \rightarrow \infty} m\left(T_{\omega}^{-n}\left(E_{1}\right)\right) n^{\alpha}+\cdots+\limsup _{n \rightarrow \infty} m\left(T_{\omega}^{-n}\left(E_{s}\right)\right) n^{\alpha} \\
& \leq \sigma q^{\alpha}\left(m\left(T_{\omega}^{-q}\left(E_{1}\right)\right)+\cdots+m\left(T_{\omega}^{-q}\left(E_{s}\right)\right)\right) \\
& =\sigma q^{\alpha} m\left(T_{\omega}^{-q}(E)\right) .
\end{aligned}
$$

Consequently,

$$
1 \leq \frac{\limsup _{n \rightarrow \infty} m\left(T_{\omega}^{-n}(E)\right) n^{\alpha}}{\liminf _{n \rightarrow \infty} m\left(T_{\omega}^{-n}(E)\right) n^{\alpha}} \leq \sigma^{2}
$$

Therefore, letting $\sigma \searrow 1$, the lemma follows. $\diamond$

## 9. Parabolic rational maps as parabolic fibred systems

Let $T: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ be a parabolic rational map of the Riemann sphere $\overline{\mathbb{C}}$ equipped with the spherical metric $d$. Denote by $\Lambda$ the set (not empty, finite) of rationally indifferent periodic points of $T$.

By Theorem 8.7 there is a nonatomic $h$-conformal measure $m$ on $J(T)$. We consider $T$ to be a nonsingular transformation of the probability space $(J(T), \mathscr{F}, m)$, where $\mathscr{F}$ denotes the $\sigma$-algebra of Borel subsets of $J(T)$. The first result of this section is

Theorem 9.1. There is a partition $\mathscr{R}$ for $T$ such that $(T, \mathscr{R})$ is a finite, aperiodic, parabolic fibred system with aperiodic jump transformation.

The proof is by construction of a suitable topological Markov partition and is in a sequence of lemmas.

A topological Markov partition $\mathscr{A}$ for a continuous map $S$ on a topological space $X$ is a finite collection of closed sets $\{B\}$ such that

$$
\begin{aligned}
& \bigcup_{B \in \mathscr{A}} B=X ; B=\overrightarrow{B^{o}}, \\
& \forall B \in \mathscr{A} \exists \mathscr{A}_{B} \subset \mathscr{A} \ni S B=\bigcup_{A \in \mathscr{\mathscr { A } _ { B }}} A, \\
& \left\{B^{o}: B \in \mathscr{A}\right\} \text { are disjoint. }
\end{aligned}
$$

One of the additional properties will be that $\left.S\right|_{B}$ is one-to-one for every $B \in \mathscr{A}$. It follows from this that necessarily

$$
S(\partial B) \subseteq \bigcup_{A \in \mathscr{A}} \partial A \quad \forall B \in \mathscr{A}
$$

It has been shown in [14] that every open expansive map (in particular $T$ : $J(T) \rightarrow J(T))$ admits a metric $\rho$ generating the same topology, so that the map is expanding in the sense of Ruelle [31] with respect to $\rho$, that is,

$$
\exists \eta>0 \text { and } \lambda<1 \ni \forall x, y^{\prime} \in J(T), \rho\left(T(x), y^{\prime}\right)<\eta \exists!y \in J(T) \ni T(y)=y^{\prime}
$$

and

$$
\rho(x, y)<\lambda \rho\left(T(x), y^{\prime}\right) .
$$

Consequently (see [31, 14]) such a map admits Markov partitions of arbitrarily small diameter. Since the metrics $\rho$ and $d$ induce the same topology, the relevant results in $\S 4$ in [14] can be reformulated in the following lemma.
Lemma 9.2 (Construction). Let $\beta>0$ be an expansive constant, so small that for every pair of rationally indifferent periodic points $\omega \neq \omega^{\prime} \in J(T)$,

$$
\begin{gathered}
\operatorname{dist}(T(B(\omega, 2 \beta)), \Lambda \backslash T(\{\omega\}))>2 \beta \\
\quad \operatorname{dist}\left(B(\omega, 2 \beta), B\left(\omega^{\prime}, 2 \beta\right)\right)>0
\end{gathered}
$$

Then there exist $0<\delta<\beta$ and a Markov partition $\mathscr{A}=\left\{A_{1}, \ldots, A_{s}\right\}$ such that
(1) $\operatorname{diam} T\left(A_{k}\right)<\delta$ for $1 \leq k \leq s$. In particular, $\left.T\right|_{B}$ is $1-1$ for every $B \in \mathscr{A}$.
(2) If $T\left(A_{k}\right) \cap(J(T) \backslash B(\Lambda, \beta)) \neq \varnothing$, then all inverse branches $T_{\nu}^{-n}$ of $T^{n}: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ are well defined and analytic on $B\left(T\left(A_{k}\right), 2 \delta\right)$ for every $n \geq 1$.
(3) If $\bigcap_{1 \leq j \leq n} T^{-j+1}\left(\operatorname{Int}\left(A_{k_{j}}\right)\right) \neq \varnothing$ and $T\left(A_{k_{n}}\right) \cap(J(T) \backslash B(\Lambda, \beta)) \neq \varnothing$, then there exists a unique analytic inverse branch $T_{\nu}^{-n}: B\left(T\left(A_{k_{n}}\right), 2 \delta\right) \rightarrow \overline{\mathbb{C}}$ of $T^{n}$ such that

$$
T_{\nu}^{-n}\left(T\left(A_{k_{n}}\right)\right)=\bigcup_{j=1}^{n} T^{-j+1}\left(A_{k_{j}}\right) .
$$

(4) $m(\partial \mathscr{A})=0$.
(5) $\max \left\{\operatorname{diam} B: B \in \mathscr{K}_{0}^{n}\right\} \rightarrow 0$ as $n \rightarrow \infty$.

Lemma 9.3. Without loss of generality there are two (repulsive) periodic points with relatively prime periods whose orbits are outside of $B(\Lambda, \beta)$ and in the interior of sets in $\mathscr{A}$.
Proof. Since the repulsive periodic points are dense in $J(T)$ there exist two (repulsive) periodic points with relatively prime periods whose orbits are contained in the union of the interiors of the sets $A \in \mathscr{A}$. Refining the Markov partition and taking a smaller neighbourhood $B(\Lambda, \beta)$ proves the lemma. $\diamond$

Lemma 9.4 [14]. (1) Let

$$
X=J(T) \backslash \bigcup_{n=0}^{\infty} T^{-n}(\partial \mathscr{A})
$$

and $\mathscr{R}=\{b=A \cap X: A \in \mathscr{A}\}$. Then $(T, \mathscr{R})$ is an aperiodic Markov fibred system on $\left(X, \mathscr{F} \cap X, m, T_{\mid J(T)}\right)$.
(2) Let

$$
\mathscr{R}(C, T)=\left\{\left[b_{1}, \ldots, b_{n}\right]: b_{n} \cap(J(T) \backslash B(\Lambda, \beta)) \neq \varnothing\right\}
$$

where $C=(k(1 / 2))^{h}$, with $k$ the constant appearing in the Köbe distortion theorem. Then $(T, \mathscr{R})$ has the Schweiger property with respect to $\mathscr{R}(C, T)$.
Lemma 9.5. (1) $(T, \mathscr{R})$ is parabolic with respect to $\mathscr{R}(C, T)$.
(2) The jump transformation ( $T^{*}, \mathscr{R}^{*}$ ) is aperiodic.

Proof. By the construction in Lemma 9.2, every point in $X$ has at most one preimage in $B(\Lambda, \beta)$. Therefore $\left.T\right|_{\left[N_{C} \geq 2\right]}$ is 1-1 and $T\left(\left[N_{C}=1\right] \backslash T\left[N_{C}=\right.\right.$ 2]) $=X$, since $\left[N_{C} \geq 2\right] \subseteq B(\Lambda, \beta)$ and $(T, \mathscr{R})$ is parabolic.

It follows from Lemma 9.3 that there are two periodic points of prime periods whose orbits are contained in [ $N_{C}=1$ ], whence, by Theorem 7.1, the jump transformation is aperiodic. $\diamond$

It now follows from Theorems 3.1, 3.2, and 4.2 that ( $T, \mathscr{R}$ ) is conservative and exact, has a $\sigma$-finite invariant measure $\mu \sim m$, and has wandering rates. It follows from Theorem 6.1 that ( $T^{*}, \mathscr{R}^{*}$ ) has a finite invariant measure $q \sim m$, and is continued fraction mixing.

The next result establishes additional properties needed for the central limit theorem for $T$ (in case $\mu$ is finite), and the identification of wandering rates of $T$ (in case $\mu$ is infinite).
Definition. For $\mathscr{A}$ a partition of $J(T)$, let $C(\mathscr{A})$ denote the collection of bounded functions $f: J(T) \rightarrow \mathbb{R}$ which are uniformly continuous on $A^{o}$ for each $A \in \mathscr{A}$, and let $L(\mathscr{A})$ denote the collection of bounded functions $f$ : $J(T) \rightarrow \mathbb{R}$ which are uniformly Lipschitz continuous on $A^{o}$ (with respect to the spherical metric $d$ ) for each $A \in \mathscr{A}$.

If $\mathscr{A}$ is the Markov partition as above, then the above is nonvacuous as $\overline{A^{o}}=A$ for each $A \in \mathscr{A}$. We fix $\mathscr{A}$ as the Markov partition and denote $C=C(\mathscr{A})$, and $L=L(\mathscr{A})$. Let

$$
\|f\|_{C}=\max _{A \in \mathscr{A}} \sup _{x \in A^{o}}|f(x)|
$$

and

$$
\|f\|_{L}=\|f\|_{C}+\max _{A \in \mathscr{A}} \sup _{x, y \in A^{\circ}} \frac{|f(x)-f(y)|}{d(x, y)}
$$

then $\left(C,\|\cdot\|_{C}\right)$ and $\left(L,\|\cdot\|_{L}\right)$ are Banach spaces, $\bar{L}=C$, and bounded sets in $L$ are precompact in $C$ by the Arzéla-Ascoli theorem.

Definition. Let $S$ be a countable set. A function $f: S^{\mathbb{N}} \rightarrow \mathbb{R}$ is called Hölder continuous if

$$
\begin{aligned}
& \exists r \in(0,1), M>0 \ni \forall n \geq 1 \\
& x, y \in S^{\mathbf{N}}, \quad b_{k}(x)=b_{k}(y) \quad(1 \leq k \leq n) \Rightarrow|f(x)-f(y)|<M r^{n}
\end{aligned}
$$

Remark. By the bounded distortion properties used in the construction of $\mathscr{R}(C, T)$, we have that

$$
\exists t \in(0,1), M>0 \ni \max _{B \in \mathscr{R}_{0}^{* n}} \operatorname{diam} B<M t^{n}
$$

Therefore, if $f \in L$, then $f \circ \pi^{*}$ is Hölder continuous on $\mathscr{R}{ }^{* N}$, where $\pi^{*}: \mathscr{R}^{* N} \rightarrow J(T)$ is such that $b_{n}^{*}\left(\pi^{*}\left(y_{1}, \ldots\right)\right)=y_{n}$. Also, if $f \in L$, then $f \circ \pi$ is uniformly continuous on $\mathscr{R}^{\mathbb{N}}$, where $\pi: \mathscr{R}^{\mathbb{N}} \rightarrow J(T)$ is such that $b_{n}\left(\pi\left(y_{1}, \ldots\right)\right)=y_{n}$. This is because

$$
\max _{B \in \mathscr{R}_{0}^{n}} \operatorname{diam} B \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Moreover, if $f \in L$ vanishes on some neighbourhood of $\Lambda$, and

$$
f^{(*)}(x)=f(x)+f(T x)+\cdots+f\left(T^{N_{C}(x)-1}(x)\right)
$$

then $f^{(*)} \circ \pi^{*}$ is bounded and Hölder continuous on $\mathscr{R}^{* N}$.
Theorem 9.6. (a) $\frac{d q}{d m} \in L$.
(b) $\left(T^{*}, \mathscr{R}^{*}\right)$ is continued fraction mixing with exponential rates.

Proof. By part (2) of Lemma 9.2, all inverses are defined and analytic in some neighbourhood of $J(T) \backslash B(\Lambda, \beta)$. For points in this neighbourhood, no preimage is a critical point of $T$. Thus the collection of inverse branches of $\left\{T^{n}\right\}_{n \in \mathbb{N}}$ forms a normal, and hence, equi-Lipschitz continuous, family in this neighbourhood with respect to the spherical metric. It follows from the Köbe distortion theorem that the logarithms of the absolute values of the spherical derivatives of the inverse branches of $\left\{T^{n}\right\}_{n \in \mathbb{N}}$ form an equi-Lipschitz continuous family in this neighbourhood. It follows from this that the family of inverse branches of $\left\{T^{n}\right\}_{n \in \mathrm{~N}}$ and their Jacobians with respect to $m$ form an equi-Lipschitz continuous family on [ $N_{C}=1$ ].

Whence, the collection of inverse branches of $\left\{T^{* n}\right\}_{n \in \mathbb{N}}$ and their Jacobians also form an equi-Lipschitz continuous family on the interior of each set $A \in$ $\mathscr{A} \cap\left[N_{C}=1\right]$. Since $T^{*-1}\left[N_{C} \geq 2\right] \subset\left[N_{C}=1\right]$, and since the inverse branches of $T^{*}$ agree with inverse branches of $T$ on $\left[N_{C} \geq 2\right]$, it follows that the collection of inverse branches of $\left\{T^{* n}\right\}_{n \in \mathbb{N}}$ and their Jacobians form an equiLipschitz continuous family on the interior of each set $A \in \mathscr{A}$. This implies that if $f \in L$, then $\left\{\widehat{T}^{* n} f\right\}_{n \in \mathbb{N}}$ is a uniformly Lipschitz continuous family on the interior of each set $A \in \mathscr{A}$, and hence, by the Arzéla-Ascoli theorem, every subsequence has a subsequence converging in $C$ to a limit in $L$. It follows from this that there is a $T^{*}$-invariant probability $q \sim m$ such that $\frac{d q}{d m} \in L$. Recall from previous sections that $\log \frac{d q}{d m} \in L^{\infty}(m)$.

Now let $\widehat{T}^{*}$ denote the dual operator to $f \mapsto f \circ T$ on $L^{1}(q)$. Specifically

$$
\widehat{T}^{*} f=\sum_{a \in \mathscr{R}} 1_{T^{*} a}\left|\tau_{a}^{\prime}\right|^{h} \frac{p \circ \tau_{a}}{p} f \circ \tau_{a}
$$

where $p=\frac{d q}{d m}$, and $\tau_{a}: T^{*} a \rightarrow a\left(a \in \mathscr{R}^{*}\right)$ are the inverse branches of $T^{*}$. Also, for $k \in \mathbb{N}$,

$$
\widehat{T}^{* k} f=\sum_{\mathbf{a} \in \mathscr{R}_{0}^{* k-1}} 1_{T^{*} a_{k}}\left|\tau_{\mathbf{a}}^{\prime}\right|^{h} \frac{p \circ \tau_{\mathbf{a}}}{p} f \circ \tau_{\mathbf{a}}
$$

where $\tau_{\mathrm{a}}: T^{*} a_{k} \rightarrow[\mathrm{a}]\left(\mathrm{a} \in \mathscr{R}_{0}^{* k-1}\right)$ are the inverse branches of $T^{*}$. To prove (b), we shall apply the theorem of Ionescu-Tulcea, and Marinescu [25]. To do this, we must show that

$$
\begin{equation*}
\sup \left\{\frac{\left\|\widehat{T}^{* n} f\right\|_{C}}{\|f\|_{C}}: f \in L, n \in \mathbb{N}\right\}<\infty \tag{1}
\end{equation*}
$$ bounded sets in $L$ are precompact in $C$,

and
(3) $\exists r \in(0,1), R \in \mathbb{R}_{+}, k \in \mathbb{N} \ni\left\|\widehat{T}^{* k} f\right\|_{L} \leq r\|f\|_{L}+R\|f\|_{C} \quad \forall f \in L$.

Since, $\widehat{T}^{*} 1=1,(1)$ is clear. As mentioned above, (2) follows from the ArzélaAscoli theorem. To prove (3), we note first that there is a number $M \in \mathbb{R}_{+}$ such that

$$
d(\tau x, \tau y) \leq M\left|\tau^{\prime}(x)\right| d(x, y)
$$

whenever $x, y \in A^{o} \cap(J(T) \backslash \Lambda), A \in \mathscr{A}$, and $\tau=\tau_{\mathrm{a}}$ is an inverse branch of $T^{* k}(k \in \mathbb{N})$. Using this, we see that

$$
\begin{aligned}
\frac{\left|\widehat{T}^{* k} f(x)-\widehat{T}^{* k} f(y)\right|}{d(x, y)} & \leq M_{1}\|f\|_{C}+M_{2}\|f\|_{L} \sum_{\mathbf{a} \in \mathscr{R}_{0}^{* k-1}}\left|\tau_{\mathbf{a}}^{\prime}(x)\right|^{1+h} \\
& \leq M_{1}\|f\|_{C}+M C^{6}\|f\|_{L} \frac{\sup \left\{q([\mathbf{a}]): \mathbf{a} \in \mathscr{R}_{0}^{* k-1}\right\}}{\min _{a \in \mathscr{R}} q(T a)}
\end{aligned}
$$

Since

$$
\sup \left\{q([\mathbf{a}]): \mathbf{a} \in \mathscr{R}_{0}^{* k-1}\right\} \rightarrow 0 \quad \text { as } k \rightarrow \infty
$$

and $\min _{a \in \mathscr{R}} q(T a)>0$, it follows that (3) is satisfied for some $k \in \mathbb{N}$.
As $T$ is exact, it follows from [25] that there exist $\rho \in(0,1)$ and $K \in \mathbb{R}_{+}$ such that

$$
\left\|\widehat{T}^{* n} f-\int_{X} f d q\right\|_{L} \leq K \rho^{n}\|f\|_{L}
$$

To deduce statement (b) from this note that for $[\mathbf{a}]=\left[a_{1}, \ldots, a_{n}\right]$,

$$
\widehat{T}^{* n} 1_{[\mathbf{a}]}=1_{T * a_{n}}\left|\tau_{\mathbf{a}}^{\prime}\right| \frac{p \circ \tau_{\mathbf{a}}}{p},
$$

and, by the above,

$$
\sup \left\{\left\|1_{T^{*} a_{k}} \frac{\left|\tau_{\mathbf{a}}^{\prime}\right|^{h}}{q([\mathbf{a}])}\right\|_{L}: k \in \mathbb{N},[\mathbf{a}]=\left[a_{1}, \ldots, a_{k}\right] \in \mathscr{R}_{0}^{* k-1}\right\}<\infty
$$

whence

$$
M:=\sup \left\{\left\|\frac{\widehat{T}^{* n} 1_{[\mathbf{a}]}}{q([\mathbf{a}])}\right\|_{L}: n \in \mathbb{N}, \mathbf{a} \in \mathscr{R}_{0}^{* n-1}\right\}<\infty
$$

and

$$
\left\|\widehat{T}^{* n+k} 1_{[\mathbf{a}]}-q([\mathbf{a}])\right\|_{C} \leq K M \rho^{k} q([\mathbf{a}]) \quad \forall n, k \in \mathbb{N}, \mathbf{a} \in \mathbb{R}_{0}^{* n-1}
$$

This is statement (b).
Remarks. (1) It follows from statement (a) that $\frac{d q}{d m}$ is uniformly continuous on $\mathbb{R}^{\mathbb{N}}$ with respect to the product topology.
(2) As a consequence of statement (b), we obtain that for any set $A \in$ $\mathscr{R}(C, T) \cap\left[N_{C}=1\right],\left(T_{A}, \mathscr{R}_{A}\right)$ is continued fraction mixing with exponential rates. This is because $T_{A}=T_{A}^{*}$, and $\mathscr{R}_{A}=\mathscr{R}_{A}^{*}$.

Recall that $P=\left[N_{C} \geq 2\right]$ is defined in $\S 5$ for parabolic fibred systems and that $f_{*}$ is the unique inverse branch of $T$ such that $f_{*}: T(P) \rightarrow P$. Clearly $f_{*}=T_{\omega}^{-1}$ on sufficiently small neighbourhoods of rationally indifferent periodic points $\omega$. Therefore, since $m$ is $h$-conformal, we obtain from Theorem 5.5 the following.

Proposition 9.7. Let $\mu$ be the $T$-invariant measure equivalent to the $h$-conformal measure $m$. Then $\mu$ is finite if and only if for some (every) $z \in P$

$$
\sum_{n=1}^{\infty} \frac{n}{\left|\left(T^{n}\right)^{\prime}\left(z_{n}\right)\right|^{h}}<\infty
$$

where $z_{n}=f_{*}^{n}(z)$.
For $\omega \in \Lambda$, let

$$
\alpha(\omega)=\frac{p(\omega)+1}{p(\omega)} h,
$$

where $p(\omega)$ is as in $\S 8$, and let

$$
\alpha=\min _{\omega \in \Lambda} \alpha(\omega) .
$$

Theorem 9.8. Let $T: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ be a parabolic rational map with $\sigma$-finite $T$ invariant measure $\mu \sim m$. Then the following assertions are true:
(1) If $\alpha>2$ then $\mu$ is finite.
(2) If $\alpha<2$ then there exists a constant $c_{\mu}>0$ such that

$$
\lim _{n \rightarrow \infty} \frac{L(n)}{n^{2-\alpha}}=c_{\mu}
$$

(3) If $\alpha=2$ then there exists a constant $c_{\mu}>0$ such that

$$
\lim _{n \rightarrow \infty} \frac{L(n)}{\log n}=c_{\mu}
$$

Proof. By Proposition 4.3 it suffices to prove this theorem for a positive iteration of $T$. In other words, we can assume that $\Lambda$ consists only of fixed points and $T^{\prime}(\omega)=1$ for every $\omega \in \Lambda$. By Theorem 4.1, $L(n) \sim L_{A}(n)$ for $A=\left[N_{C}=2\right]$.
(1) follows from Proposition 9.7 and Theorem 8.4. By statement (a) of Theorem 9.6, Proposition 5.6 applies, and

$$
L(n) \sim \sum_{a \in T P \backslash P \cap \mathscr{R}} \sum_{\nu=0}^{d(a)-1} c_{a, \nu} \sum_{k=1}^{\infty}(k \wedge n) m\left(f_{*}^{d k+r+\nu} a\right) \quad \text { as } n \rightarrow \infty,
$$

where $c_{a, \nu}>0 \forall a, \nu$.
Clearly, for every $a \in T P \backslash P$ and $\nu, 0 \leq \nu \leq d(a)$, there exists $\omega_{a, \nu} \in \Lambda \ni$ $f_{*}^{d k+r+\nu}(x) \rightarrow \omega_{a, \nu} \forall x \in a$.

By Lemma $8.9 m\left(f_{*}^{d k+r+\nu} a\right) \sim \frac{c^{\prime}(a, \nu)}{k^{\alpha\left(\omega \omega_{a}, \nu\right)}}$. Hence,
$\sum_{k=1}^{\infty}(k \wedge n) m\left(f_{*}^{d k+r+\nu} a\right) \sim \sum_{k=1}^{\infty}(k \wedge n) \frac{c^{\prime}(a, \nu)}{k^{\alpha\left(\omega_{a, \nu}\right)}} \sim c^{\prime \prime}(a, \nu) n^{2-\alpha\left(\omega_{a, \nu}\right)} \quad$ as $n \rightarrow \infty$.
This proves (2) of the theorem. $\diamond$
As an immediate consequence of this criterion we get the following
Theorem 9.9. If $h=H D(J(T)) \leq 1$ then the measure $\mu$ is infinite.
Theorem 9.10. If $h>1$ and $p(\omega)=1$ for every $\omega \in \Lambda$ then $\mu$ is finite.
Remarks. (1) If $B$ is a Blaschke product then $J(B) \subset S^{1}$, whence $h \leq 1$. By the Denjoy-Wolff theorem (see [11]), there is a fixed point $\omega \in \bar{U}$, the closed unit disc, such that $B^{n}(z) \rightarrow \omega$ for every $z \in U^{o}$ and $B^{n}(z) \rightarrow 1 / \bar{\omega}$ for every $z \in U^{c} . B$ has no critical points on $S^{1}$. Therefore, if $B^{\prime}(\omega)=1$ (and necessarily $\omega \in S^{1}$ ), then $B$ is parabolic and Theorem 9.9 applies. In case $B^{\prime \prime}(\omega)=0$ then $B$ is conservative with respect to Lebesgue measure on $S^{1}$. This follows for example from [1, Theorem 3.8]. Consequently $J(B)=S^{1}$, since otherwise $B^{n}(z) \rightarrow \omega$ as $n \rightarrow \infty$ for $z \in S^{1} \backslash J(B)$ and hence there would be wandering intervals for some power of $T$. Here, $\alpha=3 / 2$ and $p=2$. In this case, the exactness, pointwise dual ergodicity of $B$, and form of return sequence (established in Theorem 9.11 below) follow from [1, Theorem 3.8], which Theorem 9.11 strengthens and generalises.
(2) The simplest example satisfying the assumptions of Theorem 9.10 is provided by the polynomial $z \mapsto z-z^{2}$ (note that this map is conjugate by a linear map to $z \mapsto z+z^{2}$ and $\left.z \mapsto z^{2}+1 / 4\right)$. For $z \mapsto z-z^{2}, \Lambda=\{0\}$ and $p(0)=1$. Since the critical point $1 / 2$ is not in the Julia set, $z \mapsto z-z^{2}$ is parabolic. It is shown in [39, 37] that the Hausdorff dimension of its Julia set is greater than 1.

Theorem 9.11. Suppose that

$$
\alpha=\min _{\omega \in \Lambda} \frac{p(\omega)+1}{p(\omega)} h \leq 2
$$

(hence the $T$-invariant measure $\mu$ is infinite). Then the dynamical system $(J(T), \mathscr{F}, \mu, T)$ is conservative and exact, has Darling-Kac sets whose return time processes are continued fraction mixing with exponential rates, and has a return sequence given by

$$
a_{n}(T) \sim \begin{cases}\frac{1}{c_{\mu} \Gamma(\alpha) \Gamma(3-\alpha)} n^{\alpha-1} & \text { when } 1<\alpha<2, \\ \frac{1}{c_{\mu}} \frac{n}{\log n} & \text { when } \alpha=2 .\end{cases}
$$

Here $c_{\mu}$ is as in Theorem 9.8.

Proof. By Lemma 9.5, ( $T, \mathscr{R}$ ) is an aperiodic, parabolic, finite fibred system with respect to $\mathscr{R}(C, T)$. By Theorem 2.8, $T$ is conservative and ergodic. By Theorem 3.2, $T$ is exact. By Theorem 3.1, any set in $\mathscr{R}(C, T)$ is a DarlingKac set for $T$ whose return time process is continued fraction mixing. By Theorem 9.8 the wandering rates $L(n)$ satisfy

$$
L(n) \sim \begin{cases}c_{\mu} n^{2-\alpha} & (1<\alpha<2) \\ c_{\mu} \log n & (\alpha=2)\end{cases}
$$

as $n \rightarrow \infty$. In the present situation, as explained in $\S 4$, Theorem 3 in [2] or the argument in [3, p. 1044], combined with Karamata's Tauberian theorem shows that

$$
a_{n}(T) \sim \frac{n}{L(n)} \frac{1}{\Gamma(1+\gamma) \Gamma(2-\gamma)},
$$

where $\gamma=2-\alpha$. This implies the theorem. $\diamond$
The following two results concerns the central limit theorem in case of a finite invariant measure. We do not know whether such a result holds for all Hölder continuous functions.
Theorem 9.12. Let $\mu$ be finite $(\alpha>2)$. Then for any Hölder continuous function $f: J(T) \rightarrow \mathbb{R}$ which vanishes on some neighbourhood of $\Lambda$ and satisfies $\mu(f)=$ 0 ,

$$
c_{f}=q\left(\left(f^{*}\right)^{2}\right)+2 \sum_{l=1}^{\infty} q\left(f^{*} f^{*}\left(T^{*}\right)^{l}\right)<\infty
$$

converges absolutely, and if $c_{f}>0$ then $f$ satisfies the central limit theorem:

$$
\begin{aligned}
\lim _{n \rightarrow \infty} & \mu\left(\left[\frac{\sqrt{\mu(J(T))}}{\sqrt{n c_{f}}} \sum_{l=0}^{n}\left(f \circ T^{l}-\frac{\mu(f)}{\mu(J(T))}\right) \leq t\right]\right) \\
& =\frac{\mu(J(T))}{\sqrt{2 \pi}} \int_{-\infty}^{t} \exp \left(\frac{-u^{2}}{2}\right) d u
\end{aligned}
$$

for any $t \in \mathbb{R}$.
Proof. By (b) in Theorem 9.6, $\left(T^{*}, \mathscr{R}^{*}\right)$ is continued fraction mixing with exponential mixing rates. By the remarks before Theorem 9.6, $f^{*}$ is bounded and Hölder continuous on $\mathscr{R} * \mathbb{N}$. Hence Theorem 7.2 implies the theorem. $\diamond$
Theorem 9.13. Let $\mu$ be finite, and let $f$ be measurable with respect to $\mathscr{R}_{0}^{m}$ for some $m \geq 1$ such that $f^{*} \in L^{2}(q)$. If $\sigma_{n}^{2}(f) \rightarrow \infty$ as $n \rightarrow \infty$, then

$$
\sigma_{n}^{2}(f)=n h(n)
$$

where $h(n)$ is slowly varying as $n \rightarrow \infty$, and $f$ satisfies the central limit theorem:

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \mu\left(\left[\frac{\sqrt{\mu(J(T))}}{\sigma_{n}(f)} \sum_{l=0}^{n}\left(f \circ T^{l}-\frac{\mu(f)}{\mu(J(T))}\right) \leq t\right]\right) \\
& \quad=\frac{\mu(J(T))}{\sqrt{2 \pi}} \int_{-\infty}^{t} \exp \left(\frac{-u^{2}}{2}\right) d u
\end{aligned}
$$

for any $t \in \mathbb{R}$.

## Proof. This follows immediately from Corollary 7.3.

Remark. Theorem 9.12 is true for all functions $f$ with the property that $f^{*}$ is bounded and Hölder continuous on $\mathscr{R} * N$.
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