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Abstract: ERPs were recorded from 12 subjects performing duration and intensity visual discrimination
tasks which have been previously used in a PET study. PET data showed that the same network was
activated in both tasks [P. Maquet et al., NeuroImage 3:119–126, 1996]. Different ERP waveforms were
observed for the late latency components depending on the dimension of the stimulus to be processed:
frontal negativity (CNV) for the duration task and parieto-occipital positivity (P300) for the intensity task.
Using BESA software, the sources were first modelled with a “PET dipolar model” (right prefrontal, right
parietal, anterior cingulate, left and right fusiforms). To obtain a better fit for ERPs recorded in each task,
two sources (cuneus, left prefrontal area) had to be added. Consistently with PET findings, dipole
modelling indicates that duration and intensity dimensions of a visual stimulus are processed in the same
areas. However, ERPs also reveal prominent differences between the time course of the dipole activations
for each task, particularly for sources contributing to the late latency ERP components. In the intensity
task, dipoles located in the cuneus, the anterior cingulate, and the left prefrontal area yield largest activity
within the P300 interval, then activity diminishes rapidly as the stimulus ends, whereas in the duration
task, the cuneus and anterior cingulate are still active several hundred milliseconds following stimulus
offset. Moreover, in the duration task, the activity of the right frontal dipole parallels the CNV waveform,
whereas in the intensity task, this dipole is largely inactive. We assume that the right frontal area plays
a specific role in the formation of temporal judgments. Hum. Brain Mapping 10:49–60, 2000.
© 2000Wiley-Liss, Inc.
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INTRODUCTION

Time is clearly a source of information which shapes
one’s behavior. Indeed in our everyday life, we are
often confronted to a wide range of durations to which

we frequently adapt. For example, we have to discrim-
inate the duration of linguistic sounds and accurately
pause between sentences and speaking turns, to
achieve optimal communication; when we drive, we
know the duration of the traffic lights in our familiar
neighbourhood and anticipate the right moment to
start again. Thus, as stressed by Elbert et al. [1991] “the
preparation of efficient behavior, for example for a fast
response, certainly benefits from predicting precisely
the point in time.” In spite of its importance, however,
nobody has yet evidenced any sense or sense organ by
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which time can be directly perceived. Furthermore,
the question of how duration is estimated by our
information processing system remains a matter of
debate. Some authors state that time is not a percep-
tual dimension [Gibson, 1975] but a “derived entity”
in the conscious experience [Michon, 1990]. It is only
recently that studies using functional brain mapping
explored the possible locations where time-related at-
tributes of stimuli or actions are processed [Coull and
Nobre, 1998; Hinton et al., 1996; Jueptner et al., 1995;
Lejeune et al., 1997; Maquet et al., 1996], whereas the
cerebral structures involved in the perception of envi-
ronmental dimensions, such as intensity, pitch, color,
and shape or spatial location of auditory and visual
stimuli, start to be well-documented [see Cabeza and
Nyberg, 1997 for a review].

The psychophysical models elaborated since the be-
ginnings of experimental psychology have found a
renewal of interest with the development of cognitive
psychology. They provide a conceptual framework
and analytic tools to guide the search for the neurobi-
ological mechanisms of the interval timing capacity.
The basic features of these models are common (i.e.,
the starting point is “the clock”), and two other im-
portant components are the memory and decision de-
vices which translate clock readings into behavior
[e.g., Church, 1984; Church and Broadbent, 1990; Mi-
chon, 1967; Treisman and Brogan, 1992]. Recently pub-
lished neuropsychological as well as imagery data
suggest that three main brain regions would be in-
volved in the temporal information processing: the
cerebellum, the basal ganglia, and the frontal cortex.
Neuropsychological studies of cerebellar patients ex-
hibit a poor discrimination of durations less than 1 sec
and a great variability of rhythmic tapping as well as
distortions in time estimation [Casini and Ivry, 1999;
Ivry et al., 1988; Ivry and Keele, 1989]. This is also the
case for patients with Parkinson’s disease [Malapani et
al., 1998]. Duration perception deficits are also associ-
ated with damage in the middle and superior right
frontal gyri [Harrington et al., 1998]. Imaging studies
show the activation of cerebellar areas [Jueptner et al.,
1995; Maquet et al., 1996] and of the basal ganglia as
well as the activation of the prefrontal cortex in tasks
that require estimation of brief durations [Hinton et
al., 1996] or timing of movements [Rao et al., 1997].
The implication of the prefrontal cortex has also been
assessed using electrophysiological methods [Bruder
et al., 1992; Casini and Macar, 1996; Elbert et al., 1991].
However, whatever the brain regions considered, it is
difficult to specify their function regarding the tempo-
ral information processing per se, because one can
argue that basal ganglia and cerebellum play an im-

portant role in motor control and that frontal areas are
involved in attentional and mnesic processes.

Thus, much remains to be understood about the
functional neuroanatomy of temporal information
processing. For example, to conclude that the percep-
tion of a stimulus duration is, in itself, responsible for
the pattern of activation observed, it should be dem-
onstrated that this pattern is not elicited by the per-
ception of another parameter of the stimulation.
Therefore, in a previous PET study, we contrasted two
visual discrimination tasks, one based on the duration
of a visual stimulus and the other on the luminance of
the same stimulus [Maquet et al., 1996]. Results
showed that the same network was activated in both
tasks—right prefrontal cortex, right inferior parietal
lobule, anterior cingulate cortex, left fusiform gyrus,
and vermis. Because both discrimination tasks involve
similar attention level and memory load, we proposed
that the recruitment of visual attention and memory
structures could best explain the cortical maps ob-
tained. Indeed, the activated cerebral areas share some
similarities with the patterns of activation described in
visuo-spatial working memory [Jonides et al., 1993]
and visual attention [Pardo et al., 1991] tasks.

In our PET study, the stimulus durations were rel-
atively short compared to interstimulus intervals (be-
tween 1500 and 2300 ms), which in fact lasted about
75% of the scanning time. As the PET method inte-
grates tracer activity over a period of many seconds,
its temporal resolution is insufficient to specify areas
only involved when the subjects are processing the
duration or intensity. Event-related potentials (ERPs),
on the other hand, reflect the rapidly changing elec-
trical activity in the brain evoked by a stimulus or a
cognitive event, and thus allow one to discriminate
between different stages in cognitive processing. It is
difficult, however, to determine the neural sources of
ERPs components. Therefore, we recorded ERPs from
subjects performing duration and intensity tasks iden-
tical to those used in our PET study, and we combined
both sets of data to test whether the spatio-temporal
organization of the different activations could differ-
entiate the underlying coding mechanisms involved in
both tasks. PET and ERP data have been combined in
recent studies [Heinze et al., 1994; Mangun et al., 1997;
Woldorff et al., 1997] in which the analysis was re-
strained to the early and middle latency components
only (N1 or P1) between 80 and 150 ms following
stimulus onset, to study the early visual spatial atten-
tion; the modelization was thus focused on one or two
generators only. Because the pattern of activation de-
scribed in our PET study involved an extended net-
work of brain structures, we assumed that these acti-
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vations would probably correspond to neural activities
associated with different and specific cognitive aspects
of the tasks. The present study thus attempts to widen
the modelling up to 1500 ms following the beginning
of the trial to include the major contributing sources of
slow waves (CNV and late P300) and of motor prep-
aration components. In summary, the aim of the
present study was to specify when the estimated sources
were active and then to determine for which processing
stages different cerebral areas were involved.

METHODS

Subjects and tasks

Subjects were 12 young (between 20 and 26 years of
age) right-handed males with normal or corrected to
normal vision. They performed the same two target
tasks as in the PET study. In the duration task, the
subjects had to evaluate whether the duration of illu-
mination of a green LED (490, 595, 700, 805, and 910
ms) was equal to (right button press) or different from
(left button press) that of a previously presented stan-
dard duration (700 ms). The intensity of each signal
was 15 cd/m2. The standard was presented six suc-
cessive times before the beginning of the task, then
each test stimulus for each duration including the
standard one was presented 20 times in a random
order, making a total of 100 trials. In the intensity task,
the subjects had to judge whether the intensity of the
LED (3, 7, 15, 22, and 29 cd/m2) was equal to (right
button press) or different from (left button press) that
of a previously standard intensity (15 cd/m2). Each
signal lasted 700 ms. As in the duration task, the
standard was presented six successive times before the
beginning of the task, then each test stimulus for each
intensity level including the standard one was pre-
sented 20 times in a random order, making a total of
100 trials. In each task, the ISI lasted between 1500 ms
to 2300 ms (on average, 1900 ms). The subjects had to
perform each task twice. The order was counterbal-
anced over subjects.

ERP data acquisition

Event-related potentials were simultaneously re-
corded from 31 electrodes at standard EEG sites with
respect to ear-linked reference (sample rate per chan-
nel 5 250 Hz, bandpass 0.16–80 Hz). Eye movements
and blinks (EOG) were recorded by two bipolar elec-
trodes for later rejection using an automatic eye-move-
ment correction program [Gratton et al., 1983]. The
length of the averaging window was 1500 ms with a

100 ms baseline interval prior to the LED switch on.
ERP averages were computed from the pooled data of
subjects for each task (duration and intensity). In the
first stage of the analysis, all trials were averaged for
the two target tasks whether the response was correct
or not and whatever the duration of the LED illumi-
nation or whatever the intensity level. However, to
proceed to a finer comparison of the ERP waveforms,
we only averaged ERPs corresponding to the trials
where the stimulus was similar in both tasks, that is,
the standard stimulus (700 ms and 15 cd/m2). On the
other hand, Ruchkin et al.’s [1977] results suggest that
the time course of the CNV wave correlates with tem-
poral judgments. Therefore, for the duration task, to
analyse in more detail the possible differences in the
CNV related to the LED illumination duration, we
averaged data of trials corresponding to each of the
five durations (490, 595, 700, 805, and 910 ms).

Source analysis

The localization of the dipoles generating the elec-
trical activity were then modelled using the BESA
software [Scherg, 1992]. Because this modelling tech-
nique involves a large number of free parameters
(three location, two orientation, and one magnitude
parameters for each dipole) and because the EEG so-
lutions are not unique, we first applied a “PET seeded
model” transforming the Talairach coordinates corre-
sponding to the activations observed in the PET study
into BESA coordinates using a software developed by
us. The proportional Talairach space is transformed
into the BESA spherical model. The center of the
sphere is placed at the posterior commissure (CP), and
the range of the anterior Talairach coronal coordinates
(anterior to CP) are fitted to the radius of the sphere, as
well as the posterior part (posterior to CP). Similarly,
the sagittal and axial coordinates are also transformed
according to the BESA sphere radius using linear
transformations. At the reverse, to transform BESA
coordinates to Talairach space, the coordinates are
rescaled so that the anterior part of the sphere matches
with the Talairach anterior boxes (anterior to CP) and
the posterior part of the sphere matches with the
posterior to CP box. Our aim being to combine PET
and EEG data, the “PET seeded model” was applied to
ERP data corresponding to all trials of each target task.
Then, examining the resulting differences between the
ERP maps and the dipole maps we attempted to ob-
tain a better fit solution by adding dipolar sources to
the “PET model”.

Furthermore, ERPs provide a tool to define the time
course of different processing steps. Accordingly, in
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the present study, we had the opportunity to check for
possible differences in the time course of dipolar
source activations between both tasks. To make the
comparison meaningful, we applied the dipole model
corresponding to the best-fit solution to data recorded
for both tasks under trials where the timing was sim-
ilar [i.e., under trials in which the standard stimulus
was presented (700 ms duration)]. In this case, the
only difference was the requirements of the task, ei-
ther duration discrimination or intensity discrimina-
tion. Finally, in the duration task, we sought to deter-
mine whether the time course of the activity of the
dipoles would depend on the duration of the LED
illumination. Therefore, we applied the model to the
EEG data recorded for the five different sets of trials
corresponding to the five durations tested during the
task.

RESULTS

Behavioral data

Figure 1 presents the average generalization gradi-
ents for the duration and the intensity tasks in both
studies. This figure shows that the performances ob-
tained during the ERP study are very similar to the
previous results of the PET experiment.

ERP data

ERP waveforms averaged across subjects from the
31 electrodes for the duration and the intensity dis-
crimination tasks are superimposed in Figure 2. Scru-
tiny of these waveforms suggests that there was no
difference between the early and middle latency com-
ponents observed during the duration and the inten-
sity discrimination tasks. A positive wave developped
between approximately 90 ms and 130 ms over pari-
eto-occipital areas. Anovas revealed no effect of the
discrimination type neither on the mean amplitude
(POZ: 13.22 mv and 13.14 mv in the duration and in
the intensity tasks, respectively [F(1,11) 5 .54, p . .10],
nor on the mean latency [128 ms and 124 ms in the
duration and in the intensity tasks, respectively,
F(1,11) 5 1.57, p . .10]. A negative component, max-
imal on P5 and P6 parietal electrodes, peaked around
180 ms. Anovas carried out on this component con-
firmed that there was no effect of the task, neither on
its mean amplitude [P5: 22.15 mv, P6: 22.39 mv and
P5: 22.06 mv, P6: 22.30 mv in the duration and in the
intensity tasks, respectively, F(1,11) 5 .44, p . .10] nor
on its mean latency [176 ms and 172 ms in the duration

and in the intensity tasks, respectively, F(1–11) 5 0.02,
p . .10].

As it is apparent from Figure 2, prominent differ-
ences emerged between both tasks for the late latency
ERP components. The intensity task elicited a posteri-
orly distributed large positive wave that peaked
around 500 ms following stimulus onset and a nega-
tivity of small amplitude over fronto-cental sites. The
parieto-occipital positive component (late P3b) would
probably reflect the end of the stimulus evaluation
and the decision process. In contrast, the duration task
elicited a large negative wave (CNV) distributed over
fronto-central areas that peaked around 600 ms fol-
lowing stimulus onset. In this task also, the parieto-
occipital positive component of the visual event-re-

Figure 1.
Average generalization gradients: percentage of “equal to stan-
dard” responses (ordinate), stimulus value (abscissa).
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lated potential (P2) was followed by a negative shift.
Then, a further late positive component was observed
between 900 and 1300 ms on these posterior sites.

Many previous studies [Elbert et al., 1991; Macar
and Vitton, 1980; Ruchkin et al., 1977; Walter et al.,
1964; among others] revealed that the CNV followed
by a positive shift would underlie the timing of the
cognitive activity associated with the formation of the
temporal judgment. To examine our data in more
detail, we contrasted ERP waveforms recorded on
FCZ for each of the five sets of trials corresponding to
the five durations: they are superimposed in Figure 3.
These waveforms indicate that there was a covariation
between the duration of the LED illumination and the
latency of ERPs zero crossing on FCZ. Differences in
the latency of the zero crossing would reflect differ-
ences in the timing of the cognitive processes associ-
ated with subjects’ temporal judgments and response
selection.

In sum, the early and middle latency waves, that
may be modulated by selective attention, were not
affected by the dimension of the stimulus—intensity

or duration—to be processed. In contrast, different
ERP waveforms and topographies were observed for
the late latency components, depending on which di-
mension of the stimulus the comparison with the stan-
dard held in memory had to be done: frontal negativ-
ity in the duration task and parieto-occipital positivity
in the intensity task.

Dipole analysis

The strategy used to carry out the fusion of PET and
ERP data was to derive a generator model accounting
for the ERPs recorded during a large time window
(100–1500 ms), corresponding to the time window
during which subjects do perform the tasks. This
would consequently implicate a large number of di-
poles. The generators of the electrical activity were
thus first modelled with a “PET seeded model”. The
Talairach coordinates corresponding to the activations
observed in the PET study—right prefrontal cortex,
right inferior parietal lobule, anterior cingulate cortex,
left and right fusiform gyri—were transformed into

Figure 2.
ERP waveforms averaged across sub-
jects from the 31 electrode sites, con-
trasting ERPs recorded for the duration
and for the intensity tasks.
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BESA coordinates. It should be noted that no signifi-
cant activation was observed in the right fusiform
gyrus during the duration task. However, the same
“PET seeded model” was applied to ERP data re-
corded during both discrimination tasks, because no
significant variation of rCBF was observed between
them when they were contrasted. Furthermore, in our
PET study, there was also a significant increase of the
rCBF in the vermis, the electrical activity of which
cannot be modelled. Each of the five dipolar sources
was fixed in location but allowed to vary in orientation
to fit the observed potential distributions. This “PET
seeded model” accounted for 84.9% of the variance in
the duration task and for 80.9% in the intensity one,
over the 100–1500 ms time range. The difference maps
(difference between the observed potential distribu-
tion and the scalp distribution that would be pro-
duced by the dipoles) obtained with the “PET seeded
model” showed that the model poorly accounted for
the ERPs recorded on two scalp areas (i.e., a left frontal
area and a median occipital area), particularly be-
tween 400 and 800 ms following stimulus onset. This
suggested that a better fit could be obtained with two
additional dipoles.

Therefore, two dipolar sources were added; the first
dipole was placed arbitrarily in a median occipital
location and then allowed to vary from this starting
value in both location and orientation to obtain the
smallest residual variance between the model and the
recorded ERP data. The transformation of BESA coor-
dinates into Talairach coordinates revealed that this
dipolar source was located in the cuneus. Then, a left
frontal dipolar source was placed at a fixed location
symmetrically to the right prefrontal one (area 45), but
was allowed to vary in orientation and finally, all

seven dipoles were allowed to vary in orientation and
the best-fit solution over the 100–1500 ms time range
was obtained. Figure 4 shows the position, orientation,
and source waveform (magnitude over time) for each
of the dipoles of the resulting seven dipole configura-
tion which accounted for 94.9% of the variance in the
data set of the duration task and for 90.5 % of the
variance in the dataset of the intensity task over the
100–1500 ms time range. Figure 5 shows the locations
of the seven dipoles in the Talairach coordinates.

This seven dipole solution accounting for all data
(five levels of intensity or duration) was then applied
only to the standard level ERP data recorded in both
discrimination tasks. It also was applied to the ERPs
obtained from the five duration levels. The resulting
seven source waveforms obtained for the standard
trials in the duration task and in the intensity task are
superimposed on Figure 6; the resulting seven source
waveforms obtained in the duration task for the five
sets of trials (i.e., one per duration level) are superim-
posed on Figure 7.

A detailed examination of Figure 6 shows that the
time course of four dipoles—the two fusiform gyri, the
left frontal, and the right parietal—were similar in the
two tasks for the whole time window. The two fusi-
form gyri displayed four peaks of activation: at 125
ms, 180 ms, 250 ms, and 865 ms following stimulus
onset. We propose that this pair of dipoles would be
the most important generators of the N1 components
evoked at onset and offset of the visual stimulus.
Indeed, the peak observed at 180 ms presumably re-
flects the N1 component, obtained at 170–180 ms fol-
lowing stimulus onset in both tasks and found to be
maximal on P5 and P6 electrodes. As the standard
stimulus lasted 700 ms, the peak observed at 865 ms

Figure 3.
CNVs: ERP waveforms recorded on the FCZ
electrode for the five stimulus durations.
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would reflect the poststimulus offset N1 component.
This is strengthened by the fact that the latency of this
last peak covaried with the five stimulus offset times
in the duration task (Fig. 7). In addition, peaks of
activity in the two fusiform gyri and in the cuneus (at
125 and 250 ms following stimulus onset) would prob-
ably contribute to the P1 and P2 components of the
visual event-related potential, which were maximal on
POZ (see Fig. 2).

In both tasks, the left frontal dipole yielded activity
from 100 ms up to 1000 ms, its amplitude was maxi-
mal during the CNV (duration task) or during the P3b

(intensity task). The magnitude of the right parietal
dipole seems quite flat in both tasks, only two small
peaks can be distinguished at around 180 ms follow-
ing stimulus onset and offset for both tasks.

For the three other dipoles—right frontal, cingulate,
and cuneus—pronounced differences emerged be-
tween the two tasks. First, in the duration task, the
right frontal dipole yielded largest activity between
450 and 950 ms, during the CNV. Indeed, the activity
of this dipole displayed in Figure 7 parallels the ERP
waveform on FCZ depicted in Figure 3; moreover, the
activity of the dipole ends when the CNV resolves. By
contrast, in the intensity task, the right frontal dipole
only shows a low level of activity during the CNV
time range. Second, in the intensity task, the magni-
tude waveform of the cingulate dipole parallelled the
one of the left frontal dipole, whereas in the duration
task, this dipole has two periods of activity. The first
period between 350 and 650 ms following stimulus
onset (from the beginning of the CNV development
up to its maximum) and the second between 1050 and
1450 ms following stimulus onset (during the late
positive component). Finally, in both tasks, the cuneus
showed two peaks of activity at 125 and 250 ms fol-
lowing stimulus onset. These peaks of activity proba-
bly contribute to middle latency positive components
of the visual ERP. From 300 ms upward, the activity of
this dipole is different for each task. Whereas in the
intensity task, the activity is maximal at the time of the
P3b peak and diminishes when this component re-
solves, a sustained activity is observed all over the
window in the duration task.

DISCUSSION

In this study, we mainly question the specificity of
the spatio-temporal organization of cerebral areas in-
volved when time is processed by combining ERP
data with PET data previously obtained in a similar
experiment. At first glance, our ERP findings replicate
our PET findings: in the PET study, no significant
differences between the networks activated in the two
tasks were observed. In the EEG study, when the same
“PET seeded model” is applied to the ERPs recorded
in each task the proportion of accounted variance is
approximately equivalent (84.9% in the duration task
and 80.9% in the intensity one). Furthermore, in both
tasks, the “PET seeded model” poorly accounts for the
ERPs recorded on two scalp areas: the left frontal area
and the median occipital area. When two dipoles lo-
cated in these areas are added to the PET model, a
better fit of ERP data is obtained for both tasks. It thus
appears that the pattern of the cerebral regions acti-

Figure 4.
Dipolar analysis for duration (top) and intensity (bottom) tasks.
On the left, time course activity in the 100–1500 ms time window
following stimulus onset for the seven dipoles: (1) right frontal, (2)
right parietal, (3) cingulate, (4) left fusiform, (5) right fusiform, (6)
cuneus, and (7) left frontal. On the right, the locations and orien-
tations of the seven dipoles are shown on head diagrams (top,
rear, and lateral views). The residual variance (RV) from 100 ms
following stimulus onset up to 1500 ms following stimulus onset is
diplayed in the bottom part.
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vated during a duration discrimination task is greatly
similar to that of the regions activated during an in-
tensity discrimination task. This may seem not too
surprising because activations underlie common cog-
nitive demands in both tasks. Indeed, they both imply
the same processing operations: focusing attention on
the relevant feature of the stimulus, comparison with
the memorized standard, and response selection as a
function of a matching to sample.

However, ERP findings extend PET findings notice-
ably by showing that, although the network activated
in the duration task is the same as the network acti-
vated in the intensity task, differences seem prominent
between the time courses of the activations in the two
tasks. This is particularly true for sources mainly con-
tributing to the late latency ERP components (CNV
and P3). Therefore, we will examine similarities and
differences in the source waveforms in detail, partic-
ularly those relative to the extrastriate visual cortices
as well as to the prefrontal and anterior cingulate
areas.

No differences between tasks are observed during
the first 250 ms following stimulus onset. The dipoles
located in the visual associative cortices—cuneus and
fusiform gyri—are the most active ones. The two fusi-
form gyri are the generators of the negative compo-
nent that peaks at around 180 ms on parietal elec-
trodes, and these two dipoles with the cuneus likely
contribute to the occipital P1 and P2 components. The
early peaks of activity of these dipoles occur exactly at
the same latencies (125, 180, 250 ms, respectively) in
the two tasks. This is because these dipoles generate

the early ERP components evoked by the visual stim-
ulus in both conditions. Besides, in both tasks for the
standard stimulus, the last peak of activity of the
fusiform gyri is observed at 865 ms; indeed, because
the standard stimulus lasts 700 ms, the last peak oc-
curing 165 ms following stimulus offset corresponds
to the evoked N1 component.

According to Corbetta et al. [1991], in tasks requir-
ing delayed response or matching to sample, that is in
situations very close to the delayed “same-different”
visual task we used, response selection cannot only be
made on the basis of information from posterior pro-
cessing areas. Memory, comparison, and decision-pro-
cessing stages would involve prefontal and anterior
cingulate areas that receive inputs from occipito-pari-
etal and occipito-temporal areas. This is consistent
with recent studies and clinical literature that segre-
gate perceptual and mnemonic functions between
posterior and anterior cortices, respectively [Cohen et
al., 1997; Courtney et al., 1997; Goldman-Rakic, 1997].
Prefrontal and anterior cingulate areas are effectively
active in our study. The differences observed in the
ERP waveforms—frontal negativity in the duration
task and parieto-occipital positivity in the intensity
task—could undoubtely be explained by the fact that,
although the sources involved are the same, their ac-
tivation time courses are different.

In the intensity task, the three dipoles located in the
cuneus, the anterior cingulate, and the left prefrontal
area yield largest activity within the P3 interval, with
the cuneus contributing maximally to the P3 compo-
nent at the time of its maximum, that is, at around 520

Figure 5.
Locations of the seven dipoles in
the Talairach stereotaxic coordi-
nates.
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Figure 6.
Time course activity in the 100–1500 ms time window following stimulus onset for the seven
dipoles for the “standard” stimulus in the duration task and the intensity task.
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Figure 7.
Time course activity in the 100–1500 ms time window following stimulus onset for the seven
dipoles in the duration task for the five stimulus durations.
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ms following stimulus onset. This joint activation
would underlie the comparison process, leading to the
decision making, because in the intensity task, the
decision can be taken during the LED illumination.
Furthermore, at a latency of 600 ms, the activity of the
cuneus considerably diminishes; there is no more
need to further maintain sensory information on line.

In the duration task, the timing of activation of the
right frontal, cingulate, and cuneus areas amply dif-
fers from that observed in the intensity task. Impor-
tantly, the right frontal area is the most active over the
latency range 400–1000 ms (i.e., during the CNV).
Moreover, although the CNV begins earlier (at 300
ms), the magnitude waveform of the right prefrontal
dipole is very similar to the CNV waveform. Thus, the
timing of its activity seems related to the duration of
the LED illumination, as is the timing of the CNV (see
Figs. 3 and 7). This suggests that the right frontal area
has an essential role in making a decision about the
duration. We assume that this role is specific to the
temporal dimension of the stimulus because the right
frontal area was little active in the intensity task and
only following LED switch off.

In the duration task, the cuneus displays a sustained
activity up to around 1300 ms following stimulus on-
set, that is, 600 ms on average following stimulus
offset, whereas in the intensity task, the cuneus re-
solves at the same time as the P3 component. Further-
more, the cingulate, by contrast with the intensity task,
is mainly inactive between 600 and 1000 ms in the
duration task. In this task, it exhibits a period of ac-
tivity between 1200 and 1400 ms following stimulus
onset (see Fig. 6), likely contributing to the ERP late
positive component that occurs following the CNV.
The joint activity of the two dipoles—cuneus and
anterior cingulate—thus subtends the end of the deci-
sion process and the response selection, which in the
duration task occur late following the beginning of the
trial. Indeed, the subject has to wait for the LED switch
off to decide whether or not the current LED illumi-
nation duration was different from the standard,
whereas in the intensity task the decision occurs al-
most simultaneously with the comparison process.

In sum, by evidencing differences in the time course
of activations between duration and intensity process-
ing of a visual stimulus, we are able to determine the
activated areas when the subjects do really perform
the duration task. Considering, first, that a joint acti-
vation of the left and right frontal areas is observed in
this task only and, second, that the right frontal dipole
is active during the CNV, we propose that the pro-
cessing of duration information would specifically in-
volve the right frontal area. The joint activation of the

left frontal and the cuneus would be sufficient for
processing intensity in a same–different task, whereas
processing duration requires, in addition, the right
prefrontal area. This assumption is consistent with the
neuropsychological data of Harrington et al. [1998] on
patients with focal left or right frontal lesions: only
patients with right lesions show time perception def-
icit. However, more studies varying attention and
memory loads are needed to validate the hypothesis of
critical involvement of a right frontal area for duration
information processing.
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