QUT

Queensland University of Technology
Brisbane Australia

This may be the author’s version of a work that was submitted/accepted
for publication in the following source:

Dusha, Damien & Mejias Alvarez, Luis

(2012)

Error analysis and attitude observability of a monocular GPS/visual odom-
etry integrated navigation filter.

International Journal of Robotics Research, 31(6), pp. 714-737.

This file was downloaded from: https://eprints.qut.edu.au/46549/

© Consult author(s) regarding copyright matters

This work is covered by copyright. Unless the document is being made available under a
Creative Commons Licence, you must assume that re-use is limited to personal use and
that permission from the copyright owner must be obtained for all other uses. If the docu-
ment is available under a Creative Commons License (or other specified license) then refer
to the Licence for details of permitted re-use. It is a condition of access that users recog-
nise and abide by the legal requirements associated with these rights. If you believe that
this work infringes copyright please provide details by email to qut.copyright@qut.edu.au

Notice: Please note that this document may not be the Version of Record
(i.e. published version) of the work. Author manuscript versions (as Sub-
mitted for peer review or as Accepted for publication after peer review) can
be identified by an absence of publisher branding and/or typeset appear-
ance. If there is any doubt, please refer to the published source.

https://doi.org/10.1177/0278364911433777



https://eprints.qut.edu.au/view/person/Dusha,_Damien.html
https://eprints.qut.edu.au/view/person/Mejias_Alvarez,_Luis.html
https://eprints.qut.edu.au/46549/
https://doi.org/10.1177/0278364911433777

Error Analysis and Attitude Observability of a
Monocular GPS/Visual Odometry Integrated
Navigation Filter

Damien Dusha, Luis Mejias
Australian Research Centre for Aerospace Automation
Queensland University of Technology
Brisbane, Australia
{d.dusha,luis.mejias}@qut.edu.au

May 14, 2011

Abstract

In this paper, we present a method for the recovery of position and
absolute attitude (including pitch, roll and yaw) using a novel fusion of
monocular Visual Odometry and GPS measurements in a similar manner
to a classic loosely-coupled GPS/INS error state navigation filter. The
proposed filter does not require additional restrictions or assumptions
such as platform-specific dynamics, map-matching, feature-tracking, vi-
sual loop-closing, gravity vector or additional sensors such as an IMU or
magnetic compass.

An observability analysis of the proposed filter is performed, showing
that the scale factor, position and attitude errors are fully observable un-
der acceleration that is non-parallel to velocity vector in the navigation
frame. The observability properties of the proposed filter are demon-
strated using numerical simulations.

We conclude the article with an implementation of the proposed fil-
ter using real flight data collected from a Cessna 172 equipped with a
downwards-looking camera and GPS, showing the feasibility of the algo-
rithm in real-world conditions.

1 Introduction

In the last decade, researchers have expended substantial effort on vision-based
navigation, including the closely-related Structure From Motion (SFM) and Si-
multaneous Localisation And Mapping (SLAM) problems. Much of the vision-
based navigation literature has been driven by applications where Global Navi-
gation Satellite Systems (GNSS) such as the Global Positioning System (GPS)?
is unavailable (such as the Mars Exploration Rover [30]) or denied [5].

In the absence of a globally-referenced position such as GPS, a myriad of
schemes have been proposed to limit (or at least slow) the position drift inherent

n this paper, GPS is used synonymously with GNSS



in a vision-based navigation solution [12]. Such schemes include the SLAM prob-
lem, which seeks to bound position and attitude drift with the re-observation
of landmarks [5]. Other schemes for constraining position and attitude drift
include comparisons to digital elevation models [26] or pre-stored georeferenced
images [9]. Other authors attempt to limit drift with the integration of addi-
tional sensors such as an Inertial Measurement Unit (IMU) [22].

Despite the near-ubiquity of GPS in outdoor applications and array of con-
sumer devices (such as cellphones) equipped with both a camera and GPS
receiver, comparatively little attention has been paid to the potential syner-
gies between GPS and vision-based navigation. Whilst it is inherently clear
that GPS can be used to constrain position drift in a vision-based navigation
solution, drift in attitude is not so obviously constrained — a single-antenna
GPS system cannot provide an attitude solution without exploiting additional
information such as signal to noise ratio [36] or making specific assumptions
about platform dynamics, such as the coordinated flight constraint used in GPS
pseudo-attitude [23]. The key to constraining attitude drift in a combined GPS
and vision-based navigation system lies in the observation that errors in vision-
based attitude will, when integrated over time, couple into errors in position.
The GPS position may then be used to correct both the position and correlated
attitude errors when subjected to particular motion conditions.

In this paper, we derive the error dynamics of a monocular Visual Odometry
(VO) navigation system and show how they can be combined with GPS in a
similar manner to a classic GPS/INS system in order to constrain the drift in
position and attitude. This is achieved without additional sensors (such as a
compass or inertial sensors), platform-specific dynamics (such as coordinated
flight or the non-holonomic constraint), or many of the complexities imposed
on other vision-based solutions such as map-matching, visual loop-closing or
explicit feature mapping. We show through an observability analysis that all
attitude errors are observable in the presence of acceleration that is non-parallel
to the velocity vector in the navigation frame.

Since additional sensors are not required for attitude determination in a
combined GPS/VO system, this research may have future applications in de-
termining the attitude of devices that are often not equipped with an Inertial
Measurement Unit (such as a cellphone), or where the attitude of the camera is
not fixed to the host platform, such as a gimballed camera. Alternatively, the
combination of GPS and vision could potentially serve as a backup to a tradi-
tional IMU-based attitude solution on an Unmanned Airborne Vehicle (UAV)
equipped with a GPS, camera and sufficient computing.

1.1 Related Work

Whilst vision-based navigation has been a popular topic of research over the
last decade (see the survey in [4] for taxonomy of current methods), compara-
tively little attention has been paid to the combination of GPS and Vision. Of
the research that exists combining GPS and Vision, much of it (with notable
exceptions) is contained to the problem of in-car navigation where autonomous
GPS positioning is not sufficiently accurate to localise a vehicle within a lane.
For example, Li [27] uses lane markings, road signs and a digital map to correct
for GPS position and to recover the pose of the vehicle. Similarly, Rae [31]
uses multiple hypothesis tracking of road markings to reduce the error on GPS



localisation and solve for vehicle orientation.

Domain specific methods combining GPS and vision have also been proposed
for aerospace applications. These include the use of runway markers to recover
position and pose [10] and the use of the optical flow focus of expansion to
correct GPS pseudo-attitude pitch, roll and yaw measurements [33].

Recently, several more general recursive methods of combining GPS and
vision have appeared in literature that are similar to the approach presented
in this paper. Agrawal [1, 2] describes a ground robot combining stereo visual
odometry, inertial measurements, wheel odometry and GPS using a Kalman
Filter to constrain long-term drift and to bridge GPS outages. GPS velocity-
based heading is used to explicitly constrain yaw. Similarly, Wei [37] fuses stereo
visual odometry and GPS to smooth GPS errors such as multipath, noting also
that yaw errors are substantially reduced when GPS is fused with stereo vision.
GPS has also been used to improve the accuracy of stereo-vision SLAM [34] and
facilitate hierarchical separation between local and global maps.

GPS has also been used to improve vision-based methods employing batch
processing. Kume [24] improved the estimation of camera extrinsic parameters
by using the position accuracy of GPS to adjust the cost function of bundle
adjustment. The use of GPS has also been explored in the Structure from
Motion problem, where Carceroni [8] investigates its effect on pose recovery and
the number of point correspondences required between views.

The bulk of the work presented has been motivated by bridging GPS out-
ages or to correct for commonly encountered errors such as multipath with
comparatively little attention paid to the relationship between attitude errors
and GPS corrections, though there is substantial literature investigating pose
recovery in other navigation scenarios. In the visual SLAM problem, Caballero
[6] uses a Visual-Odometry loop corrected periodically by a SLAM framework.
Vidal-Calleja [35] shows feature triangulation from multiple position is required
for pose recovery. In visual-inertial systems, Kelly [22] shows that IMU biases,
rotation between the camera and IMU, gravity vector and metric scene struc-
ture are recoverable. Similarly, Jones [21] shows the motion conditions for a
visual-inertial system under which the gravity, camera to IMU rotation can be
estimated online.

Of most interest to this paper is the long history of observability analysis in
GPS/INS systems, given the superficial similarity between IMU and egomotion
observables. Using a piecewise linear model, Rhee [32] conducted an observ-
ability analysis, showing that non-constant acceleration allowed observability of
attitude angles other than angle about the jerk (change of acceleration) vector.
That is, yaw is recoverable with jerk in the horizontal plane. Later, Hong [20]
conducted a more extensive observability analysis using a linear time-varying
observability approach on the linearised error states and similarly showed that
all unobservable states in the constant acceleration case can be made observable
through manoeuvring, including the lever arm between the GPS antenna and
IMU.

In preliminary work [15], we utilised the methodology by Hong to analyse the
observability of a GPS/Visual Odometry integrated navigation filter where the
scale factor of the scene is known (i.e. the stereo vision case). In this paper, we
extend this approach for a monocular Visual Odometry system where the scale
factor of the scene is unknown (i.e. the monocular case) and show that similar
conclusions about the observability of error states can be drawn. Furthermore,



we validate the observability analysis using real data collected using a light
aircraft.

1.2 Organisation

This paper is organised as follows: We firstly perform a review of GPS/INS
mechanisation and observability, which serves as a template for the integrated
GPS/Visual Odometry filter introduced the subsequent section. The linearised
error dynamics of Visual Odometry and GPS corrections are derived in a form
suitable for estimation via a Kalman Filter. An observability analysis of the pro-
posed filter is then presented, followed by numerical simulations demonstrating
its major properties. The paper concludes with an experimental validation of
the proposed filter using real data collected from a downwards-looking camera
mounted to a Cessna 172.

1.3 Notation and Identities

In this paper, the following notation has been adopted:

al 5 Is a vector quantity a of § with respect to a, resolved in the v frame.

A vector quantity with a tilde (e.g. &) denotes an estimated or measured
value of the true quantity a.

A time derivative of a vector is denoted with the dot notation, e.g. a

The notation [a],, denotes a skew-symmetric matrix constructed from a vec-
tor a such that when multiplied by vector b is equivalent to the vector cross
product of a and b, i.e.

[al,b=axb (1)

Following the anti-symmetric property of the cross-product, we may write:

[a],b=—[b], a (2)

X

where a € R3,b € R3.
A change of reference frame can be achieved with the following identity [18]:

[wga] % = Rg [wga] X Rg (3)

where a, b, ¢, d are arbitrary reference frames.
The following identity from [29] is used:

Rv], = R[], R” (4)

where R € SO(3),v € R3
The following reference frames are used:

e b-frame denotes the body frame, aligned with the camera axes
e i-frame denotes the Earth-Centred Inertial (ECI) frame

e n-frame denotes the local navigation frame



2 Review of GPS/INS Integration

For some time, it has been known that the errors from GPS and INS are comple-
mentary in nature [18]; GPS provides a low-bandwidth, bounded position and
velocity solution based on time-of-flight measurements from satellites, whereas
an INS provides a high-bandwidth, unbounded position, velocity and attitude
solution based on the analytical?® rotation and integration of specific force and
angular velocity measurements. In the simplest form of GPS/INS integration —
so-called uncoupled integration — the INS position and velocity solution is sim-
ply reset with the GPS solution on a periodic basis to prevent the accumulation
errors. In this instance, the attitude solution is determined solely by the INS
and therefore the yaw solution will continually drift with time.

A Dbetter solution to the GPS/INS integration problem can be found by
studying how errors propagate in an INS system. It can be shown that attitude
errors propagate into velocity errors which, in turn, propagate in the position er-
rors [18]. Therefore, one may take advantage of the correlation between attitude
and velocity (or position) errors to recover attitude errors in conjunction with a
bounded position and velocity (GPS) solution, when the platform is subjected
to particular motion conditions.

When GPS first became available to the navigation community, INS and
GPS user equipment were usually sold as individual “black boxes”, outputting
a navigation solution without access to their internal sensors and algorithms. In
the classic implementation of an integrated GPS/INS navigation filter (See, for
example, Groves [18] or Farrell [16]), the integration is not directly performed on
the navigation estimate, rather the errors of the INS states (position, velocity,
attitude and sensor errors) are estimated. The estimated errors are then applied
to correct the INS solution, either in a feed-forward arrangement?® or a closed-
loop arrangement as shown in Figure 1. To enable estimation using a Kalman
Filter, the error dynamics are typically linearised about the current navigation
solution.

The arrangement shown in Figure 1 is known as a loosely-coupled integration
as it is integrating the outputs of two systems rather than federating the GPS
and IMU observables into a single estimation engine (known as a tightly-coupled
arrangement). The tightly-coupled arrangement has several advantages over
the loosely-coupled arrangement, chief of which is that GPS observables can be
used to slow drift in the INS even when there are insufficient satellites in view
to calculate a position solution.

Even a loosely-coupled GPS/INS arrangement offers considerable advantages
over GPS and INS alone. Generally, in addition to position, velocity and atti-
tude, inertial sensor errors such as bias are estimated online, leading to slower
drift in the INS solution during GPS outages. However, perhaps the most sig-
nificant advantage is that the attitude (including yaw) has been shown to be
observable in a GPS/INS solution [20].

In this paper, the structure of the classic indirect loosely-coupled GPS/INS

2 Analytical (mathematical) rotation is performed when inertial sensors are in a so-called
strapdown configuration - that is, rigidly mounted to a vehicle. In early INS systems, inertial
sensors were physically rotated level and electronically integrated in the so-called platform
configuration. Platform INS systems have all but disappeared with the passing of time.

3The feed-forward arrangement is sometimes used when the GPS solution must be entirely
separate from the INS solution, such as integrity monitoring applications.
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Figure 1: The schematic of a classic loosely-coupled GPS/INS error-state filter.
INS errors are estimated using the Kalman Filter and the corrections fed back
to the INS in a closed-loop configuration.

system serves as a template for the integration of GPS and Visual Odometry.
After deriving the error dynamics, we perform an observability analysis similar
to Hong to show the conditions under which attitude may be observed.

3 GPS/Visual Odometry Integration

The intuition behind the integration of GPS and Visual Odometry is that, su-
perficially at least, camera egomotion provides similar observables to an IMU
and therefore (in spite of the lack of a vertical reference) may have similar prop-
erties when integrated with GPS. Egomotion provides rotation between frames,
which, as the time interval between frames approaches zero, is similar to the
angular rate measurements provided by the IMU. Similarly, an IMU provides
specific force measurements (i.e. acceleration in the body frame), whereas ego-
motion provides translation (scaled velocity) in the body frame.
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Figure 2: Schematic of the proposed loosely-coupled GPS/VO error-state filter.
The egomotion effectively replaces the IMU and the Visual Odometry replaces
the INS mechanisation.

The proposed GPS/Visual Odometry (GPS/VO) filter shown in Figure 2
effectively replaces the IMU from Figure 1 with egomotion estimation, the INS



mechanisation equations with the Visual Odometry equations and the INS error-
state Kalman Filter with the VO error-state Kalman Filter. In the subsequent
sections, we detail the Visual Odometry and derive the linearised Visual Odom-
etry error dynamics suitable for estimation using a Kalman Filter.

3.1 Visual Odometry

There is a vast array of methods that can be used for recovering the relative
motion (“egomotion”) between two scenes; a recent survey by Bonin-Font [4]
provides a taxonomy of methods available in literature. Classic monocular ego-
motion algorithms estimate the relative rotation R, and translation T%, (up to
a scale factor, A) between frames [28].

Therefore, we may calculate our attitude at time ¢t + 7:

Ry (t+7) = Ry ()R~ (5)

And the position of the body with respect to the navigation frame may be
updated as:
oy (t+7) =1y (1) + ARG (0T, (6)

In all practical integration-based navigation systems, the position and atti-
tude estimates will drift with time without additional external measurements.
Furthermore, for an unaided monocular Visual Odometry system, the unobserv-
able scale factor A will compound drift [12].

Consistent with a loosely-coupled integration approach, no specific egomo-
tion/visual odometry implementation is mandated so long as the required quan-
tities of rotation and translation are available for use by the error estimator.

3.2 Visual Odometry Error Dynamics

In this section, we develop a linearised model of the error dynamics of a Visual
Odometry system. To do so, we assume that the motion between frames is small
(e.g. a video stream) and can approximate the trajectory of the camera with
a smooth (i.e. differentiable) continuous time model consisting of scaled linear
velocity of the body with respect to the navigation frame and angular velocities
of the body frame with respect to the navigation frame [28]. Note that no
platform-specific dynamics (e.g. the non-holonomic constraint) are assumed in
the error dynamics, other than that the trajectory be a differentiable function
of time.

3.2.1 Attitude Error Dynamics

Since the attitude of a VO system propagates in a similar manner to an INS
system, the attitude error dynamics are similar to the INS attitude error dy-
namics in the ECI frame. Therefore the derivation of the linearised attitude
errors is similar to [18].

We define the attitude error* to be rotation between the true attitude and
the estimated attitude:

4Some authors in the INS literature call this misalignment. However, as some authors refer
to misalignment as being the non-orthogonality of an inertial sensor triad, we will avoid the
use of the term in this paper.



AR} £ RIR!, (7)

If we assume the attitude errors are small, we can create a linear approxi-
mation of the attitude error by applying the small angle assumption®:

[hr] = [ARY — L] (8)

where 4", is the small angle attitude error vector [18].
Differentiating Equation 7 yields:

AR = R, R’ + RI'R” 9)
Differentiating Equation 8:
9| = ARy (10)

Differentiating the rotation matrix yields [18]:

R) =R, O}, (11)
and )
i =Ry, (12)

where Q0 = [w?] and Qp = [wp ],
n n X n UZD S
Substituting Equations 12, 11 and 10 into 9 gives:

Y] = RpQ,R, + RyRLQG, (13)
Applying the identity from Equation 3:
0, = Ry, Ry (14)
Rearranging Equation 14, substituting into 13 and manipulating:

.

9] = RpQLR,+RpQLR, (15)

Rp (€, + 95, ) R, (16)
Noting that —2°, = QF and substituting Equation 7 yields:
. . - \T
9] = R (Qh,-al)(Rp) AR; (17)
X

Defining rotation instrument error (corresponding to noise on the incremen-
tal attitude between frames) as:

Awfw = ‘:szb - wfw (18)

5The linearised attitude error approximation can be derived from either Euler Angles or
Bortz Vector using the small angle approximations cos () = 1 and sin (0) ~ 0



Substituting Equations 18 and 8 into 17 and applying the identity from
Equation 4:

om) = Rzmme(RﬁTﬂwmx+h) (19)
- [ﬁgA"’Zb] y (] +1s) (20)
= [RZAWZ};] y + [R?A“’Zb] ) [P (21)

Assuming that the product of error terms is small, the linearised attitude
error dynamics may be written as:

b, = Ry Aw?, (22)

3.2.2 Position Error Dynamics

The velocity of the platform in the navigation frame is dependant on the scale
and the translation

Vi, = AT, (23)

Similarly, the estimated velocity from the estimated scale and measured
translation from egomotion may be written as

{’zb = S\’i‘?w (24)

The derivative of the position in the navigation frame is the velocity

By = Vo (25)
And hence the estimated position derivative is

-n

f"nb = {}Zb (26)

We define the error in position, error in scale and error in translation respec-
tively as:

Ary, £ T, -1y (27)
AN 2 - (28)
AT;, & T),-T), (29)
Differentiating Equation 27 yields
Ary, = IL‘Zb — I (30)
= Vo=V (31)

Defining ¥", £ [¥7], and substituting Equations 7, 8, 23 and 24 into 30
gives



Ay, = ATy, - T, (
AR} T, — ARYTY, (
= A I3+ ¥, Rg’i‘l’:lb - )\RZLTZZ; (34
= Ry (S\wa - /\wa) + AL RITY, (

Expanding the term (X’i‘fw - ATbe) and substituting Equation 27:

(Xi“f;b - ATgb) AT?, — (X - A)\) T, (36)
= MATY, + ANTY, — ANAT?Y, (37)
And since the product of two error terms are small:

(XTgb _ ATgb) ~ AAT?, + ANT?, (38)

Expanding the term :\\IIZbR,’jTlT’Lb, substituting Equations 7, 8 and 27

ALRITY, = AWLRITY, (39)
= APLRIARETY, (40)
= ANLRY L -0, T, (41)
= S“PZbRgTI;Lb - S\‘I’be{gAwa - S‘\IIZbRZ‘I’?LbTI;b (42)

And since the product of error terms are small, we may approximate:
AU RYT), ~ AU RpTY, (43)
Using the anti-symmetric property of the cross-product from Equation 2:
R, = <X [RYTY,| v, (44)
Substituting 44, 38, into 32:
AR, = Ry (MATS, + ANTY, ) - X [RpT,| ¥, (45)
Manipulating and removing the product of small errors yields:
AR, = Ry (MATS, + ANTY, ) - X [RpT,| v, (46)
Which, when written in terms of the error states and measurement errors is:

ARy, = RpT,, A0 A [RpT),| v, + ARFATY, (47)

10



3.2.3 Scale Factor Error Dynamics

The translation between two frames is recoverable only up to a scale factor [28].
Whilst the scale factor may remain constant when a constant set of features
remain in view, the scale factor will inevitably drift once those features fall
from the field of view [12]. In the absence of further information, for a physical
platform with appreciable inertia it is reasonable to assume that drift can be
adequately modelled with a Gaussian random walk:

A\=v (48)

where v ~ N (0,0,).

The choice of o) corresponds to magnitude of the expected drift. If the
translation between frames is a unit vector, then v corresponds to random ac-
celerations of the platform.

3.2.4 Navigation Error State Model

From Equations 22, 47 and 48 we can now construct the system error dynamics
in terms of the error states and measurement errors:

AN _ 0~ O1x3 ) lef A\ 1 (~)1~X3 013 y
A, | = | RYT, Ozx3 —A |:R’gITI;Lb:| Arpy |+ 03x1 ARJ O3x3 AT®,
. X n = Awb
nb 03><1 03><3 03><3 nb 03><1 03><3 Rb Wop

(49)

Neglecting the lever arm between the camera and GPS antenna, errors in
position may be measured by the difference between the GPS and VO solutions:

Ar:ib = I'Zb,gps - er,vo - V(t) (50)

where v(t) is the GPS position measurement noise, modelled as white and
Gaussian with covariance R .
Equation 50 may be re-written as:

AN
er,gps - I‘Zb,vo = [ O3x1 Iz Oszx3 ] Aer + V(t) (51)
nb

Equations 49 and 51 form a Linear Time-Varying (LTV) system in the form:
x(t) = F@)x(t)+ G{t)w(t) (52)
z(t) = H()x(t) + v(t) (53)
Since the error model is given in continuous time, a discrete-time equivalent
model will need to be realised for implementation using a Kalman Filter.
3.3 Discrete-Time Equivalent Model

If the continuous time state transition matrix F(¢) is approximately constant
between image frames, it can be shown [16] that the equivalent discrete-time
state transition matrix A (k) is given by:

11



A(k) = exp (F(1)T) (54)

where T = tj, — t_1 is the sampling period. The matrix exponential may be
calculated numerically, or approximated using truncated Taylor-series expan-
sion, trading accuracy for computation time.

3.4 Closed Loop Correction

The linearised error dynamics of the system assume that the magnitude of the
error states are small. In particular, the attitude error dynamics rely on the
small angle assumption that may be violated if the VO solution is allowed to
drift over time. To prevent growth in the error states, the error estimates from
the Kalman Filter may be used to correct the Visual Odometry solution.

Corrections to the VO solution are normally applied after a measurement
update of the Kalman Filter. The position and attitude closed loop correction
equations are the same as for a loosely-coupled GPS/INS solution [18], and the
scale factor error correction follows from the definition in Equation 27. That
is, the corrected values f{g‘, £, and A can be determined from the past Visual
Odometry values ﬁ,’j, r, and X as follows:

Ry = (ARp)' Ry (55)
Fo, = T, — Arg, (56)
A= A—AX (57)

where Arj)y, and AX are obtained directly from the Kalman Filter. The
attitude correction AR} is the direction cosine matrix formed from the attitude
error 1, estimated by the Kalman Filter using:

ARy = exp ([v7] ) (58)

Once the corrections are applied, the error states in the Kalman Filter are
set to zero but the covariance matrix remains unaltered as only the mean rather
than the uncertainty is changed.

4 Observability of the GPS/VO Filter

In the following section, we analyse the observability of the GPS/VO solution
using a similar methodology to that used by Hong [20] when analysing GPS/INS
observability. The analysis presented assumes a noise-free system, which is
clearly impractical but is still of theoretical use — if states are not observable in
the noise-free case then they will not be observable in the presence of noise.

4.1 Observability Definition

For this analysis, we adopt the definition for observability of a Linear Time-
Varying (LTV) system from [11]. Consider an LTV in the form:

12



%(t) = FOx() (59)
a(t) = H(t)x(1) (60)

where F(t) and H(t) are continuous functions of time defined over the do-
main [—o0,00] and are n — 1 times continually differentiable, where n is the
length of the state vector. The LTV system in Equation 59 is observable at ¢
if there exists a finite t; > ¢y such that

No(t1)
rank le(tl) =n (61)
Nn—.l(tl)
where
No = H(®t) (62)
Noiall) = Nal)F() + SN () (63)
m = 1,2,....,n—1 (64)

Similarly, a Linear Time-Invariant (LTT) system is observable for every initial
time if and only if the rank of the observability matrix

T

o=[H' HFMT HF)T ... HF"HT ] (65)

is of rank n.

4.2 Observability Analysis

To simplify the observability analysis, we substitute RpT?, = T7, into F(t)
from Equation 49. That is, we express the translation in the navigation frame
rather than the body frame. Substituting the LTV system in Equation 49 into
the observability definition from Equation 61 yields the following observability
matrix:

031 I3 033
Th,  O3x3  —A {Tﬁb] y
d mn d N
o= @Tm Osxz g —A [Tnb y (66)

dG ~ d5 g ~
aw Loy Osx3 W—A{T%}

x -

To gain an understanding of the physical implications of the general observa-
tion matrix in Equation 66, it is worth examining two specials cases - constant
velocity in the navigation frame, and constant acceleration in the navigation
frame.

13



4.2.1 Observability Under Constant Velocity in the Navigation Frame

Under constant velocity in the navigation frame (i.e. %Xfﬁb = 03x1,Vm > 1),
the observability matrix becomes, after removing rows with all zero members:

031 I O3x3
Thp  Osxs *)\{ Zb:|><
When the velocity is zero, the observability matrix is of rank 3 and it is clear

that only the position errors are observable. When the velocity is non-zero, the
rank of the observability matrix is 6, with the nullspace given by:

0, = (67)

04x1
T, /T
null (0,) = zzxj 7;}; (68)
no,y no,z
1

Note that the scale factor and position errors are always observable and
the non-observable component of the attitude error lies on the direction of the
translation vector.

4.2.2 Observability Under Constant Acceleration in the Navigation
Frame

Under constant acceleration in the navigation frame (i.e. %S‘TZZ) = 03x1,Vm >
2), the observability matrix becomes:

031 I3 033
o, = Th,  O3xz —A {T2b1| 5 (69)
% (T:;b) 033 % —A {TZb

which is of full rank, except where:

X

1. || T% ||= 0 (i.e. zero velocity case)
s n
2. || T, =0 (i.e. constant velocity case)

3. T?, = kT, k # 0 (i.e. acceleration parallel to velocity vector)

When the acceleration is parallel to the velocity vector, the nullspace basis
is
O4x1

n Tn
null (0,) = | Lnvaa/ T,z -
nb,y/ nb,z
1

which is the same as for the constant velocity case.

Therefore, all error states (scale, position and attitude) are observable when
the acceleration is non-parallel to translation in the navigation frame. Note that
as long as both the translation and acceleration are not zero, the magnitude of
the acceleration or translation plays no role in determining whether attitude er-
rors are fully observable in a noise-free system. Of course, this analysis contains
no consideration as to whether the states are stochastically observable in the
presence of noise.
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5 Numerical Observability Analysis

To demonstrate some of the properties determined from the analytical observ-
ability analysis, we have performed a number of numerical simulations. In
this analysis, we present the following scenarios, generated using the Aerospace
Blockset in Simulink:

1. Constant velocity along the x-axis, including roll about the body frame
2. Constant velocity along the x-axis, including pitch about the body frame

3. Acceleration along the x-axis, with the initial velocity vector along the
X-axis

4. Acceleration along the y-axis, with the initial velocity vector along the
x-axis

In Scenarios 1-3, according to analytic observability analysis, at least one
of the attitude parameters will not converge to the true value and will slowly
diverge with time. In Scenario 4, all attitude components should be observable
when the acceleration is applied.

In all the scenarios presented, both the egomotion integration and the GPS
measurements are performed at 20Hz®. White Gaussian noise is added to the
body rates, velocity and GPS measurements with standard deviations of 3°/s,
1m/s and 1m respectively. An initial random error is added to each of the states
with a standard deviation of 10m in position and 15° in attitude.

5.0.3 Constant Velocity with Roll Manoeuvre

In the first scenario, the platform travels at constant velocity along the x-axis
in the navigation frame and performs a rolling manoeuvre without altering the
trajectory of the platform. That is, although the velocity in the body frame
changes with the rolling manoeuvre, the velocity in the navigation frame is
unchanged. The roll angle during manoeuvre is shown in Figure 3.

Roll Angle
Constant Velocity with Relling Manoeuvre
100 -

GPSMYO
—Truth
1L

Roll Angle (*)
£

5 10 15 20 25 0
Time {3)

Figure 3: Roll angle during Scenario 1 (Constant velocity with rolling manoeu-
vre)

6For example, the NovAtel OEMV-1 GPS receiver is capable of 20Hz
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The attitude errors under this manoeuvre are shown in Figure 4. Note that
in under this scenario, pitch and yaw quickly converge, whereas the the roll
error continually drifts with time. The errors exhibited are consistent with
the analysis that shows that the component of attitude along the directory of
velocity is unobservable.
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Figure 4: Attitude error for Scenario 1 (Constant velocity with rolling manoeu-
vre)
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5.0.4 Constant Velocity with Pitch Manoeuvre

In the second scenario, the trajectory of the vehicle remains constant along the
x-axis in the navigation frame, with a pitching manoeuvre (shown in Figure 5)
performed to alter the attitude of the platform. The attitude errors for this
scenario are shown in Figure 6.

Pitch Angls
Constant Yelocity with Pitching Manosuvre
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—Truth
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Ly F [45)
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=

=
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[

=
=
n

10 15 20 25 0
Time {3)

Figure 5: Pitch angle during Scenario 2 (Constant velocity with pitching ma-
noeuvre). Note that the pitch is tracked by the GPS/VO filter throughout the
manoeuvre

Similar to Scenario 1, the roll error continually grows during the sequence
without the requisite manoeuvres to make the third component of attitude ob-
servable.

5.0.5 Acceleration in the X-Axis

In the third scenario, the attitude is held constant, and an acceleration manoeu-
vre is performed along the x-axis in the navigation frame. That is, the speed
of the platform is altered, but not the attitude or direction. The velocity of the
platform along the x-axis in the navigation frame is shown in Figure 7.

During the entire manoeuvre, it is clear from Figure 8 that the scale factor
estimate is consistent with the speed of the platform (since the translation is
normalised), and that the errors are always observable, with the large initial
error rapidly converging to the true value.

However, similar to Scenarios 1 and 2, there is no observability of roll as
evidenced in Figure 9, with roll diverging with time.

5.0.6 Acceleration in the Y-Axis

In the fourth scenario, the platform starts with constant speed in the x-axis then
accelerates in the y-axis without changing the attitude of the platform. Whilst
this manoeuvre is unrealistic for many platforms, it is useful to demonstrate the
observability of the filter.

The plan view of the displacement is shown in Figure 10, with the velocity
shown in Figure 12. Note there are three periods of acceleration in the y-axis
— between 5 — 10s, 15 — 20s and 25 — 30s. The normalised translation in the
body frame (Figure 11(a)) is not constant as a result.
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Figure 6: Attitude error for Scenario 2 (Constant velocity with pitching ma-

noeuvre)

The effect of the acceleration periods are immediately apparent in the roll
error in Figure 13(a). Between 5 — 10s, it can be seen that the roll error (and
standard deviation) converges towards truth, then remains constant until the
acceleration period between 15—20s. There is a further change between 25—30s,
but the error is already well within its 1o bounds. The roll error can be seen to
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drift in the final 10s of the sequence.
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Velocity (Body Frame): X-Axis
Acceleration in the X-Axis

GPSHYO
11} : | H —Truih

50 _'.11 'l ‘:
, PI
& 4n [ *
c J.u"h | Wb bl
G0 %\,u q :__;I;.V"'J-',:'\-n T
° ]"\.‘- o
a B
"W :
K 10 = n 0
Time {s)

Figure 7: Velocity along the x-axis for Scenario 3 (Acceleration along the x-axis)

Scala Factor Estimata vs Truth
Acceleration in the X-Axis

GPSMYO
—Truth
1L

o mn 2n an a0
Time {3)

(a) Scale factor

Scale Factor Error
Acceleration in the X-Axis

W\l i' Wv | ﬂ “ ”Il\""'lﬁ N'r’“

L'n

Scala Factor Error
=3
-_-E___

10 jan 30 an
time: ()

(b) Scale factor error

Figure 8: Scale factor estimate and error (speed) for Scenario 3 (Acceleration
along the x-axis). Note that the initial error of approximately 10m/s rapidly
converges.

Like scenarios 1-3, throughout the whole sequence, pitch error (Figure 13(b)),
yaw error (Figure 13(c)) and scale factor (Figure 14) immediately converge and
remain bounded for the entire scenario.

19



Reoll Error (%)

Pitch Error (%)

“aw Error (7]

Roll Error vs Truth
Acceleration in the X-Axis

a
GPSMYO
...... — - i
o
] AP o
N R
o, i
-10 ll“ e
Ty Ik
R R AL
15
o 10 = an A0
Time {s)
(a) Roll Error
Pitch Error vs Truth
Acceleration in the X-Axis
3] :
{ GPSMYO
4 S g
n
2 e
IS e -\‘. o INT
o Ll;l'l J.."*w o [, " VLY |‘f L f.I I.l \"\.I" :‘.lhlll. ;P
i fi '\‘IJ_..-"‘
2 :
4p
-6
o 10 = an A0
Time {3)
(b) Pitch Error
Yaw Error vg Truth
Acceleration in the X-Axis
]
GPSMYO
N 1
5 Il.
-0
15
o 10 = an A0
Time {3)

South-East Queensland

data sequences, the ego

(¢) Yaw Error

Figure 9: Attitude Error for Scenario 3 (Acceleration along the x-axis). Note
that roll never converges, but roll and yaw rapidly converge

6 Experimental Validation on Real Data

To demonstrate the feasibility of the proposed GPS/VO algorithm on real data,
we present the results from two sequences of data collected during a flight around
, Australia, using a downwards-looking camera mounted
to a Cessna 172. In this section, we describe the data collection system, the two
motion front-end and the experimental results.
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Figure 10: Plan view of Scenario 4 (Acceleration in the Y-Axis)

6.1 The Airborne Systems Laboratory (ASL)

The Airborne Systems Laboratory (ASL) is a Cessna 172 owned and operated
by ARCAA, modified to carry a range of sensors and equipment and used for a
variety of research activities [17]. As standard, the ASL carries a flight control
computer capable of commanding the on-board autopilot and a communication
payload consisting of an ISM-band radiomodem, a 3G cell modem and an Irid-
ium modem. The position and attitude truth is provided by a NovAtel SPAN,
which computes a tightly-coupled GPS/INS solution from measurements taken
by a NovAtel OEMV-3 GNSS receiver and an iMAR-FSAS IMU. The claimed
accuracy of the SPAN system is 0.015°(1o) in pitch and roll and 0.06°(1c) in
heading at a rate of 100Hz.

In addition to the standard payload, the ASL may carry a client payload
that can change between missions (Figure 15(b)). For the experiment detailed
in this paper, the ASL was fitted with the Image Capture Payload, as described
in the next section.

6.2 The ASL Image Capture Payload

The purpose of the Image Capture Payload (ICP) is to record raw, uncompressed
images” from two IIDC cameras at a rate of up to 30Hz. The IIDC cameras
are externally triggered independently by a microcontroller synchronised to the
GPS 1 Pulse-Per-Second (1PPS) signal at the desired rate, allowing the captured
images to be precisely timestamped. The images are recorded to multiple hard
disks on a commodity x86 computer running Ubuntu with the open-source cam-
era capture program, Videography. The x86 computer also records the 1PPS
timestamps via the parallel port interrupt and records absolute time using the
on-board NovAtel OEMV-1 receiver (separate to the on-board truth system).

The cameras themselves are attached to a bracket at the tie-down point on
the right wing of the aircraft (Figure 16), with one forwards-looking camera®
and one downwards looking camera. Further details on the ASL, the image
capture payload and truth system are detailed by Greer [17].

"Uncompressed images were required for sense-and-avoid research as aircraft targets are
often below the noise floor of the image [25].
8The forwards-looking camera is unused in this paper
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Figure 11: Translation in the b-frame for Scenario 4 (Acceleration in the Y-
Axis). Note that although the translation in the x-axis varies, the velocity in

this axis remains unchanged.

6.3 The ASL Dataset

In this paper, we present the results from two representative sequences from the
ASL dataset, each approximately 8-9 minutes in duration and representing a
different part of the flight regime. The “Archerfield Approach Sequence” con-
sists of the transit over the western suburbs of Brisbane, manoeuvring onto final
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Figure 12: Velocity in the body frame for Scenario 4 (Acceleration in the Y-
Axis). The GPS/VO velocity is the product of estimated translation and scale
factor.

approach at Archerfield Airport. The “En-Route Sequence” consists mostly of
comparatively high altitude straight and level flight between Archerfield Airport
and Watt’s Bridge Airfield.

A more detailed overview of the entire ASL dataset can be found in [14].
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Figure 13: Attitude Error Plots for Scenario 4 (Acceleration in the Y-Axis).
Note the convergence in roll during the time periods where acceleration in the
y-axis is applied.

6.3.1 Archerfield Approach Sequence

The Archerfield Approach Sequence is a sequence of 8 minutes, 20 seconds
starting west of Brisbane near Samford Valley (Figure 17), using the designated
southbound approach path towards Archerfield Airport, initially over hilly ter-
rain before overflying the semi-rural (Figure 18(a)) western suburbs and subur-
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Figure 14: Scale factor for Scenario 4 (Acceleration in the Y-Axis). Note the
near immediate convergence from an error of -10.

ban south-western suburbs at an altitude of approximately 500m above Mean
Sea Level (AMSL). The sequence includes the turn from crosswind onto final
approach and descent from circuit height to only a few tens of metres above the
perimeter fence at Archerfield Airport (Figure 18(b)).

6.3.2 En-Route Sequence

The 9 minute En-Route Sequence represents a different flight regime to the
Archerfield Approach Sequence. Whereas relatively aggressive manoeuvring is
performed approaching the circuit at Archerfield Airport, the En-Route Se-
quence exhibits mostly straight and level flight at a near constant altitude of
1200m AMSL. The sequence commences near Cedar Creek (Figure 19), track-
ing north-west towards Somerset Dam. A gentle turn is performed during the
dataset, changing the heading from west to north-west. At the end of the
dataset, an aggressive turn is performed, marking the start of the descent to
Watt’s Bridge Airfield.

Since there are few manoeuvres performed in this sequence, we expect that
there will be few opportunities for roll to converge towards truth during the
straight and level sequence. Furthermore, the higher altitude results in smaller
disparity between frames, making the translation estimates noisier compared to
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(a) Airborne Systems Laboratory (ASL) Cessna (b) ASL Payload rack, includ-
172 ing the NovAtel SPAN rack
and client equipment

Figure 15: The ASL and Data Collection System

Figure 17: Flight path taken during the Archerfield Approach Sequence, track-
ing south from near Samford Valley through to Archerfield Airport via Brook-
field.
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(a) Dataset image over the west- (b) Dataset image at the perime-
ern suburbs of Brisbane, near ter of Archerfield Airport on final
Brookfield. approach.

Figure 18: Example images from the Archerfield Approach Sequence

the lower-altitude Archerfield Approach Dataset.

Figure 19: Flight path taken during the En-Route Sequence, commencing near
Cedar Creek.

The visual appearance of the En-Route Sequence significantly varies across
the dataset. Whilst much of the sequence is dominated by bushland over the
foothills of Brisbane (Figure 20(b)), the latter part of the dataset consists of
grazing land under the influence of severe drought (Figure 20(b)). Note that the
grazing land near Crossdale has few salient features for feature-based motion
estimation which, as will be shown in the subsequent results, have a noticeable
impact on the accuracy of egomotion estimation.

6.4 Homography-Based Egomotion Estimation

The egomotion calculated during the experiments is an unsophisticated two-
frame solution consisting of the following steps:

1. Image keypoints are detected using SURF [3].
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(a) Typical dataset image of the (b) Dataset image of dry grazing
bushland over the foothills of land towards the end of the En-
Brisbane captured during the En- Route Sequence

Route Sequence

Figure 20: Example images from the En-Route Sequence

2. BEST Descriptors [7] for each keypoint are calculated and matched.

3. Gross errors (e.g. a feature point in one frame matching multiple points
in the next or vice-versa) are discarded.

4. The homography matrix between frames is estimated using RANSAC.

5. The homography matrix is decomposed into a rotation matrix, translation
and normal vector using the procedure in [28].

The egomotion estimation front-end is implemented in C++, utilising rou-
tines from the OpenCV library.

Since the variability in terrain height visible in each frame is small compared
to the altitude of the camera, homography estimation is used to avoid the de-
generacy that exists when attempting to estimate an essential matrix of a planar
surface [28]. Information from the normal vector decomposed from the homog-
raphy matrix is unused. Note that although the homography matrix was chosen
in this implementation, it is not an essential choice - the loosely-coupled nature
of the GPS/VO algorithm does not specify how the rotation and translation is
to be calculated between frames.

To demonstrate that SLAM-like [13] or SFM-like [12] feature tracking is
not an essential part of the algorithm, features are not tracked beyond the two
frames required to estimate the homography matrix. That is, each pair of images
are treated independently.

There is little doubt that better performance from the GPS/VO filter could
be achieved by using a more sophisticated egomotion front-end. However, the
focus of this paper is not the performance of the egomotion estimation. Rather,
the aim is to demonstrate that when Visual Odometry is fused with GPS
measurements, certain restrictions (such as platform-specific dynamics, map-
matching, feature-tracking, loop-closing, gravity vector or additional sensors)
are not necessary to recover a globally-referenced attitude solution.
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6.5 Experimental Results

As previously noted, the egomotion estimation is implemented in C++, utilising
routines from the OpenCV library. The remainder of the GPS/VO filter (i.e.
Visual Odometry, Kalman Filter and closed-loop corrections) is implemented
in MATLAB. A real-time implementation of the GPS/VO has not yet been
attempted, but given the small length of the state vector, it is not hard to
envisage that a real-time implementation is possible (even on modest hardware)
subject to the computational requirements of the egomotion front-end.

In all experimental results, the open-loop Visual Odometry has been calcu-
lated for comparison using the same initial conditions as the GPS/VO integrated
filter.

6.5.1 Archerfield Approach Sequence

The attitude profile of the Archerfield Approach Sequence is shown in Figure 21,
where is can be seen that pitch and yaw of the GPS/VO filter quickly converge
towards their true value, whereas the open-loop VO remains significantly in
error. Examining the first few seconds of the attitude error in Figure 23 shows
the pitch and yaw error converging from an initial value of 14° to under 5°
within 0.5s, consistent with the observability analysis. Furthermore, it is clear
from Figure 24 that scale factor is observable throughout the entire sequence.

Roll error (Figure 22(a)) deserves further attention and need to be analysed
in conjunction with the flight path in Figure 17 and measured translation in
Figure 25. The slightly-curved flight path between Samford Valley and Brook-
field implies weak accelerations and consequently sees only slight convergence
(compared to open-loop visual odometry) towards truth during the first 200s of
the sequence. During the manoeuvring near Brookfield at 200s, roll converges
towards truth, despite significant error in the open-loop VO solution.

For the remainder of the sequence, despite strong non-Gaussian noise® there
are sufficient changes in acceleration from changes in heading and altitude to
the allow the roll error to remain bounded without significantly drifting. The
exception is between 300 — 400s, corresponding to the straight and level flight
intercepting final approach where it can be seen that the standard deviation in
roll increases. The standard deviation reduces at 400s when the manoeuvre on
final approach is performed.

6.5.2 En-Route Navigation Sequence

Owing to the higher altitude and (in the latter part of the sequence) fewer
salient features, it can be clearly seen that the magnitude of the translation noise
(Figure 26) is much greater than the Archerfield Approach Sequence (Figure 25).
This, combined with the lack of manoeuvres in the dataset contribute to the
relatively poor estimation in roll.

Examining roll (Figure 27(a)) and roll error (Figure 28(a)), the small ma-
noeuvre at the start of the sequence reduces the standard deviation of the es-
timate. At 100s, the slow turn elicits some response from the filter, but the
dynamics are insufficient for the roll error to properly converge. From 200s to

9The normalisation of translation means that the noise exhibited in the x-axis (Fig-
ure 25(a)) is clearly neither zero-mean nor Gaussian
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Figure 21: Attitude during the Archerfield Approach Sequence

near the end of the sequence, the aircraft remains straight and level without
manoeuvres. During this time, the output of the GPS/VO follows the open-
loop VO output which appears to reduce the error but is merely an artefact of
the initial value of the error at 200s.

The roll error is especially interesting in the final minute of the En-Route
sequence, where the aircraft performs a series of aggressive turns when it starts
its descent. It can be seen that although the open-loop VO somewhat tracks the
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Figure 22: Attitude error of the Archerfield Approach sequence

manoeuvre during this time, there is a significant change in error from 40° to
—20° and then returning to 40°. The GPS/VO filter, however, converges back
towards truth during this time and successfully tracks the entire manoeuvre.
Despite the poor roll observability and open-loop VO performance during
the sequence, it is clear that pitch and yaw immediately converge towards the
true value and remain about the true value for the entire sequence. Similar
comments can be made about scale factor for the sequence shown on Figure 29.

31



Zoomead Roll Error vs Truth - Archerfiald Approach

b T
T s
&
5 0
2 5
-10 - lee— —
T T —GPSAVD
-15 e
) e
o 0.5 1 1.5 2 2.5 2

Time is)
(a) Roll Error

Zoomed Pitch Error vs Truth - Archerfield Approach
20 ‘

Fitch Error ()
=3

o 0.5 1 1.5 2 2.5 2
Time {3)

(b) Zoomed Pitch Error

Zoomed Yaw Error vs Truth - Archerfiald Approach
20 :

Yaw Error (%)
=3

—GRANVD
-15 ve
Y S SRR 1o
o 0.5 1 1.5 2 25 3

Time {s)

(¢) Zoomed Yaw Error

Figure 23: The first few seconds of the Archerfield Approach sequence. Note
the fast convergence of pitch and yaw towards their true values

Given the large amount of noise on the Visual Odometry solution and rel-
atively small translations, it would be interesting to ascertain the difference in
roll performance during the gentle turn if a better performing Visual Odometry
front-end was available. We leave this question for future research.
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Figure 24: Scale Factor of the Archerfield Approach Sequence. Since the trans-
lation is normalised, the scale factor corresponds to the speed of the aircraft

7 Conclusion

In this paper, we presented a loosely-coupled error state GPS/Visual Odometry
integrated navigation filter with a similar structure to a classic loosely-coupled
error state GPS/INS navigation filter. An observability analysis of the GPS/VO
filter showed that position, scale factor and globally-referenced attitude was able
to be recovered under acceleration non-parallel to translation in the navigation
frame. In the analysis, it was shown that the direction of translation rather
than the magnitude that is important to attitude observability as the scale is
always recoverable, except where the velocity is zero. This result is achieved
without the assistance of additional sensors (e.g. magnetic compass or IMU),
platform-specific dynamics (e.g. non-holonomic constraint or coordinated flight)
or the need for explicit map management, feature tracking, landmark matching
or visual loop-closing. The theoretical observability analysis was backed up by
numerical simulation demonstrating the properties of the analysis.

In addition to the simulation, we demonstrated the proposed algorithm on
two datasets collected using a light aircraft using an unsophisticated two-frame
Visual Odometry front-end. As expected from the observability analysis, the
experimental data showed that roll was difficult to estimate in the presence
of straight and level flight but converged during manoeuvres. Pitch and yaw
immediately converged towards the true value, even during straight and level
flight. We note that this behaviour is complementary to a GPS/INS filter, where
roll and pitch are bounded by the gravity vector, but yaw must be observed
through manoeuvres.

In this paper, we focused on the observability properties on the GPS/VO fil-
ter, not on obtaining optimal estimation or real-time performance which presents
a number of avenues for future work. A better performing Visual Odometry
front-end will certainly assist in the estimation performance. Owing to the
non-linear nature of the dynamics, an estimator such as the Unscented Kalman
Filter or Particle Filter will likely provide better estimation and convergence
performance. Tightly-coupled GPS integration (i.e. pseudorange and carrier
phase) may produce interesting observability properties when there are insuf-
ficient satellites for calculating a position solution. A non-linear observability
analysis, perhaps inspired by [19] or [21] may yield more comprehensive observ-
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Camera Translation X - Archerfisld Approach

1 --'l]l‘ ﬂl Lo L U e

3] ESUSUSSURUUUURR URSRRUUUUORORS SOOSRURRROYS SO0 WA OO N SR

[
0T

0.6

05

Camera
—Truth
0.4
100 200 200 AN s00

Time {3)

(a) X-Axis Translation

Camera Tranglation ¥ - Archerfield Approach

=
Camara
—Truih
-1
o 100 200 300 400 500
Time {s)
(b) Y-Axis Translation
Camsra Translation Z - Archerfisld Approach
0.4
06
0.4
0z
3w
i
0
02
0.4 Camara I
—Truih
-0
100 200 300 400 500

Time {s)

(c) Z-Axis Translation

Figure 25: Normalised Translation of the Archerfield Approach Sequence

ability results, especially in the presence of noise. Finally, extensions to the filter
may be possible such as real-time in-flight camera self-calibration, or automatic
calibration of offset between the body frame (as measured by an IMU) and the
camera frame, all of which are currently laborious ground-based procedures.
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Camara Translation X - En-Route Navigation
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Figure 26: Normalised Translation of the En-Route Sequence. Note the severe
addition of noise near 550s, corresponding the period in Figure 20(b) where few
salient features are present in the sequence.
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Roll Angle - En-Routs Navigation
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Figure 27: Attitude during the En-Route Sequence
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