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Abstract

In this paper we propose an error concealment algorithm for compressed video sequences. For packetization and

transmission, a two layer ATM is utilized so that the location of information loss is easily detected. The coded image can

be degraded due to channel error, network congestion, and switching system problems. Seriously degraded images may

therefore result due to information loss represented by DCT coe$cients and motion vectors, and due to the inter-

dependency of information in predictive coding. In order to solve the error concealment problem of intra frames, two

spatially adaptive algorithms are introduced; an iterative and a recursive one. We analyze the necessity of an oriented

high pass operator we introduce, and the requirement of changing the initial condition in iterative regularized recovery

algorithm. Also, the convergence of iteration is analyzed. In recursive interpolation algorithm, the edge direction of the

missing areas is estimated from the neighbors, and estimated edge direction is utilized for steering the direction of

interpolation. For recovery of the lost motion vectors, an overlapped region matching algorithm is introduced. Several

experimental results are presented. ( 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Error concealment is intended to ameliorate the

e!ects of channel impairment, such as bit-errors in

noisy channels or cell loss in packet networks, by

utilizing a priori information about typical images

in conjunction with available image redundancy to

provide an acceptable rendition of a!ected image

regions. Still images (JPEG encoded) are processed

on a frame by frame basis [11]. The frame structure

of H.261, H.263 and MPEG is composed of intra/

inter frames and intra/inter/predictive frames

[3,10,18]. The intra frames of compressed video

sequences are basic frames on which the generation

of inter frames is based. Therefore, information loss

in intra frames may lead to adverse e!ects on suc-

ceeding inter frames. Such e!ects are accumulated

consecutively until the next intra frame is pro-

cessed, resulting in signi"cant error propagation.

The missing information of inter frames is motion

vectors and predictive discrete cosine transform

(DCT) coe$cients. Therefore, the recovery of DCT
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coe$cients of intra frames and motion vectors of

inter frames is important under the assumption

that critical overhead information is protected and

received at decoder.

Error concealment methods can be grouped into:

(1) selective recovery of lost information [7,25], (2)

reordering of compressed video data so that it is

more robust to channel errors [23], (3) error detec-

tion and correction of bit streams [16], and (4)

concealment of the error e!ects at the post-proces-

sor [8,22,26]. Each group of method has its advant-

ages and disadvantages. In the "rst group, there

are several approaches, such as limiting error pro-

pagation, replenishment, and resynchronization.

However, these approaches are quite expensive

computationally. The second group, with methods

such as interleaving and scrambling of compressed

information, requires the modi"cation of encoder

and decoder. In addition, if the channel is not noise

free, it needs extra computation to recover the

missing information. The third group of methods

requires extra overhead to protect the compressed

information. On the other hand, recovery at the

post-processor does not require any extra overhead

and system modi"cations. Therefore, it is a desir-

able approach if post-processing is allowed.

The two steps in solving an error concealment

problem are the detection of and the recovery of the

errors. The asynchronous transfer mode (ATM) can

be utilized to detect the location of missing blocks

[6,20,24]. For the second step, various post-

processing approaches have been reported in the

literature. The use of smoothing constraints

between lost data and neighbors was addressed in

[26] to estimate the missing DCT coe$cients.

A projection onto convex sets (POCS) approach

was proposed in [22]. Edge continuity and smooth-

ness between the recovered block and its neighbors

were enforced in discrete Fourier transform (DFT)

domain. Salama et al. [19] proposed a Bayesian

approach to error concealment. The original image

is modeled as a Huber Markov Random Field

(HMRF), using the Gibbs}Markov equality, where

a maximum a posteriori (MAP) estimator was used

to spatially interpolate missing macro blocks.

In this paper, we propose two methods to re-

cover lost DCT coe$cients and one method to

recover lost motion vectors generated by an H.263

video codec. A two-layered ATM is used for

packetization and transmission of the compressed

video stream. The two methods used for the recov-

ery of intra frames are an iterative regularized re-

covery algorithm and a spatially adaptive recursive

interpolation algorithm. The knowledge that the

missing block is correlated with its neighbors is

used to estimate lost DCT coe$cients, and to pre-

dict the direction of interpolation for the missing

blocks. The lost motion vectors for inter frames are

estimated using an overlapped region matching

approach. The proposed algorithms lead to signal

to noise ratio (SNR) improvement and contain-

ment of error propagation.

This paper is organized as follows. The two layer

H.263 video codec is described in Section 2. The

ATM cell structure of intra and inter frames is also

shown. In Section 3 we propose an iterative regu-

larized error concealment algorithm. An oriented

high pass operator introduced and convergence of

the algorithm is established. The adaptive interpo-

lation algorithm is introduced in Section 4 and

the overlapped motion vector estimation algorithm

in Section 5. Finally experimental results are shown

in Section 6, and conclusions are presented in

Section 7.

2. Two layer ATM codec

A two layer ATM method is used in this work to

treat and transmit the overhead and block informa-

tion separately. Various results in the literature

have used ATM for video codec [2,6,20]. A basic

advantage of ATM is that it can detect the location

of missing blocks. This is achieved by using a byte

for storing the cell number in each packet. This

technique can also be used with other packet net-

work such as the internet. Our error concealment

aglorithms are also applicable to the networks.

A layer H.263 video encoder is shown in Fig. 1(a).

The critical overhead information of picture, group

of blocks (GOB), and macro block (MB) levels is

transmitted through the base layer channel. The

second layer channel is utilized for transmission of

the DCT coe$cients and motion vectors. The com-

pressed information is packetized and transmitted

via the base and the second layers. Fig. 1(b) shows
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Fig. 1. Two layer H.263 (a) encoder and (b) decoder.

the block diagram of the decoder, where the de-

coder perform the inverse procedure of the encoder.

The transmitted information is depacketized and

cell errors are detected. The detected location of

missing blocks is passed to the post processing unit

(PPU) for error recovery. The above coder and

decoder are compatible to existing H.263 codec,

and therefore there is no need to modify existing

systems for implementing the proposed error con-

cealment algorithm.

In reported results in the literature, the motion

vectors are assumed to be received without error, as

they are packetized into the cells of the base layer.

However, in order to better protect the base in-

formation, the motion vectors are assigned to the

second layer. The recovery of lost motion vector is

therefore addressed in the paper.

For transmission of video streams, "xed length

cells of 48 bytes have been utilized. We use

a method similar to the one in [6] for cell packetiz-

ation for the transmission of the base layer data.

47 bytes are used for overhead information and

one byte for the cell number. However, the second

layer structure is di!erent. Fig. 2(a) shows the cell

structure of intra frames. 1 byte is assigned for cell

number, MB address, and end-of-cell (EOC), re-

spectively. Since 1 MB is composed of six 8]8 pixel

blocks (4 for luminance and 2 for chrominance),
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Fig. 2. Cell structure of (a) intra frames and (b) inter frames.

one of these six blocks might be assigned to two

cells. If therefore the second cell is lost, the data of

this block assigned to the previous cell also needs

be discarded. In order to avoid this, a code word

which recognizes the end of a block of a macro

block is required. The 8 bit code word (1000 0000),

not used in H.263, is used for the EOC. The data

following the EOC is ignored. According to this

structure, the beginning of a cell should be the

starting information of a block. Fig. 2(b) shows the

cell structure of inter frames.

3. Adaptive regularized DCT coe7cients recovery

3.1. Problem formulation

When an image x of size;]< is compressed by

an M]M dimensional block DCT, the original

image and its DCT coe$cients, X, are related by

X"Bx, and x"BTX, (1)

where X and x are lexicographically ordered, and

of size ;<]1, and B is the ;<];< block cir-

culant DCT matrix. By the unitary property of

DCT, BBT"I. The DCT coe$cients are quantized

at the source coder to reduce the bit rate, and the

quantized DCT coe$cients are represented by

XK "Q[X], (2)

where Q[ ) ] denotes the quantization operator, and

XK represents the quantized version of the vector X.

Some or all of the quantized DCT coe$cients can

be lost due to channel or system errors. Then the

quantized DCT coe$cients at the decoder can be

described by

XK " +
n|R

XK
n
# +

n|L
XK

n
, (3)

where R and L denote the set of received and lost

coe$cients, respectively, and XK
n
is the nth element

of the vector XK . Then the problem at hand is to

estimate the lost DCT coe$cients from the received

DCT coe$cients. Eq. (3) can be rewritten as

XK "(I
3
#Il)XK "I

3
XK #IlXK , (4)

where I
3
, Il are diagonal ;<];< matrices that

de"ne the location of the received and lost DCT

coe$cients, respectively. The diagonal element of

I
3
and Il are either 1 or 0, according to whether or

not the coe$cient is received. Since the roles of

I
3
and Il are important to estimate the lost DCT

coe$cients, let us consider the properties. They are

idempotent and orthogonal. That is,

Il"I!I
3
,

I
3
) I

3
"I

3
, Il ) Il"Il,

I
3
"It

3
, Il"Itl,

I
3
) Il"Il ) I3

"0.

(5)

Multiplying both sides of Eq. (4) with BT, trans-

forms it to the spatial domain. That is,

BTXK "BTI
3
XK #BTIlXK , (6)

where BTI
3
X is the observed data after decoding.

Eq. (6) is rewritten as

x
3
"x(!BTIlXK "x(!xl, (7)
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Fig. 3. Example of neighboring pixels.

where x
3
, x( , xl are the observed, reconstructed

without channel errors, and lost in the channel,

images, respectively.

3.2. Functional minimization

The problem at hand is the recovery of the lost

coe$cients or the estimation of x( using the avail-

able information x
3
, according to Eq. (7). Using

a regularization approach [13], towards the solu-

tion of this problem, a solution is obtained by

minimizing the following spatially adaptive func-

tional:

M(a,x( )"DDx
3
!x( DD2

W1
#aDDCx( DD2

W2
, (8)

where a is the regularization parameter and C is the

regularization operator. The choice of the diagonal

weighting matrices=
1

and =
2

can be justi"ed in

various ways. For example, the noise visibility func-

tion [1] used in [13] was de"ned as a function of

the local variance. We also use the local variance

in this work to de"ne=
1

and=
2
. The local mean

m
x(

and local variance p2
x(

are de"ned by

m
x(
(i, j)"

1

(2P#1)(2Q#1)

i`P
+

m/i~P

j`Q
+

n/j~Q

x( (m, n), (9)

p2
x(
"

1

(2P#1)(2Q#1)

i`P
+

m/i~P

j`Q
+

n/j~Q

[x( (m, n)

!m
x(
(i, j)]2, (10)

where (2P#1)(2Q#1) represents the extent of

the two dimensional analysis window which is

symmetric about the point (i, j). Then the

((i!1) );#j, (i!1) );#j) element of the diag-

onal matrix =
1

is de"ned by

=
1
((i!1) );#j, (i!1) );#j)

"
p2
x(
(i, j)

max
i, j

p2
x(
(i, j)

for 1)i);, 1)j)<. (11)

The diagonal matrix =
2

is de"ned as =
2
"

I!=
1
. From Eq. (11), the entries of =

2
take

values between 0 and 1. They are close to 0 at the

edges, while 1 at the #at regions.

When all DCT coe$cients of a block are lost

(block burst), a considerable discontinuity is cre-

ated between this burst and its neighborhood. The

a trim mean "lter is used in replacing the intensity

values of a burst block by a constant value. Con-

sider Fig. 3. An M]M burst block is shown and

a black band of width one surrounding it. The

intensity values of this band are ordered and de-

noted by x
$%#

(i). If j is the index of their median,

then

E
a(53*.)

[x]"
1

2 ) a
53*.

#1

j`a53*.
+

i/j~a53*.

x
$%#

(i), (12)

where 2a
53*.

represents the values used for obtain-

ing the mean. Clearly for a
53*.

"0, the median "lter

results, while for a
53*.

"2(M#1), the mean "lter

results. Therefore, for a burst block, the received

data x
3
are represented by E

a(53*.)
[x] from Eq. (12).

The functional DDCxDD is critical in the regulariz-

ation approach followed in this work. It incorpor-

ates the prior information of a smooth original

image into the recovery problem. The 2D Lap-

lacian operator has been widely and successfully

used in image restoration problems [9,12}14]. In

the problem at hand, it does not seem to provide

satisfactory results, primary at the boundary of two

blocks, one with no lost coe$cients and one which

has lost all its coe$cients in the channel.

We therefore propose the oriented high pass op-

erator, shown in Fig. 4. An M]M damaged block

is divided into 8 regions, up, down, left, right, and

4 diagonal regions. For each region, the high pass
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C[x(i, j)]"G
!3x(i, j)#x(i!1, j#1)#x(i, j#1)#x(i#1, j#1) for (i, j)3R1,

!3x(i, j)#x(i, j#1)#x(i#1, j#1)#x(i#1, j) for (i, j)3R2,

!3x(i, j)#x(i#1, j#1)#x(i#1, j)#x(i#1, j!1) for (i, j)3R3,

!3x(i, j)#x(i#1, j)#x(i#1, j!1)#x(i, j!1) for (i, j)3R4,

!3x(i, j)#x(i!1, j!1)#x(i, j!1)#x(i#1, j!1) for (i, j)3R5,

!3x(i, j)#x(i!1, j)#x(i!1, j!1)#x(i, j!1) for (i, j)3R6,

!3x(i, j)#x(i!1, j#1)#x(i!1, j)#x(i!1, j!1) for (i, j)3R7,

!3x(i, j)#x(i, j#1)#x(i!1, j#1)#x(i!1, j) for (i, j)3R8.

(13)

Fig. 4. Oriented high pass "lter.

"ltered value of x(i, j) is given by

The "rst term on the right hand side of Eq. (8)

expresses the "delity to the data while the second

term represents the requirement that the solution is

smooth. The regularization parameter a controls

the trade-o! between these two requirements. For

a"0, the solution of Eq. (8) is the observed data,

x
3
. On the other hand, for a"R, the solution is an

image of constant intensity (over-smoothed). Using

Eq. (7), Eq. (8) can be written as

M(a,XK )"DDBTIlXK DD2W1
#aDDC(x

3
#BTIlXK )DD2W2

. (14)

A necessary condition for M(a,XK ) to have a min-

imum is that its gradient is equal to zero. That is,

RM(a,XK )

RXK
"2ITl B=T

1
=

1
BTIlXK

#2aITl BCT=T
2
=

2
C(x

3
#BTIlXK )

"0. (15)

Let us de"ne =
A
"=T

1
=

1
and =

B
"=T

2
=

2
.

Due to the properties of B and Il and I
3
, Eq. (15) can

be rewritten as

(IlB=A
BTIl#aIlBCT=

B
CBTIl)IlXK

"!aIlBCT=
B
Cx

3
(16)

or

K(a)IlXK "!aIlBCT=
B
Cx

3
, (17)

where K(a)"(IlB=A
BTIl#aIlBCT=

B
CBTIl). Re-

placing IlXK from Eq. (7) into Eq. (16) we obtain

K(a)Bx("(K(a)B!aIlBCT=
B
C)x

3
(18)

or

K(a)XK "(K(a)B!aIlBCT=
B
C)x

3
. (19)

K(a) as well as K(a)B are nonsingular matrices.

Therefore, Eq. (18) can be solved directly. However,

due to the large size of the matrices an iterative

solution of Eq. (18) is proposed in Section 3.3.

According to Eq. (17), if C"I and x
3
"0 (no
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information is received for the whole block), no lost

information can be recovered. However, for COI,

even if x
3
"0 for the whole block, the received

information in the neighboring blocks will be used

in recovering the lost information in the current

block.

With the proposed regularization approach, the

choice of the regularization parameter is critical,

and depends upon the amount of available prior

information. When the noise variance and high

frequency energy are given, the set theoretic ap-

proach can be used to determine the regularization

parameter [13,14]. If only one of the two pieces of

information is available, the Constrained Least

Squares (CLS) approach [9] can be used. When no

prior information is available, the regularization

parameter can be de"ned iteratively using the par-

tially restored image [12].

Following the set theoretic regularization ap-

proach, the regularization parameter is chosen as

a"A
DDBTIlXK DD2W1

DDCx( DD2
W2
B, (20)

where C is normalized, i.e, CTC"1, and using

Parseval's theorem, a can be rewritten as

a"
DDBTIlXK DD2W1

DDXK DD2
W2

)
DDIlXK DD2W1

DDIlXK DD2W2
#DDI

3
XK DD2

W2

, (21)

where DDx( DD2"DDIlXK DD2#DDI
3
XK DD2, since XK "

(I
3
#Il)XK and I

3
) Il"0. Clearly from Eq. (21),

0)a)1. If no coe$cients are lost in the channel,

a"0, while if all coe$cients are lost, a"1.

In estimating DDIlXK DD2 to be used in the calculation

of a in Eq. (21), the eight neighboring blocks of

a degraded blocks are used. Let X
(m,n)

(k, l) denote

the (k, l )th coe$cient of (m,n)th block. If X
(m,n)

(k, l)

is missing, then we use

XK 2
(m,n)

(k, l)"
1

S
+
i

+
j

XK 2
(i, j)

(k, l), (i, j)O(m, n), (22)

DD(IlXK )(m,n)
DD2"+

k

+
l

XK 2
(m,n)

(k, l), (23)

DDIlXK DD2"+
m

+
n

DD(IlXK )(m,n)
DD2, (24)

where S denotes the number of errorless neighbor-

ing blocks, and (i, j ) represents the location of er-

rorless neighboring blocks.

3.3. Iterative solution and convergence analysis

From Eq. (18), the recovery algorithm becomes

in the DCT domain

XK
0
"bBx

3
, (25)

XK
k`1

"b[K(a)B!aIlBCT=
B
C]x

3

#[I!bK(a)]XK
k
, (26)

where b is the relaxation parameter to ensure con-

vergence of the algorithm. Multiplying both sides

of the equation above by BT we obtain the iteration

in the spatial domain, that is,

x(
0
"bx

3
, (27)

x(
k`1

"bBT[K(a)B!aIlBCT=
B
C]x

3

#[I!bBTK(a)B]x(
k
. (28)

Generally, in dealing with iterative algorithms the

convergence as well as the rate of convergence are

very important issues. The contraction mapping

theorem serves as basis for establishing conver-

gence of iterative algorithms. Let us rewrite Eq. (25)

as XK
k`1

"GXK
k
. According to this theorem, iter-

ation (25) converges to a unique "xed vector,

XH such that GXK H"XK H, for any initial condition if

G is a contraction. It means that for any two vec-

tors XK
1

and XK
2

in the domain of G the following

relation holds:

DDGXK
1
!GXK

2
DD)gDDXK

1
!XK

2
DD, (29)

where g is strictly less than 1. Since the variation of

=
A

and=
B

between two consecutive iterative pro-

cesses are close to 0, the su$cient condition for

convergence of Eq. (29) is

DDI!bK(a)DD(1, (30)

or, equivalently,

0(b(
2

max
i
j
i
(K(a))

, (31)

where j(A)
i
is the ith eigenvalue of A.
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Fig. 5. Example of neighbors with relative coordinates.

4. An adaptive recursive interpolation algorithm

4.1. Basic idea of the algorithm

Several interpolation methods for error conceal-

ment of compressed intra frames have been re-

ported in the literature [6,20]. Most of them use

bilinear interpolation. They work well in areas of

low spatial activity. However, such algorithms fail

to obtain satisfactory results in high spatial activity

regions. In this section we propose an interpolation

algorithm which is capable of handling edges pas-

sing through the missing areas. In other words, the

direction of interpolation depends on the direction

of the edge, in the neighborhood of the missing

data. This technique is similar to the Voronoi tes-

sellations [5,21]. Clearly, the notation of neighbor-

hood is tied to the metric d, which is used. In this

algorithm the metric d is de"ned with the use of the

maximum norm, so that the distance between two

points, p
1
"(i

1
, j
1
) and p

2
"(i

2
, j
2
) is given by

d(p
1
, p

2
)"max(Di

1
!i

2
D, D j

1
!j

2
D). (32)

This de"nes di!erent orders of neighbors depend-

ing on the value of the distance function d. In the

proposed algorithm, only neighbors of order one

(d(p
1
, p

2
)"1) and two (d(p

1
, p

2
)"2) are used for

the interpolation of missing data. As is known the

convolution operation extends the support of a

signal and therefore distributes the available

information to the neighbors. This distribution of

information to neighbors of up to order two can be

done by convolving the data with a function h(i, j)

with

support (h)L[!2,2]][!2,2], (33)

where ] is the Cartesian product. In Eq. (33), h"1

for those neighbors used for interpolation, and

h"0 otherwise. Which pixels will be used for inter-

polation is determined by the edges around the

missing data. For example, if an edge is passing

through a missing area in the north-south direc-

tion, then only nonzero neighbors in the same

direction are used, that is, neighbors with rela-

tive coordinates M(0,!1), (0,!2), (0,1), (0,2)N (see

Fig. 5). The way the function h(i, j) is created is

explained in Section 4.3. Again, let x be an image of

size ;]<. The two dimensional convolution of

x and h is denoted by the operator A
h
, that is,

A
h
(x)"x**h, (34)

where ** represents the two dimensional convolu-

tion. Since support (h)O0,

support (x)Lsupport(A
h
(x)). (35)

In other words, information from pixels surround-

ing missing data is distributed inside the missing

areas of x by using the operator A
h
. Since a pixel

can have a number of nonzero neighbors of order

)2 the distributed information has to be weighted

by the inverse number of the neighbors which are

used. For example, if four neighbors are used for

the interpolation of a certain point (i
0
, j
0
), the result

of the convolution A
h
(x)(i

0
, j
0
) must be weighted by

1
4
. It is clear that the neighbors which belong to the

set of missing data must not be counted. These

weights are derived as follows. First an indicator

function u is de"ned:

u(i, j)"1 if data are available for the location (i, j),

u(i, j)"0 otherwise,
(36)

where (i, j)3(1,2,;)](1,2,<). Then the operator

A
h
is applied to this indicator function. Since both

functions u and h only have values equal to 1 or 0,

A
h
(u) counts the number of nonzero neighbors, and

therefore the weight for a certain point (i
0
, j
0
) is

given by (A
h
(u)(i

0
, j
0
))~1. For those points where
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no nonzero neighbors of order )2 are available or

used, the weights are set equal to zero. As a result,

a weighted version of the operator A
h
is de"ned by

AI
h
(x)(i, j)"

A
h
(x)(i,j)

A
h
(u)(i, j)

for A
h
(u)(i,j)O0,

AI
h
(x)(i, j)"0 for A

h
(u)(i, j)"0.

(37)

4.2. Description of the algorithm

As described in Section 3.1, the decoded image

without channel errors x( should be estimated using

the received data x
3
. Then, the indicator function

becomes

u(i, j)"G
1 if (i, j)th pixel is received,

0 otherwise.
(38)

The set of missing data (gaps) is de"ned as

G"M(i, j)Du(i, j)"0N. (39)

The problem at hand is to recover an image using

h which is determined on the basis of edges in the

near neighborhood. The "rst step of the algorithm

is to "nd a su$ciently large rectangle around one

gap or a set of adjoining gaps. Let S denote such

a rectangle of size ;
1
]<

1
(;

1
);,<

1
)<),

where the left upper corner of the rectangle is at the

location (i
1
, j
1
). Then, the gaps inside S are de-

scribed by

GI "SWG. (40)

Using the existing edges in this rectangle, a function

h is determined, as explained in Section 4.3. Then,

the interpolation procedure proceeds as follows:

First, de"ne the initial condition as

x0(i, j)"x
3
(i#i

1
!1, j#j

1
!1), (41)

where (i, j)3M1,2,;
1
N]M1,2,<

1
N, which is the re-

striction of x
3
on the rectangle S. The gaps at "rst

step become

G0"GI . (42)

To estimate the missing data at the boundary of the

gap, we apply the operator AI
h

to x0, i.e.,

y0"AI
h
(x0). (43)

As mentioned before, we get

support (x0)Lsupport (y0), (44)

which means that y0 also contains values O0 in-

side the gap G0. We update the existing data with

these new data by

x1(i, j)"G
y0(i, j) for (i, j)3G0,

x0(i, j) for (i, j)NG0,
(45)

where (i, j)3M1,2,;
1
N]M1,2,<

1
N. The recursive

algorithm continues by

yl`1"AI
h
(xl`1), (46)

l"0,1,2,2¸. A "nite sequence of contracting gaps

is obtained by

G0MG1M2MGlM2MGL"0, (47)

where Gl"M(i, j)Dxl(i, j)"0N. In each step, the indi-

cator function u is updated.

After "lling the gap in this rectangle, we are

looking for the next rectangle and continue the

restoration until all gaps in x
3
are "lled.

4.3. Choice of h and S

As pointed out, the missing data should be deter-

mined by the neighbors of order )2. Therefore,

the algorithm uses h with

support (h)L[!2,2]][!2,2]. (48)

If there are edges passing through the missing

areas, we want to use only their neighbors which

have the same direction to the edges. It means that

the elements of the function h should describe the

orientation of the edges around the missing areas.

In order to de"ne the edge direction, the eight

directions which are rotated by 22.53, like N-S,

NNE-SSW, NE-SW, NEE-SWW, E-W are de"ned

(some examples are shown in Figs. 6 and 7).

Every direction de"nes a di!erent function

h
t/M1,2,2,8N, and the degree of the degradation of

the edges around the missing area is measured by

convolving the data with these functions h
t
.

The eight l
2
-norms measuring the degradations of
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Fig. 6. NNE-SSW edge direction.

Fig. 7. NEE-SWW edge direction.

each convolution process (t"M1, 2,2, 8N) are

de"ned as

n
t
"A +

(i, j)|B
(x

3
(i, j)!AI

ht
(x

3
) (i, j))2B

1@2
, (49)

where B is the set resulting from S by removing

a band around the boundary of S (due to the use of

circulant convolution) and a band around the area

of missing data.

Since the h
t
with the same orientation with the

edges in the neighborhood of the missing data

causes a smaller degradation, a criterion for choos-

ing the directions by using a threshold q'1 is

de"ned as

;"Ms3M1,2,8NDn
s
)q*min

t/M1,2,2,8N(nt
)N. (50)

The experiments have shown that q"1.7 yields the

best results. Then, the weights for each of the eight

directions are given by

w
t
"G

1 for t3;,

0 for t N;.
(51)

The function h is the combination of these direc-

tions, that is,

h(i, j)"signA
8
+
t/1

w
t
h
t
(i, j)B. (52)

5. Motion vector estimation

Inter frames are reconstructed using the

motion vectors and the DCT coe$cients of the

prediction error. Therefore, the loss of the

motion vectors seriously degrades the decoded

image. This degradation propagates to the

subsequent inter frames until an intra frame is

encountered. The reconstruction of the lth inter

frame takes the form

x( (i, j ; l)"x( (i#<x, j#<y ; l!1)#x(
p
(i, j ; l), (53)

where (<x,<y) represents the motion vector for the

(i, j)th pixel and x(
p
(i, j ; l) denotes the prediction er-

ror.

The encoding mechanism of motion vectors in

H.263 consists of taking the di!erence between the

current motion vector and the median vector of the

neighboring macro blocks. Therefore, the loss of

a macro block motion vector propagates to the

remaining macro blocks in the frame. In Eq. (53),

<x and <y are determined by

<x"Dx#Px,
(54)

<y"Dy#Py,

where Px and Py are the median values of the three

neighboring macro blocks, and Dx and Dy are the

transmitted di!erential vectors.

Several motion vector recovery algorithms have

appeared in the literature [4,17,19,20,25]. In

[20,25], the lost motion vector is replaced by the

average of motion vectors of the neighboring

macro blocks. A Bayesian approach is utilized in

[19]. In [17], a boundary matching (BM) approach
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Fig. 8. Motion vector estimation.

is proposed to replace the lost motion vector by

a motion vector which minimizes a cost function. In

[4], side matching was used to estimate the lost

motion vector.

In this paper, we propose an overlapped region

approach for the recovery of lost motion vectors.

This approach also appears in [15]. This approach

has the advantage that edge or signal continuity

between the missing block and its neighbors can be

preserved. The motion vector is re-estimated with-

out requiring any di!erential information from the

neighboring blocks. Fig. 8 depicts the idea behind

the algorithm. Two frames are shown in it, the

current lth frame on the right and the previous

(l!1)th frame on the left. The gray region repres-

ents a missing block in the frame, and the band

above and to the left of it the neighboring pixels to

be used for the estimation of the lost motion vec-

tors. Such a band is used since only blocks to the

left and above the current block have been de-

coded. The (l!1)st decoded frame is utilized as

a reference frame, and the motion vector for the lost

macro block is determined as

(<x,<y)"argG min

(m,n)|Smv

+
i

+
j

Dx( (i, j; l)

!x( (i!m, j!n; l!1)DH, (55)

where (i, j) represents the pixels inside the band to

the left and above of the missing block, S
mv

denotes

the search region in the previous frame, and D ) D

denotes the absolute value. An example of a match

is shown in the left part of Fig. 8.

Since region matching assumes that the displace-

ment within the region is homogeneous, support of

this region is critical. A large support decreases the

reliability of the estimated motion vectors, because

the correlation between the missing block and the

region around it used for matching is reduced. On

the other hand, a small support region might be

matched to various locations in the previous frame.

On the basis of our experiments, 4}8 rows and

columns of neighboring pixels result in good

matching results.

6. Experimental results

A number of experiments have been performed

with the proposed algorithms. Two 176]144

QCIF (&mother and daughter' and &foreman') se-

quences were used, and the criterion for evaluating

the performance is peak to signal to noise ratio

(PSNR). When an 8 bit;]< image is used, PSNR

is de"ned by

PSNR"10 log
2552 (;<)

DDx!x8 DD2
, (56)

where x and x8 denote the original and the

restored images, respectively. The criterion

DDx
k`1

!x
k
DD2/DDx

k
DD2)10~6 was used for termina-

ting the iteration algorithm proposed in Section 3.
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Table 1

Total cell number and cell loss number for encoded frames

(mother and daughter sequence)

Total cell no. Cell loss no.

1st fr. 47 3

8nd fr. 16 2

10th fr. 17 0

13th fr. 27 1

18th fr. 28 2

22th fr. 19 1

25th fr. 19 0

28th fr. 22 1

Table 2

Total cell number and cell loss number for encoded frames

(foreman sequence)

Total cell no. Cell loss no.

1st fr. 88 5

13nd fr. 21 2

16th fr. 23 1

20th fr. 18 0

23th fr. 20 1

27th fr. 24 1

Fig. 10. Missing block location of 1st frame of mother and

daughter sequences (intra frame).

Fig. 9. Decoded 1st frame of mother and daughter sequence

(intra frame), PSNR"33.55 dB.

Since the spatial activity of the &mother and

daughter' sequence is lower than that of the &fore-

man' sequence, the encoded frame number of the

"rst sequence is smaller than that of the second

sequence, as shown in Tables 1 and 2. Also, the

number of cells used to packetize the "rst sequence

is relatively small. Therefore, one cell loss of the

"rst sequence leads to a relatively large loss of

macro blocks. When the bit rate is 64 kbits/s, the

average macro block number packetized into a cell

is 2 for intra frames and 4.5 for inter frames of the

&mother and daughter' sequence, while 1 for intra

frames and 4.7 for inter frames of the &foreman'

sequence. Tables 1 and 2 show the encoded frame

numbers and packetized cell numbers. Typical

switches operate at the Mbps range. Therefore, the

tra$c generated by the source we are investigating

(Kbps range) is a small percentage of the total

tra$c. In other words, the average length of time

between the packets generated by my source, is

considerably greater than the average length of

time the bu!er is full for a typical switch. Because of

this, although the loss at the switch is bursty, the

loss my packets are experiencing is not bursty, but

rather uniformly distributed. In this experiments,

5% cell loss is generated by a random number

function, as was also used in [6].

6.1. Recovery of intra frames

Figs. 9 and 10 show the decoded and degraded

intra frames of the mother and daughter sequence.

When the lost cells include background or simple

edges, the restored image leads to satisfactory re-

sults. Figs. 11 and 12 show the restored images
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Fig. 11. Restored 1st frame of mother and daughter sequences

(intra frame), proposed method in Section 3, PSNR"31.71 dB.

Fig. 12. Restored 1st frame of mother and daughter sequences

(intra frame), proposed method in Section 4, PSNR"31.60 dB.

Fig. 13. Decoded 1st frame of foreman sequences (intra frame),

PSNR"32.44 dB.

Fig. 14. Missing block location of 1st frame of foreman se-

quences (intra frame).

proposed in Sections 3 and 4, respectively. How-

ever, if the lost cells contain an isolated edge or

occlusions, the neighbors do not support reliable

information to recover the missing areas, resulting

in failure of obtaining the satisfactory results. The

failure of recovery propagates the bad e!ects to the

next inter frames until the next intra frame is en-

coded.

The proposed algorithm in Section 3 leads to

satisfactory results, when the edge direction of the

missing block is the same as the proposed oriented

high pass smoothing direction. On the other hand,

the proposed algorithm in Section 4 leads to satis-

factory results, when the neighbors can support

reliable interpolation direction.

Figs. 13 and 14 show the decoded and degraded

1st frames of the foreman sequence, respectively.

The restored images proposed in Sections 3 and

4 are shown in Figs. 15 and 16. The recovered

image by the iterative regularization approach

leads to a blurred version in the areas where the

edge direction of the missing blocks is quite di!er-

ent from the smoothing direction of the proposed

high pass operator. On the other hand, the recur-

sive interpolation succeeds in extracting the inter-

polation direction of the missing blocks from its

neighbors, because the edge of neighbors passes

through the missing blocks.

The normalized iteration step error for the algo-

rithm in Section 3 is shown in Fig. 17 as a function
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Fig. 15. Restored 1st frame of foreman sequences (intra frame),

proposed method in Section 3, PSNR"30.03 dB.

Fig. 16. Restored 1st frame of foreman sequences (intra frame),

proposed method in Section 4, PSNR"31.00 dB.

Fig. 17. Normalized iteration step error versus iteration number.

of the iteration number for the two experiments

described in this section. Since the termination cri-

terion DDx
k`1

!x
k
DD2/DDx

k
DD2)10~6 is used, the algo-

rithm converged after 9 iterations for the &foreman'

frame and 10 iterations for the &mother and daugh-

ter' frame.

6.2. Recovery of motion vectors

We tested the motion vector recovery algorithm

proposed in Section 5 and compared it with the

approaches of "nding the average and the median

of the neighboring motion vectors of the missing
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Fig. 18. Decoded 8th frame of mother and daughter sequences

(inter frame), PSNR"33.55 dB.

Fig. 19. Missing macro block location of 8th frame of mother

and daughter sequences (inter frame).

Fig. 20. Restored 8th frame of mother and daughter sequences

(inter frame), average motion vector of neighbors, PSNR"

30.44.

Fig. 21. Restored 8th frame of mother and daughter sequences

(inter frame), median motion vector of neighbors, PSNR"

29.35 dB.

Fig. 22. Restored 8th frame of mother and daughter sequences

(inter frame), proposed algorithm, PSNR"30.77 dB.

macro block. The vector average approach used the

motion vectors on the left and above the missing

macro block, and the vector median approach util-

ized the motion vector on the left and the two

motion vectors above the missing macro block.

Fig. 18 shows the decoded 8th frame of the "rst

sequence, and the black of Fig. 19 represents the

location of the missing motion vectors. The recon-

structed images in Figs. 20}22 show the results by

the average, median and proposed motion vector

recovery algorithms, respectively, when the missing

blocks of intra frames are restored by the algorithm

in Section 3. When the motion vectors are lost in

the areas of no motion, the result of the proposed
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Fig. 23. Decoded 14th frame of foreman sequence (inter frame),

PSNR"31.26.

Fig. 24. Missing macro block location of 14th frame of foreman

sequence (inter frame).

Fig. 25. Restored 14th frame of foreman sequences (inter frame),

average motion vector of neighbors, PSNR"27.13 dB.

Fig. 26. Restored 14th frame of foreman sequences (inter frame),

median motion vector of neighbors, PSNR"28.24 dB.

Fig. 27. Restored 14th frame of foreman sequences (inter frame),

proposed algorithm, PSNR"29.10.

algorithm is similar to the ones obtained by the

other two approaches. Also, the errors caused by

motion vector estimation are not propagated, since

the median vector "lter can correct the (vector

mean and vector median) errors. However, when

the lost cell includes the motion vectors of moving

areas, the two approaches (vector mean and vector

median) result in the image discontinuities. On the

other hand, the proposed algorithm leads to satis-

factory results, since the motion recovery algorithm

is obtained using neighborhood information. The

blurring of the &lip' comes from the failure to re-

cover this information in the intra frame.

The improved performance of the proposed

motion vector recovery algorithm is demonstrated

with foreman sequence. Figs. 23 and 24 show the
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Fig. 28. PSNR comparison (mother and daughter sequence, intra frame recovery: proposed method in Section 3).

Fig. 29. PSNR comparison (mother and daughter sequence, intra frame recovery: proposed method in Section 4).
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Fig. 30. PSNR comparison (foreman sequence, intra frame recovery: proposed method in Section 3).

Fig. 31. PSNR comparison (foreman sequence, intra frame recovery: proposed method in Section 4).
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14th decoded and the motion vector loss images,

respectively. The motion vectors are lost in the

moving areas of the frame. The upper right missing

area has relatively small motion and the motion

vectors of the neighboring macro blocks are

similar to the displacement of the lost areas.

The restored results of the average approach fail to

estimate the correct motion vector, and there

exists a slight error propagation due to the motion

vector errors. The reconstructed image by the

average approach is shown in Fig. 25. On the

other hand, the images recovered by the median

and the proposed algorithms shown in Figs. 26 and

27 recover the missing information successfully.

In addition, the successful estimation of the

lost motion vectors can avoid the error propaga-

tion caused by the motion vector errors. The

performance of the proposed algorithm is relatively

far superior at half of the frame. As shown in

Figs. 25}27, the two other approaches result in edge

discontinuities, while the proposed algorithm leads

to satisfactory results.

Figs. 28}31 show the PSNR comparison for the

two sequences, when the missing blocks for intra

frames is restored by the iterative regularization

approach in Section 3 and the recursive interpola-

tion approach in Section 4, when 5% cell loss is

generated. From these results, it is clear that the

proposed motion vector estimation algorithm

outperforms consistently the other approaches it is

compared against.

7. Conclusions

This paper introduces an error concealment al-

gorithm using a two layer ATM codec. In order to

packetize and transmit the DCT coe$cients and

the motion vectors, "xed length cells are utilized.

Two approaches for recovering the errors in intra

frames are proposed. An iterative regularization

approach which employs a high pass operator to

incorporate the smoothness into the solution.

A recursive interpolation approach is also intro-

duced, which estimates the edge direction from the

neighbors of the missing area, and establishes the

weights of the "lter depending on the estimated

edge direction. The performance of the two ap-

proaches depends on the correlation between the

missing block and its neighbors. For recovery of

motion vectors in inter frames, an overlapped

motion estimator is proposed. In order to keep the

continuity between the missing macro block and its

neighbors, the neighboring pixels are utilized to

determine the lost motion vector. The proposed

approaches are tested experimentally, leading to

very satisfactory results.
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