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Image coding algorithms such as Vector Quantis-1. |ntroduction
ation (VQ), JPEG and MPEG have been widely
used for encoding image and video. These comBlock-based image and video compression tech-
pression systems utilise block-based coding techniques such as Transform Coding (TC) and Vector
niques to achieve a higher compression ratio. How-Quantisation (VQ) have been found to be efficient
ever, a cell loss or a random bit error during methods for low bit rate image coding. In block-
network transmission will permeate into the wholebased image compression methods, the block-based
block, and then generate several damaged blockDiscrete Cosine Transform (DCT) is currently the
Therefore, an efficient Error Concealment (EC) most effective and popular technique for image and
scheme is essential for diminishing the impact ofvideo representation and transmission. It has been
damaged blocks in a compressed image. In thisadopted by most emerging image coding standards
paper, a novel adaptive EC algorithm is proposedincluding JPEG [1], H.261 [2], H.263, MPEG-1 [3]
to conceal the error for block-based image codingand MPEG-2 [4]. In the past few years, JPEG and
systems by using neural network techniques in thtMPEG have been widely used to encode images for
spatial domain. In the proposed algorithm, only thereducing transmission costs and storage capacity.
intra-frame information is used for reconstructing Both the international standards use the block-based
the image with damaged blocks. The information ofcoding technique to achieve a higher compression
pixels surrounding a damaged block is used toratio. However, as the images are highly com-
recover the errors using the neural network models.pressed, the effect of cell loss or random bit error
Computer simulation results show that the visualduring network transmission becomes more serious.
quality and the PSNR evaluation of a reconstructedThus, an efficient Error Concealment (EC) system
image are significantly improved using the proposeds necessary for protecting image quality against
EC algorithm. transformation errors in the compressed image.

So far, a number of papers have proposed con-
Keywords: Block-based image coding; Error con- cealing the cell loss or bit error. In 1993, Wang
cealment; Image restoration; Multilayer perceptronand Zhu proposed an EC method to recover the
(MLP); Neural network; Transmission error cell-loss for DCT-based image coding [5]. In that
paper, the DCT coefficients in a damaged block
are estimated by utilising the correlations between
neighbouring blocks. The optimal DCT coefficients
can be estimated by imposing the smoothness con-
straints between the intensity values of adjacent
samples. This EC algorithm is very efficient for
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Taiwan, Republic of China, under Grant NSC87-2213-E-194-017compared various methods to diminish the impact
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Also, Sun and Kwok proposed a spatial interpolationpredictor with the backpropagation learning algor-
algorithm for the EC problem based on the projec-ithm for the EC issue. Further, Section 3 presents
tions onto convex set (POCS) theory [8]. We noticethe structure of the adaptive MLP error concealment
that the spatial projective interpolation schemes util-algorithm in detail. Comparisons with other EC
ise different reconstruction rules that are decided bymethods and the simulation results are given in
the edge pattern. If the block size is large or theSection 4. Finally, conclusions are drawn in Sec-
edges in a block are irregular, the edge classificatioion 5.
scheme will become complex and inefficient, and
then the projective interpolation sche.mes will pro-o Multilayer Perceptron Models
duce poor performance for concealing the block
errors. Recently, a fast EC algorithm based on théAn MLP model contains several hidden layers and
DCT coefficient recovery technique and its appli-the function of the hidden layer neurons is to arbi-
cations to the MPEG video stream error was pro-trate between the input and output of the neural
posed by Park et al. [9]. Also Han and Leou pro-network. The input vector is first fed into the source
posed a detection and correction method for thenodes in the input layer of the neural network. The
transmission errors in JPEG compressed imagegeurons of the input layer constitute the input signals
[10]. However, those EC algorithms [9,10] can beapplied to the neurons of the hidden layer. The
performed only for DCT-based coding systems.output signals of the hidden layer are used as inputs
Thus, we attempt to develop an efficient and flexibleto the next hidden layer. Finally, the output layer
EC algorithm to solve the cell loss problem for all produces the output results, and then the neural
block-based image-coding systems, by using Spatiatomputing process is terminated. Among the algor-
Predictive Concealment (SPC) techniques. ithms used to design the MLP models, the error
Artificial neural network techniques have beenbackpropagation algorithm reported by Rumelhart
applied to solve complex problems in the fields of[17] and Hirose [18] is the most widely used and
image processing [11-13] and image compressiopowerful algorithm for constructing the MLP model.
[14—-16]. Among the numerous neural networks, theln general, there are two different phases in the
multilayer perceptron (MLP) network is a parti- backpropagation algorithm, i.e. the forward and
cularly efficient model for classification and predic- backward phases. In the forward phase, the input
tion problems. Moreover, the MLP network is able signals are computed and passed through the neural
to extract higher-order statistics by adding one ometwork layer by layer. Then, the neurons in the
more hidden layers. The use of hidden neurons iutput layer produce the output signals of the MLP.
particularly beneficial when the dimension of theIn this time, comparing the output response of the
input vector is large. In this paper, the proposed Eheural network with the desired response can gener-
algorithm needs a large number of input vectors inate the error signals. In the backward phase of
neighbouring blocks surrounding a damaged blockhe backpropagation algorithm, some free parameters
to recover the errors. The MLP network is able toused in the neural network can be adjusted by
learn complex tasks by extracting progressively morgeferring to the error signals. This work can be used
meaningful features from the input vectors, whichto minimise any distortion of the neural network.
is valuable for the SPC technique. Hence, we We notice that the MLP model has a high learning
employed the MLP model as the intensity predictorcapability. Therefore, an MLP model with a back-
to estimate the pixels in damaged blocks. In thepropagation learning algorithm is employed to cor-
traditional EC algorithms, image reconstruction usu-rect the damaged blocks in the proposed EC algor-
ally utilises linear prediction functions to estimate ithm. For this work, the online implementation of
the pixels in the damaged blocks. However, thethe backpropagation learning algorithm is iteratively
linear prediction functions often produce wrong pre-executed from the training vectors, and it then pro-
dictions for natural images. The proposed EC algor-duces the synaptic weight vectors. An MLP network
ithm exploits the non-linearity property of the neural with the final synaptic weight vectors is used to
network models to reconstruct the damaged blockgeconstruct the compressed image with damaged
more accurately. Consequently, the MLP model isblocks for the block-based coding systems.
a reliable choice for the proposed algorithm, because

of the high capability of training and efficiency 3 Adaptive MLP Error Concealment

of computing. '
The rest of this paper is organised as foIIows.AIgorlthm

Section 2 reviews the main features of the MLPBefore any EC techniques can be applied to the
model, and describes the construction of the MLPcompressed images, the locations of damaged blocks
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first have to be found. Wang and Zhu [19] review
some of the effective error detection techniques for
image and video coding systems. Obviously, thesg .
techniques can be employed in several block-basefd
compression systems to effectively detect th .
location of damaged blocks. Hence, in this paper, Class0 Class 1 Class 2
we focus only on the problem of concealing the
error blocks for block-based image coding systems
For this work, we assume that the locations of the}
damaged blocks are known, and discuss techniquds
for concealing the detected errors.
Block-based image compression techniques firs Class 3 Class 4
spiit an image into small sized blocks, and then ig. 1. Five cl in the proposed block intensity-based classi
Elr:)itl)(d%(;}:eesaeccbl.:?a(.:tkesly Tn(zogfcgfnf:]reucé éhzlg%?iﬁﬁse@:%\tion sc(;ecrr;wjles.S (‘el'?le blackpblgcks denote the dar%aged block.
employ edge-based classification, which utilises the
information of neighbouring blocks surrounding the ¢ Class 1 (Block intensity is increasing from right
damaged block. In general, the edge direction or to left): if /m_ — mg = T andmg > m,.
type is determined by exploiting the neighbouringe Class 2 (Block intensity is increasing from left
blocks for the damaged block. Consequently, when to right): if [m_ — mg = T andmg < m.
the block size is small, the edge-based classificatiog Class 3 (Block intensity is increasing from up to
methods can obtain an acceptable performance. bottom): if [my — mg| = T and mg > my.
However, if the block size is large, the edge propertye Class 4(Block intensity is increasing from bottom
of a single block will become complex and compli-  to up): if [my, — mg| = T and my > mg.
cated to classify the edge pattern. In fact, the block- . ) . L
based coding systems encode images or video wit 'ereT is the predeflned intensity distance threshold.
larger block sizes in order to achieve higher com- \gure 1 shows the five classes for a damaged block.
pression rates. Therefore, we propose a novel EdOtice that when botfim, — mg| and jm._— my
algorithm that contains a block-sised independenfjIre Iarger. tharll, the_class_oﬂ\/l_ 'S determined by
classification to determine the use of MLP predictors.the one with a larger intensity distance. For example,
to reconstruct the damaged blocks. In the foIIowing,If |mL?._ m.B| IS Iar_ger th_an|mL — My, the block
we first describe the basic structure of the propose lassifier W'.” class!fyM. into Class 3 or Qlass 4.
EC algorithm, which can conceal the separated dam- Ithoug_h .th's gIaSS|f|cat|on procedure is 3|mple_ and
aged blocks in a decompressed image. Secondly, r(,g)ugh, it is rellab'le for the”proposed EC algorithm
complete EC algorithm is presented for conc:ealingbec"’1use of the high capability of the MLP network.

the image with irregular errors and consecutive dam- The proposed EC sch_eme uses f|ve_ MLP predic-
tors, and its corresponding MLP predictor corrects

aged blocks, each of the damage blocks. In the beginning, the
final synaptic weight vectow for each class is

3.1. Error Concealment for Images with produced by the backpropagation learning algorithm,

Separated Lost Blocks and is used to construct the MLP network. Boundary

pixels surrounding a damaged block are used for
In the proposed EC algorithm, the average intensityreconstructing the damage block, as shown in Fig.
values of four adjacent blocks (up, bottom, left and2. To conceal errors for the block with different
right blocks) surrounding a damaged block are usedizes, the missing pixels within a damaged block
as the inputs of block classification. We classify aare gradually estimated, from the outside in. By the
single damaged block into five classes, based on thepatial redundancy between the intensity values of
adjacent blocks’ grey-level intensity values. e,  adjacent samples, the MLP predictors utilise the
mg, Mg and m_ be the average intensity values of
up block U, bottom blockB, right block R and left

block L for a damaged blochM, respectively. The

mean values are used to determine the clasdlof Mo Intensitybased |-
by the classification rules described as follows: neighbouring blocks classification | Class 4 :
e Class 0(Smooth block): ifjmy, — mg| < T and

|m_ - mR| < T. Fig. 2. The structure of damaged block classification approach.
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scheme.
Fig. 4. Pixels surrounding and in a damagedx8 block.

boundary pixels surrounding the damaged block to

estimated the outer pixels in the block. Then, the and used as the input vectors of the MLP network.
reconstructed pixels are used to estimate the inner The MLP predictor with the synaptic weight vec-
pixels layer by layer. Finally, the MLP predictors tors w,; is used to estimate the boundary vector
can iteratively estimate all of the pixels in the x; for thei X i block.

damaged block. The adaptive MLP algorithm for ae Step 4.Storex; into the damaged block at corre-
single damagea X n block is described as follows: sponding position and set— i — 2.

e Step 1. Determine the class for the damaged' Step 5.1f i > 0, then go to step 3.

block using the classification rules. The block diagram of the proposed EC scheme
e Step 2.Seti «— n andk « class number for the is shown in Fig. 3. For example, when an image is
damaged block. encoded with a block size of & 8, the pixels

e Step 3. Two boundary vectors ofi(+ 2) X (i surrounding a damaged block and the pixels in the
+ 2)and { + 1) X (i + 1) blocks are combined block are as shown in Fig. 4. The proposed EC

The reconstructed
boundary pixels
in an 8x8 block

The reconstructed
damaged block
pixels

The reconstructed
boundary pixels
in an 6x6 block

The reconstructed
boundary pixels
in an 4x4 block

The reconstructed
boundary pixels <«
in an 2x2 block

Fig. 5. The combination procedure of the reconstructed pixels for a damaged block.
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D Processed blocks

Uncertain blocks
- Currently reconstructed block

® Necessary pixels for the
adaptive MLP EC predictors

(2)

Fig. 7. lllustration of the proposed pre-processing procedure. (a)
An error image with neighbouring damaged blocks; (b) the image
after pre-processing.

Estimation of the
necessary pixels for

Adjacent blocks of Do all the

the currently adjacent blocks g
N the currently
reconstructed block exist? reconstructed block
Yes
Currently reconstructed
block classification
Fig. 6. (a) Necessary pixels for correcting a damaged block; (b) -
\ . h . Iterative MLP
the adjacent blocks for the necessary pixel estimation of the
. . damaged block
blocks BL and BR; and (c) the adjacent blocks for the necessary estimation
pixel estimation of the block&® and B. &

Next damaged block

Fig. 8. Block diagram of the proposed adaptive EC algorithm

. ) - . . ith th - [ h.
algorithm first utilises the surrounding pixeds, ; 44 W © pre-processing approac

andayo 1. 36 as the input signals of the MLP predic-

tor. After the first neural network is computed, the 3.2. Error Concealment for Images with

output can be stored into the outer boundary pixeldNeighbouring Lost Blocks

bs 1. »¢ for the damaged block. Then, the pixels

&01.36 and bg; g are used to estimate the pixels The proposed EC algorithm described previously
bs 1. 20 Using the same procedure, the estimatedassumes that the errors are localised to separated
pixels for an 8 X 8 damaged block are combined blocks in the decompressed image. In fact, errors
from the output pixels of the MLP predictors with typically propagate through several consecutive
the four different block sizes. Figure 5 shows theblocks for compressed images, and then yield some
combined procedure in the proposed EC algorithmof the adjacent lost blocks. In this condition, the
Clearly, the above algorithm is always practical evenproposed algorithm would fail to reconstruct the

if the edges in a compressed image are complexlamaged blocks because there are not enough input
or irregular. signals for MLP prediction. Hence, we have

Table 1. The PSNR values (dB) of images with damaged blocks and reconstructed images outside the training set.

Type of block loss No EC Jung’s algorithm Proposed algorithm Proposed algorithm
without classification

Every 2 X 2 block lost 20.7 33.1 32.9 334
Every 2 stripe lost 17.9 29.1 29.0 29.5
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designed a pre-processing procedure for the proAs shown in Fig. 6(a), when a damaged block is
posed EC algorithm to conceal the neighbouringreconstructing, each of the four neighbouring blocks
damaged blocks in the decompressed images. In thélL, U, UR and L must be a good block (no pixel
proposed EC algorithm, the damaged blocks arés missing) or a reconstructed block. These blocks
reconstructed from top to bottom and left to right. are called theprocessed blockén this paper. The

(© @

Fig. 9. Results of the image Lena. (a) Error image with separated lost blocks; (b) reconstructed image using proposed algorithm for
(a); (c) error image with striped lost blocks; and (d) reconstructed image for (c).
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(a) (b)

Fig. 10. Results of the image Lena. (a) Magnified portion of the reconstructed image Fig. 9(b); (b) magnified portion of the
reconstructed image using the proposed EC algorithm without block classification.

information in the processed blocks can be utilisedsary pixels. For block8L and BR, only the four
for the MLP predictors as inputs directly in the pixels in the corner near the currently reconstructed
proposed EC algorithm. On the contrary, blodRs block are used as the inputs for the proposed EC
BL, B and BR are blocks that might also be the algorithm. As shown in Fig. 6(b), the pixels, b,,
damaged blocks. Thus, we call the blocks timeer-  b; and b, are estimated using the adjacent pixels
tain blocks. The pre-processing procedure is use@,, a, as; &, C;, C, C; and ¢, in the contiguous

to estimate the missing pixels in these uncertairblocks. However, in the situation that the pixas
blocks that are necessary inputs for concealing the,, ¢; andc, are also missing, the estimation would
currently reconstructed block. In this work, we alsobe made only utilising the pixels in the processed
employ the MLP networks to reconstruct the necesblock. Similarly, the pixels needed for the proposed

Table 2. The PSNR values (dB) of reconstructed image ‘Lena’ with damaged blocks in several different BLR.

BLR No Wang's Proposed BLR No Wang’s Proposed
concealment algorithm algorithm concealment algorithm algorithm
1% 31.7 35.4 35.5 16% 22.1 31.3 32.3
2% 30.2 35.1 35.1 17% 22.1 31.1 32.2
3% 28.7 34.8 35.0 18% 21.7 30.9 31.8
4% 27.3 34.4 34.6 19% 21.7 30.7 314
5% 26.8 34.1 34.3 20% 21.4 30.5 314
6% 26.4 33.8 34.2 21% 21.1 30.3 30.9
7% 25.8 335 34.0 22% 21.1 30.1 30.8
8% 25.4 33.2 33.9 23% 20.9 29.8 30.6
9% 24.6 33.0 33.6 24% 20.8 29.6 30.2
10% 24.2 32.8 33.1 25% 20.5 29.3 30.1
11% 23.8 325 32.8 26% 20.4 29.1 29.9
12% 23.8 32.3 32.7 27% 20.2 29.0 29.7
13% 23.2 32.0 32.7 28% 20.1 28.9 29.6
14% 22.8 31.8 32.6 29% 19.7 28.7 29.2

15% 22.8 315 324 30% 19.6 28.5 28.9
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F-16, Sailboat, Tiffany and Toys). The images are
monochrome images of size 512 512 with 256

: e TR grey levels. For the backpropagation learning algor-
! \\ ithm, the initial synaptic weights are produced by a

random number generation function at a floating
pe— EC\\\\—\‘L% interval [0-0.00001]. The learning rate parameter
-~ o Wangs algorithm = 0.01 is chosen to produce the final synaptic weight
—+— Proposed algorithm o vectors because of the trade-off between the per-
formance and computational speed. To evaluate the
performance of the EC algorithm numerically, the
Peak Signal-To-Noise Ratio (PSNR) between the
Fig. 11. PSNR performance of Wang's and the proposed algor-q images has been calculated. In the proposed
thms for the Lena image. EC algorithm, we select the intensity threshdldas
10 for determining the class of a damaged block.
EC algorithm in blockB andR can be estimated by In fact, the quality of the reconstructed images is
using the same pre-processing procedure as shown gimilar for selectingT in the range of 10 to 30 in
Fig. 6(c). Note that the worst case for a damagedhe simulations.
block is that all of the uncertain blocks are also To prove the precision of the proposed MLP
damaged. In this situation, the necessary pixels imprediction, we first compare the results using the
uncertain blocksR and BL will first be estimated proposed EC algorithm and the simulation results
because at least one processed blockRomnd BL ~ of Jung’s algorithm [7]. Table 1 shows the PSNR
can be found. Then the estimated pixelsRnand performance for the original Lena image with dam-
BL are used to recover the necessary pixel8iR  aged blocks. This shows that the proposed EC algor-
and B, respectively. For illustration, Fig. 7(a) is ithm can obtain a better prediction. Figure 9(a)
an image with neighbouring damaged blocks. Theshows the image with every one out of four blocks
processed image that is produced by the proposedamaged. Figure 9(c) is the image with every one
pre-processing procedure is shown in Fig. 7(b).out of two stripes lost. The damaged blocks in the
Moreover, the mean values of the estimated pixelsmage are replaced with level 128. The reconstructed
in B and R are used as theng and mg for the images using the proposed algorithm for Figs 9(a)
block classification in the proposed EC algorithm,and 9(c) are shown in Figs 9(b) and 9(d), respect-
respectively. Clearly, after the pre-processing prodvely. To show the differences among the recon-
cedure, the proposed EC algorithm can estimate abtructed images using the proposed EC algorithm
the damaged blocks in the error image. with and without the block classification, the
A block diagram of the proposed EC algorithm enlarged portion in the reconstructed Lena images
with pre-processing is summarised in Fig. 8. Theare given in Figs 10(a) and 10(b), respectively. We
proposed algorithm utilises only one neural networknote that the proposed EC algorithm with block
model, the MLP network. Thus, the architecture ofclassification can really diminish the occurrence of
the proposed EC algorithm with pre-processing isblocking effects in reconstructed images.
simple, redressing easily, and suitable for hardware Secondly, we compare the proposed EC algorithm
design. Moreover, MLP neural networks are a highlywith other algorithms performed for DCT-based
parallel computer architecture, and thus offer theimage coding. The test Lena image is compressed
potential for real-time applications. with a block size of 8X 8 by the standard JPEG
system. The bit rate of the compressed image is
0.60 bits per pixel (bpp), and the PSNR value is
4. Simulations and Results 35.9 dB. The locations of the damaged blocks are
selected randomly. In the simulations, the Block
In the computer simulations, the three-layer MLPLoss Rate (BLR) is defined as the rate of the
networks are used as nonlinear predictors to reconaumber of damaged blocks to the total number of
struct the damaged blocks for the images with ablocks in the decompressed image. Also, the inten-
block size of 8 X 8. The pre-processing scheme sity values of the damaged blocks are initially
employs two-layer MLP networks to estimate thereplaced by 128. The simulation results of two SPC
necessary pixels surrounding the damaged blockslgorithms, namely Wang's algorithm [5] and the
The synaptic weights of the neural networks areproposed algorithm, are presented in Fig. 11 and
generated by the backpropagation learning algorithnTable 2. Wang’s algorithm has been shown to be
from the training set of five different images (Boat, an efficient SPC algorithm for image and video

PSNR (dB)
5

[\l
(=)

1% 4% 7% 10% 13% 16% 19% 22% 25% 28%
Block Loss Rate (BLR)
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(2) (b)

(©) (d

Fig. 12. Results of the image Lena. (a) Damaged image with 10% BLR; (b) reconstructed image using the proposed EC algorithm
for (a); (c) damaged image with 20% BLR; and (d) concealed image by the proposed EC algorithm for (c).

communication [5,9,19-22]. It can be observed thallPEG Lena image with 10% and 20% BLRs in
the performance of the proposed algorithm is bettefFigs 12(a) and 12(c), respectively. The reconstructed
than that of Wang's algorithm. The averageimages for Figs 12(a) and 12(c) using the proposed
improvement for the 30 error images that with thealgorithm are shown in Figs 12(b) and 12(d),
BLR, from 1% to 30%, is 0.5dB. We present the respectively. In Fig. 12, we observe that both the
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smooth and detailed regions in the reconstructed>5.

images can obtain good visual quality using the
proposed EC algorithm. From the simulation results,
we find that the proposed algorithm has very good
performance.

5. Conclusions

In this paper, we have proposed a novel adaptive
EC algorithm using neural network techniques for

block-based image coding systems. The proposedo.

algorithm reconstructs an error image only using its
intra-band information, and utilises an intensity-
based block classification procedure to avoid the
disadvantages of the edge-based EC schemes. We
adopt MLP networks to accurately reconstruct all of

the damaged blocks. The backpropagation learningl.

algorithm is used to construct the synaptic weights
for the MLP predictors in the proposed EC scheme.
Moreover, a pre-processing procedure is performed

to solve the problem of adjacent block loss for the13.

proposed EC algorithm. In fact, an MLP network
can be implemented easily using VLSI techniques.
The hardware design for the proposed EC schem
is simple and efficient. By comparison with other
algorithms, the proposed EC algorithm obtains a

superior performance for error correction. From thelb5.

experimental results, we find that the proposed algor-
ithm is expected to be a useful EC algorithm for

block-based image coding systems. In future work, ¢

we will extend the proposed algorithm to other
image and video compression applications, such as

videoconferencing, video on demand and high—defi—17-

nition TV.

18.
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