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Error Control in Wireless Sensor Networks:
A Cross Layer Analysis

Mehmet C. Vuran, Member, IEEE, and Ian F. Akyildiz, Fellow, IEEE

Abstract—Error control is of significant importance for Wire-
less Sensor Networks (WSNs) because of their severe energy
constraints and the low power communication requirements. In
this paper, a cross-layer methodology for the analysis of error
control schemes in WSNs is presented such that the effects
of multi-hop routing and the broadcast nature of the wireless
channel are investigated. More specifically, the cross-layer effects
of routing, medium access, and physical layers are considered.
This analysis enables a comprehensive comparison of forward
error correction (FEC) codes, automatic repeat request (ARQ),
and hybrid ARQ schemes in WSNs. The validation results show
that the developed framework closely follows simulation results.

Hybrid ARQ and FEC schemes improve the error resiliency of
communication compared to ARQ. In a multi-hop network, this
improvement can be exploited by constructing longer hops (hop
length extension), which can be achieved through channel-aware
routing protocols, or by reducing the transmit power (transmit
power control). The results of our analysis reveal that for hybrid
ARQ schemes and certain FEC codes, the hop length extension
decreases both the energy consumption and the end-to-end latency
subject to a target packet error rate (PER) compared to ARQ.
This decrease in end-to-end latency is crucial for delay sensitive,
real-time applications, where both hybrid ARQ and FEC codes
are strong candidates. We also show that the advantages of FEC
codes are even more pronounced as the network density increases.
On the other hand, transmit power control results in significant
savings in energy consumption at the cost of increased latency for
certain FEC codes. The results of our analysis also indicate the
cases where ARQ outperforms FEC codes for various end-to-end
distance and target PER values.

Index Terms—Automatic repeat request, cross layer analysis, en-
ergy consumption, forward error correction, hybrid ARQ, latency,
wireless sensor networks.

I. INTRODUCTION

W IRELESS sensor networks (WSNs) are characterized
by collaborative information transmission from mul-

tiple sensor nodes observing a physical phenomenon [1]. Severe
energy constraints of battery-powered sensor nodes necessitate
energy-efficient communication protocols in order to fulfill ap-
plication objectives. Moreover, the low power communication
constraints of sensor nodes exacerbate the effects of the wire-
less channel leading to error-prone links. In WSNs, correlation
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between sensors can be exploited in terms of aggregation, col-
laborative source coding, or correlation-based protocols. Since
these techniques aim to reduce the redundancy in the traffic,
the reliability of the filtered packets is important for energy
efficiency. Hence, energy efficient error control is of extreme
importance. Moreover, the strict energy consumption require-
ments, the multi-hop structure of the WSNs, and the broadcast
nature of the wireless channel necessitate a cross-layer investi-
gation of the effects of error control schemes.

In this paper, a cross-layer analysis of error control schemes
is presented. More specifically, the effects of multi-hop routing
and the broadcast nature of the wireless communication are
investigated to derive the equations governing the energy con-
sumption, latency, and packet error rate (PER) performance
of error control schemes. As a result, a cross layer analysis
framework, which considers routing, medium access control,
and physical layers, is devised. More specifically, we consider
channel-aware geographical routing and contention-based
MAC protocols. This analysis enables a comprehensive com-
parison of forward error correction (FEC), automatic repeat
request (ARQ), as well as hybrid ARQ schemes in WSNs. In
this paper, we have extended our work in [23], which is, to
the best of our knowledge, the first work that considers both
the broadcast wireless channel and the multi-hop structure of
WSNs with realistic channel models and a two-dimensional
topology. The investigation of Reed–Solomon codes has been
included to provide a complete analysis of FEC codes in WSNs.
Moreover, the effects of medium access control (MAC) has
been incorporated into our framework. Furthermore, the ad-
vantages of hybrid ARQ schemes are explored. The developed
framework is validated through simulation results and provides
a practical comparison of these schemes by considering two
major hardware architectures for WSNs, i.e., Mica2 [9] and
MicaZ [10] nodes. It should be emphasized that in this work,
we do not propose a new FEC code for WSNs. Rather, we
devise a framework to assess the performance of FEC, ARQ,
and hybrid ARQ schemes. Furthermore, our goal is to indicate
the situations where one of the error control schemes should be
favored.

The rest of this paper is organized as follows. In Section II, an
overview of analysis on error control schemes in WSNs is pro-
vided. Our approach and the system model for cross-layer anal-
ysis are explained in Section III. In Section IV, the cross-layer
analysis of ARQ, FEC, and hybrid ARQ schemes is presented.
The numerical evaluations are explained in Section V along with
their implications on the tradeoffs of error control schemes. Fi-
nally, the paper is concluded in Section VI.

1063-6692/$26.00 © 2009 IEEE
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II. RELATED WORK

Although there have been several studies on error control
techniques in wireless networks and especially in cellular net-
works, none of them are directly applicable to WSNs. Espe-
cially, the limited energy consumption requirements and the low
complexity in the sensor hardware necessitate energy efficient
error control and prevent high complexity codes to be deployed.
Recently, there have been some work that considers the energy
consumption analysis of error control techniques in WSNs.

In [20], the energy consumption profile of convolutional
codes has been presented based on a specific sensor node
architecture, i.e., AMPS node. It has been shown that convo-
lutional codes results in lower energy efficiency compared to
uncoded transmission for probability of bit error,
[20]. Similarly, in [15], the energy efficiency of convolutional
codes is compared to the energy efficiency of BCH codes in a
framework to optimize the packet size in WSNs. The results of
this work reveal that BCH codes outperform the most energy
efficient convolutional code by almost %15. A similar result
is reported in [4], where convolutional codes are shown to be
inferior to block codes in terms of energy consumption. Con-
sequently, we do not consider convolutional codes in our work
due to their energy inefficiency. Although important insight
on error control schemes in WSN has been provided in these
work, still a point-to-point analysis has been conducted, which
does not capture the cross-layer effects of medium access and
multi-hop communication in WSNs.

Recently, rateless codes (LT- and Raptor codes) have been
proposed that perform very close to the theoretical limit [14] and
[19]. However, for these codes to perform efficiently, very long
payload lengths of 100 000 are required. Since the wireless
sensor network hardware cannot support packet sizes larger than
120–250 bytes, rateless codes are not considered in our analysis.

In [17], an analysis of different modulation schemes and two
BCH codes is presented based on their energy consumption ef-
ficiency. However, in this analysis, the energy consumption for
transmitting redundant bits is considered as the only overhead
of error control coding without considering the decoding en-
ergy. Similarly, in [4], the bit error rate (BER) performance and
power consumption of block and convolutional codes are inves-
tigated considering a Gaussian channel. In both of these work, a
single-hop WSN link is considered, which decouples multi-hop
routing and the effects of error control codes.

In [11], the effect of error control coding on the energy con-
sumption of multihop WSNs is studied. However, this analysis
considers a linear topology, where the distances between each
hop are fixed and equal. Moreover, for each link, the probability
of error is assumed to be the same. Consequently, the fading ef-
fects of the wireless channel and the random route construction
cannot be captured with the presented framework in [11]. Fur-
thermore, the end-to-end latency has never been considered in
the context of FEC codes in WSNs before.

Contrary to the existing work, we provide a cross-layer
analysis of error control schemes in WSNs. More specifically,
a cross layer analysis framework, which considers routing,
medium access control, and physical layers, is devised. This
is, to the best of our knowledge, the first work that considers
the broadcast wireless channel and the multi-hop structure

of WSNs with realistic channel models and a 2 dimensional
topology for error control analysis.

III. MOTIVATION AND SYSTEM MODEL

In general, the error control mechanisms can be categorized
into three main approaches; automatic repeat request (ARQ),
forward error correction (FEC), and hybrid ARQ as follows:

• Automatic Repeat Request (ARQ): ARQ-based error con-
trol mainly depends on the retransmission for the recovery
of the lost data packets. ARQ protocols enable retransmis-
sions of failed packets by sending explicit acknowledge-
ments upon failure. It is clear that ARQ error control mech-
anisms incur significant additional retransmission cost and
overhead in case of errors. On the other hand, in the case
of good channel quality, overhead of the ARQ protocols is
low compared to FEC schemes. The efficiency of ARQ in
sensor network applications is limited due to the scarcity
of the energy and processing resources of the sensor nodes.

• Forward Error Correction (FEC): FEC adds redundancy
to the transmitted packet such that it can be received at the
receiver error-free even if the limited number of bits are
received in error. Consequently, FEC codes incur commu-
nication overhead in terms of transmission and reception
of additional redundant bits as well as decoding packets.
In WSNs, where low clock-rate CPUs are used, decoding
energy should also be considered in assessing the perfor-
mance of FEC protocols. There exist various FEC codes
that are optimized for specific packet sizes, channel con-
ditions, and reliability requirements such as linear block
codes (BCH and Reed–Solomon (RS) codes) as well as
convolutional codes. In our analysis, we consider BCH and
RS codes because of their energy efficiency.

• Hybrid ARQ (HARQ): Hybrid ARQ schemes aim to exploit
the advantages of both FEC and ARQ schemes by incre-
mentally increasing the error resiliency of a packet through
retransmissions. Mainly, two types of HARQ schemes
exist: Type I and Type II. With HARQ-I techniques, first
an uncoded packet or a packet coded with a lower error
correction capability is sent. If this packet is received
in error, the receiver sends a negative acknowledgement
(NACK) to the sender, which re-sends the packet coded
with a more powerful FEC code. The difference in Type
II is that for retransmissions, only the redundant bits are
sent. While Type II decreases the bandwidth usage of
the protocol, Type I does not require the previously sent
packets be stored.

Forward error correction (FEC) coding and hybrid ARQ
schemes improve the error resiliency compared to ARQ
schemes by sending redundant bits through the wireless
channel. Therefore, lower signal to noise ratio (SNR) values
can be supported to achieve the same error rate as an uncoded
transmission. This advantage can be exploited in two ways in
WSNs to overcome the overhead because of increased commu-
nication and computation cost:

• Hop Length Extension: In multi-hop networks, the error
resiliency of FEC and HARQ schemes can be exploited to
improve the effective transmission range of a node. This is
illustrated in Fig. 1, where the packet error rate contours
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Fig. 1. 2-D average packet reception rate graphs for (a) ARQ �� � �� and
(b) FEC (BCH(128,78,7)) for MicaZ.

of ARQ and FEC codes are shown at around a transmitter
node for a packet of 38 bytes for MicaZ nodes. Comparing
Fig. 1(a) and (b), for a target packet reception rate of 0.9,
the average transmission range of a node is 29 m for ARQ
and 42 m for FEC with transmit power of 5 dBm. This
clearly illustrates that FEC codes can increase the effective
transmission range of a node compared to ARQ by using
the same transmit power. This can be exploited to con-
struct longer hops in a multi-hop network such as WSNs.
We refer to this technique as hop length extension, which
can be achieved through channel-aware cross-layer routing
protocols as we will explain in the following sections.

• Transmit Power Control: The improved error resiliency
provided through FEC codes can also be exploited by re-
ducing the transmit power. This technique, which we refer
to as transmit power control, improves the capacity of the
network by reducing the interference to other users.

In the following, we investigate the tradeoffs between ARQ,
FEC, and hybrid ARQ schemes in terms of energy consump-
tion, latency, and end-to-end packet error rate considering the
hop length extension and the transmit power control techniques
to exploit the error resiliency of FEC and hybrid ARQ tech-
niques. In our analysis, we consider a network composed of
sensor nodes that are distributed according to a 2-D Poisson
distribution with density . Duty cycle operation is deployed
such that each node is active for fraction of the time and is in
sleep mode otherwise [2]. Moreover, we consider a monitoring
application such that the reporting rates of sensors are low but
the messages should be transmitted reliably subject to a certain
end-to-end packet error rate target.

In order to realize hop length extension, we consider a
channel-aware routing algorithm, where the next hop is deter-
mined according to the received signal-to-noise-ratio (SNR) of
a packet sent from a specific node at a distance from the
sink. Among the neighbors of , the neighbor, , that is closest
to the sink and with SNR value, is selected as the
next hop, where is the received SNR threshold. This ap-
proach can be implemented using a cross-layer approach as in
[2] or through signaling [18]. The medium access is performed
through RTS-CTS-DATA exchange in addition to ACK and
retransmissions for ARQ and NACK and retransmissions for
hybrid ARQ.

Accordingly, first, the expected hop distance is derived as a
function of the network parameters. Then, the end-to-end energy
consumption, latency, and packet error rate (PER) of a single
flow are derived. We use the model shown in Fig. 2 and the

Fig. 2. Reference model for the derivations.

log-normal shadow fading channel model [26] for our deriva-
tions. Note that in such a model, the transmission range of a
node is essentially infinite due to the shadow fading compo-
nent. In our analysis, we approximate the transmission range of
a node to , which is the distance at which the probability that
a packet can be successfully received is negligible. Moreover,
the distribution of hop distance and the associated parameters at
each hop is considered independent since duty cycle operation
is performed. As a result, the state of the network will change at
each hop since different nodes will be awake at different time in-
stants. In [22], duty cycle operation is not considered and hence,
a different approach has been taken. Note that energy consump-
tion analysis has been performed in a node-centric manner for
routing algorithms in [21], [25]. However, these models do not
incorporate the effects of neighbor nodes, the wireless channel
quality, or the channel-aware routing decisions in this context.
Moreover, the effects of channel conditions have not been taken
into account in the derivations in [21], [25]. In our analysis, we
investigate the energy consumption to transmit a packet to the
sink with the effect of neighbor nodes and wireless channel ef-
fects, which provides a clear insight into the overall energy con-
sumption in multi-hop WSNs.

Our cross-layer analysis framework enables comprehensive
comparison of ARQ, FEC, and hybrid ARQ schemes. To
illustrate specific results, we consider a block code, which is
represented by , where is the block length, is the
payload length, and is the error correction capability in bits.
More specifically, a block code of can correct bit errors
of up to bits in a block of information bits by sending -
redundant bits. In our analysis, we use a series of extended BCH

codes with and ,
which enable the evaluation of the effect of error correction
capability, . Furthermore, we use the (7, 3, 2), (15, 9, 3),
and (31, 19, 6) RS codes.1 For the hybrid ARQ schemes, we
consider three different configurations. For type-I hybrid ARQ
(HARQ-I), we consider the case where first, an uncoded packet
is sent followed by a packet encoded by BCH codes. Further-
more, a combination of two BCH codes is also considered for
the HARQ-I. The type-II hybrid ARQ (HARQ-II) schemes
require incremental error control coding since only the differ-
ence in redundant bits is sent through retransmissions. This is
generally accomplished through punctured codes [24]. Since
this procedure is energy consuming, we consider the case where
the packet is encoded by a BCH code and then the payload is

1Note that other FEC schemes can also be used in our framework.
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sent first. The receiver uses only the CRC bits in the payload
for decoding. In case of errors, the receiver sends a NACK
packet and the transmitter sends the redundant bits for BCH
decoding. We consider only one retransmission is performed
for the hybrid ARQ schemes. Throughout the paper, the hybrid
ARQ schemes are indicated by a tuple , where the first
parameter, indicates the error correction capability of the
first packet and is that of the second packet. As an example,
HARQ-II refers to type-II hybrid ARQ, where first an
uncoded packet is sent, i.e., , and in case of channel
errors, the redundant bits of the BCH (128, 106, 3) encoded
packet is sent.

IV. CROSS-LAYER ANALYSIS

In this section, we first derive the expected hop distance by
considering the effects of broadcast channel, medium access
control, and channel-aware routing as discussed in Section III.
The results of this analysis are validated through simulations
and used to analyze the end-to-end energy consumption, latency,
and packet error rate (PER) of FEC, ARQ, and hybrid ARQ
schemes. First, we define the total energy consumed as a result
of a single flow from a source node at distance from the sink
as follows:

(1)

where is the expected energy consumption per hop and
is the expected hop count from a source at distance

to the sink. Similarly, the end-to-end latency of a flow is given
by

(2)

where is the expected delay per hop.
A good approximation for the expected hop count is given in

[25] as

(3)

where is the end-to-end distance, is the approximated
transmission range, and is the expected hop distance. In
Sections IV.A, IV.B, and IV.C, we derive the expressions for the
expected hop length, , the expected energy consumption
per hop, , and the expected latency per hop, , re-
spectively.

A. The Expected Hop Distance

Consider a node in the infinitesimal area at
coordinates with respect to the sink as shown in Fig. 2.
The distance from node to node is, hence, given by

(4)

The expected hop distance, , can be found as

(5)

where is the distance between
nodes and as given by (4), is the prob-
ability that the next hop is selected as node , and

.
In order for node to be selected as the next hop, first, the

received SNR, , at each node, , which is closer to the sink
than node , should be lower than the SNR threshold, i.e.,

. Moreover, the received SNR of node should satisfy,

. Consequently, the probability that node is selected as the
next hop is given by

(6)

where is the number of nodes in the area, , at distance
from the sink. The first component in (6) denotes the proba-

bility that there is a node inside the area . The second
component, , in (6) is the probability that the re-
ceived SNR of the node is above . Finally, the third com-
ponent, , is the probability that the next hop is
at least at a distance from the sink, . By integrating through
the feasible area as indicated by the limits in the integrals in (5),
the expected hop distance can be found.

The first component, , in (6) can be approx-
imated by

(7)

where we use the approximation for the last step
since as .

For the calculation of and in
(6), we first introduce the log-normal channel model [26], where
the received power at a receiver at distance from a transmitter
is given by

(8)

where is the transmit power in dBm, is the path loss
at a reference distance in dB, is the path loss exponent,
and is the shadow fading component, with .
Moreover, the signal to noise ratio (SNR) at the receiver is given
by in dB, where is the noise power in
dBm.

Considering the shadow fading component, , the second
term in (5), i.e., the probability that is above SNR threshold,

, is

(9)

where

(10)

and .
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According to the channel model above, by denoting the area
that consists of nodes that are closer to the sink than node as

can be found as

(11)

where is the area of intersection of two circles with centers
separated by and with radii and , respectively. Conse-
quently, is the number of nodes in and

is the average number of nodes in this area. Moreover,
is the probability that for a

node in , the received SNR is less than the SNR threshold,
i.e., . This can found as

(12)

where .
Using (6), (7), (9), (11), and (12) in (5), the expected hop

distance can be calculated as follows:

(13)

which will be used for energy consumption and latency analysis
of FEC, ARQ, and hybrid ARQ schemes according to (1), (2),
and (3).

B. Energy Consumption Analysis

The expected energy consumption and latency per hop are
also calculated by considering a node as shown in Fig. 2. We
denote the expected energy consumption between node and
node by , which is a function of and . Following the
same derivations in Section IV.A and replacing by
in (13), the expected energy consumption per hop is found as

(14)

Since a node can become a next hop if its received SNR value
is above a certain threshold, the expected energy consumption,

, in (14) can be found as

(15)

where is the energy consumption for commu-
nication between nodes and given that they are at a distance

and the SNR value at node is . Moreover, is
the pdf of the SNR, which is a function of as well. Since

is found as

(16)

where is given in (10).

The first component, , in (15) is the energy
consumption to transmit a packet between two nodes at a dis-
tance with received SNR and has three components as
given by2

(17)

where is the energy consumed by the node transmitting the
packet (node ), is the energy consumed by the node re-
ceiving the packet (node ), and is the energy consumed
by the neighbor nodes.

In order to successfully transmit the packet, a node needs
to complete the four-way RTS-CTS-DATA-ACK handshake for
ARQ, three-way RTS-CTS-DATA handshake for FEC codes,
and RTS-CTS-DATA-NACK exchange for hybrid ARQ. Before
transmitting an RTS packet, for medium access, we assume that
a node performs carrier sense mechanism to assess the avail-
ability of the channel and transmits a packet thereafter. Note
that if a reservation-based protocol is used, collisions may be
neglected. In those cases, the remainder of our framework still
applies [23]. Many work focus on the investigation of medium
access performance of carrier sense mechanisms [5], [7], [8],
[17]. Without loss of generality, here, we refer to the work in
[17]. Note that our contribution is not to produce yet another
analysis of carrier sense mechanism. Rather, we aim to illus-
trate the impact of MAC on error control in WSNs.

A successful allocation of the channel depends on both suc-
cessful carrier sense and the fact that the transmission encoun-
ters no collisions. The probability of successful carrier sense,

, can be denoted as follows [17]:

(18)

where is the number of re-sensings allowed for one transmis-
sion and is the probability of sensing the channel free, which
is given by:

(19)

where is the carrier sense period and is the duration of
a packet transmission. After a successful carrier sense, a colli-
sion can only occur if another node transmits during the vulner-
able period of . As a result, the probability of no collisions,

, is given by

(20)

The term that appears in both (19) and (20) refers to
the overall traffic that is generated by all the nodes inside the
transmission range of a node, which is given by

(21)

where is the total generated traffic in the transmission range
of a node and is the probability of successful transmis-
sion. Accordingly, the probability that a node can successfully
acquire the channel is given by , which can be found
by solving the system of (18), (20)–(21).

2We drop the indices � and � for ease of illustration.
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The total generated packet rate, , depends on both the gen-
erated traffic rate and the size of the packet. Let us assume that
the sensor node has an average sampling rate of bits/s. De-
noting the length of the packet payload as , on the average,
the packet generation rate of a node is pkts/s. Since
a node will also relay packets from other nodes to the sink, the
packet transmission rate of a node is higher than this value. If
a routing scheme that equally shares the network load among
nodes is considered, on the average, the packet transmission rate
of a node is , where . Consequently, in (21)
is given by , where the number of nodes that are
in the transmission range of a node is given by .

Upon accessing the channel, the energy consumption depends
on the probability that a data and a control packet is success-
fully received at distance with SNR, , which are denoted
as and , respectively.3 The derivations of
and are explained in Section IV.E. In addition, an RTS
packet transmission is only successful if a node can successfully
acquire the channel (given by ). Accordingly, is
given in (24), (25), and (26) for ARQ, FEC, and HARQ, respec-
tively, where

(22)

(23)

are the expected number of retransmissions for ARQ, FEC, and
HARQ, which are further limited by the allowed maximum
number of retransmissions.

(24)

(25)

(26)

In (24), (25), and (26), and are the packet transmission
and receiving energies for packets, where the superscripts

, and refer to RTS, CTS, DATA, and ACK packets,
respectively. The first term in (24) is the expected number of
retransmissions, which is a function of probability of successful
carrier sense, , the probability of no collisions, , and
the successful transmission probability of control and data
packets. The first term in parenthesis, , is the energy

3We consider the length of RTS, CTS, ACK, and NACK packets the same
and drop the indices � in the remaining for clarity.

consumption for sensing the region. If the channel sensing
is successful, the node transmits an RTS packet and receives
a CTS packet if there is no collision and the RTS packet is
successfully received at the destination. Similarly, data packet
is sent if the CTS packet is received successfully, followed by
an ACK packet reception. The last two terms in the parentheses
are the energy consumption for the timeout for CTS and ACK
packets in case of packet errors. Similarly, for FEC and
hybrid ARQ can be found as in (25), and (26), respectively,
where is the decoding energy and the subscripts and

in (26) refer to the transmitted packets for the first and
second transmission in hybrid ARQ. In our calculations, we
assume that RTS and CTS packets are also encoded in order
to fully exploit the advantages of FEC codes. Using the same
approach, the energy consumption of the receiver node,
in (17), is given as follows:

(27)

(28)

(29)

for ARQ, FEC, and hybrid ARQ, respectively.
The last term in (17), , is the energy consumed by the

neighbors of the transmitter and the receiver nodes, which is
shown in (30) and (31) for ARQ, hybrid ARQ, and FEC codes:4

(30)

(31)

Using these derivations in (1), the end-to-end energy consump-
tion can be calculated for each error control technique.

C. Latency Analysis

The expression for end-to-end latency of a flow is derived
using the similar approach above. The delay per hop is given by

(32)

where

(33)

and is given in (34), (35), and (36) for ARQ, FEC, and
hybrid ARQ, respectively, where is the time spent for
sensing, and are the control and data packet transmis-
sion time, respectively, is the timeout value, and and

4We assume the header information is sufficient for backoff.
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are the decoding latency for control and data packets, re-
spectively. The derivations of (34), (35), and (36) follow a sim-
ilar approach as in (24).

(34)

(35)

(36)

D. Decoding Latency and Energy

One of the major overheads of FEC codes in addition to trans-
mission and reception of redundant bits is the energy consump-
tion for encoding and decoding packets as well as the delay as-
sociated with it. It is well known that the encoding energy for
block codes is negligible [13]. Hence, we only consider the de-
coding energy and latency in our calculations in Sections IV.B
and IV.C. The Mica2 and MicaZ nodes that we consider for our
analysis do not provide hardware support for FEC coding [9],
[10]. Hence, we assume that FEC coding is implemented in soft-
ware. According to [13], the latency of decoding for a block
code is given as

(37)

where and are the latency for addition and mul-
tiplication, respectively, of field elements in GF

[15]. Both Mica2 and MicaZ nodes are imple-
mented with 8-bit microcontrollers [3], which can perform
addition and multiplication of 8 bits in 1 and 2 cycles, respec-
tively. As a result,

(38)

where is one cycle duration, which is 250 ns for both
Mica2 and MicaZ [3]. Consequently, the decoding energy con-
sumption is , where is the current for
processor, is the supply voltage, and is given in (37).

E. Bit and Packet Error Rate

In this section, we derive the expressions for bit and packet
error rate for Mica2 and MicaZ nodes. Since the modulation
schemes used in these nodes are significantly different, it is nec-
essary to investigate the effects of FEC and hybrid ARQ on these
nodes separately. Mica2 nodes are implemented with non-co-

herent FSK modulation scheme. The bit error rate of this scheme
is given by [13]:

(39)

where is the received SNR, is the noise bandwidth, and
is the data rate. The modulation scheme used in MicaZ nodes

is offset quadrature phase shift keying (O-QPSK) with direct
sequence spread spectrum (DSSS). The bit error rate of this
scheme is given by [12]:

(40)

where

where is the number of chips per bit, and is the number of
simultaneously transmitting users.

Based on the bit error rate , the PER for the error control
schemes can be calculated as follows. For ARQ, the CRC-16
error detection mechanism is deployed in both Mica nodes. As-
suming all possible errors in a packet can be detected, the PER
of a single transmission of a packet with payload bits is given
by

(41)

For the BCH codes, assuming perfect interleaving at the
transceiver, the block error rate (BLER) is given by

(42)

The block error rate for RS codes are found through simulations.
More specifically, Berlekamp–Massey algorithm [6] is imple-
mented and simulated to find the relationship between the block
error rate and the bit error rate.

Since a packet can be larger than the block length , espe-
cially where small block lengths are used, the PER for FEC is
given by

(43)

where is the number of blocks required to send bits and
is the ceiling function. Using (41), (42), and (43), the PER

for the hybrid ARQ schemes are also found. The packet suc-
cess probabilities and used in Section IV for control and
data packets can then be found by using and ,
respectively.

V. NUMERICAL RESULTS

In this section, we investigate the effects of FEC and hy-
brid ARQ schemes in terms of PER, energy consumption and
end-to-end latency in a multi-hop network via numerical evalua-
tions in MATLAB and simulations. The developed framework is
validated through simulations and the cases where FEC and hy-
brid ARQ can be more favorable than ARQ are discussed. More-
over, an energy and latency-based taxonomy is devised to quali-
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Fig. 3. (a) Average hop distance and (b) average energy consumption of a flow versus � . (c) End-to-end PER versus � and (d) average end-to-end latency
versus � (MicaZ).

TABLE I
PARAMETERS

tatively compare FEC schemes with ARQ. For this comparison,
two sensor node architectures are considered, i.e., Mica2 [9] and
MicaZ [10]. We consider a multi-hop network, where a random
access scheme and a channel-aware routing protocol is deployed
as discussed in Section III. Unless otherwise noted, the param-
eters in Table I are used for the numerical results. For Mica2
nodes, the experimental values in [16] are used while for MicaZ,
the values on the datasheet are used [10].

In addition to the numerical evaluations, simulations are also
performed to validate the theoretical results. The simulation

platform is developed in C++ [2], where a network of 300 nodes
randomly deployed in a 300 300 area is considered. Packets
generated from a node at the side of the network are sent to the
sink on the other side of the network through channel-aware
routing. The simulation results for average hop distance and the
end-to-end energy consumption are shown in Fig. 3(a) and (b).
Each result is an average of 5000 packet transmissions for each
randomly generated topology, with five different topologies
considered.

The expected hop distance , which is found in (5), is
shown in Fig. 3(a) as a function of the received SNR threshold,

, for different transmit power values, . It can be observed
that for small values of the received SNR threshold, , the
average hop distance increases. Since lower allows nodes
with lower channel quality to be chosen as the next hop, fur-
ther nodes may become the next hop. Therefore, the number of
hops from a node to a sink decreases for smaller values.
Moreover, when the transmit power of a node is decreased, the
expected hop distance decreases as expected. The simulation re-
sults are also shown in Fig. 3(a). Note that for high values,
the simulation results are not shown since statistically valid re-
sults are not obtained because of the limited density in the net-
work. For 9 dB, simulation results follow the theoretical
results closely.
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In the following, we present the effects of two techniques
to exploit FEC codes in WSNs, i.e., hop length extension
and transmit power control defined in Section III. First, two
FEC schemes, BCH and RS codes, are compared with the
ARQ scheme. Then, the effects of end-to-end distance, the
end-to-end target PER, and the medium access control on the
choice of error control scheme are also discussed. Furthermore,
the results for hybrid ARQ are presented.

A. Hop Length Extension

In Fig. 3(b), the end-to-end energy consumption per useful bit
is shown as a function of the SNR threshold, . The energy
consumption is shown for ARQ with maximum number of re-
transmissions , BCH (128,78,7) and RS (15,9,3) codes.
The simulation results are also shown in Fig. 3(b). As shown in
Fig. 3(b), the energy consumption of a flow decreases when
value is decreased from 15 dB. This is mainly because of the
increase in expected hop distance as shown in Fig. 3(a). How-
ever, the energy consumption for ARQ significantly increases
as is decreased below a specific value, e.g., 5 dB. A lower

results in nodes with lower channel quality to be selected
as the next hop. As a result, retransmissions occur, which in-
crease the energy consumption per hop. Although the expected
number of hops decreases, the increase in energy consumption
per hop dominates the total energy consumption for ARQ. Note
that for ARQ, the energy consumption curve reaches a peak
point and decreases as is decreased. This point corresponds
to the case that the maximum number of retransmissions are no
longer sufficient for reliable communication. The simulation re-
sults also reveal the accuracy of the proposed framework. For
practical values of SNR threshold, , the simulation results
closely follow the theoretical results.

When the FEC codes are considered, the energy consump-
tion can be decreased at lower SNR threshold values. When
ARQ and FEC codes are compared, for large values, ARQ
clearly outperforms the FEC codes. However, BCH (128,78,7),
and RS (15,9,3) codes are more energy efficient for smaller
( 2 dB). The simulation results for each error control scheme
are also shown in Fig. 3(b). It can be seen that the proposed
framework closely follows the simulation results. Although this
figure clearly shows the energy consumption of the two schemes
as a function of , the operating points of for ARQ and
FEC has to be determined. Moreover, the energy consumption
because of lost packets are not captured through these figures.
Hence, next, we investigate the end-to-end PER performance.

The PER for ARQ and FEC codes are given in (41) and (43),
respectively. Since these equations show the PER for a single
hop, here we extend these equations for the multi-hop case.
Note that WSN applications are interested in the achievable
end-to-end PER bound rather than the single hop PER. Hence,
the relation between and the end-to-end PER bound can be
used to determine the optimal point for in Fig. 3(b). De-
noting the PER of a hop by , there exists a such that

where is the received SNR at the hop and ,
which can be calculated using (39)–(43) by replacing with

in (39). Since the end-to-end PER is

where is the number of hops, is bounded by

(44)

Now assume that the end-to-end PER needs to be bounded by a
certain threshold, , according to the application require-
ments. Accordingly, the route selection needs to be performed
such that

(45)

The relationship between the end-to-end PER, , and
received SNR is shown in Fig. 3(c) for ARQ, BCH, RS, and
hybrid ARQ schemes for MicaZ nodes. Note that for RS
codes, the results of the simulations are used as explained in
Section IV.E, whereas for ARQ, BCH, and HARQ, (41) and
(43) are used. According to Fig. 3(c), the operating point for

corresponding to a target end to end PER can be found.
As an example, if the target PER of an application is 10 ,
the minimum value for corresponds to 6.1 dB for ARQ,
3 dB for BCH(128,78,7), 4.8 dB for RS(15,9,3), and 2.5 dB
for HARQ-I. As a result, it can be observed from Fig. 3(b) that
BCH (128,78,7) is slightly more energy efficient than ARQ. On
the other hand, the RS (15,9,3) code results in higher energy
consumption compared to the ARQ scheme. It is clear that
more energy is consumed per hop for FEC codes due to both
transmission of redundant bits and decoding. However, since
the error resiliency is improved with FEC codes, lower SNR
values can be supported. Through a channel-aware routing
protocol that exploits this property, longer hop distances can be
achieved leading to lower end-to-end energy consumption.

Exploiting FEC schemes with channel-aware routing not only
improves energy consumption performance but the end-to-end
latency can also be decreased significantly as shown in Fig. 3(d).
It is clear that both FEC schemes outperform ARQ since their
optimal value is lower than that of ARQ. This is due to both
longer hops for FEC codes and the additional retransmissions of
ARQ. Since the decoding delay of the FEC codes is lower than
the time consumed for retransmission of a packet, FEC schemes
improve the latency performance of the WSN. Furthermore, RS
codes provide slightly lower end-to-end latency when compared
to the BCH codes. This is related to the better error correction
capability of RS codes when same number of redundant bits are
sent. Consequently, the end-to-end latency is slightly decreased.

As shown in Fig. 3(b) and (d), energy consumption and la-
tency are two main performance metrics for WSNs. In order to
capture the efficiency of an error control scheme in terms of both
of these parameters, we propose a taxonomy function that con-
sists of the energy consumption, latency, and PER performance.
This function is defined as follows:

(46)
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Fig. 4. Taxonomy function versus � for (a) MicaZ, (b) Mica2, and (c) Mica2 without � .

Fig. 5. (a) Average energy consumption of a flow and (b) average end-to-end latency versus � for different values of transmit power (Mica2).

where is the payload length, , and are the
end-to-end energy consumption, latency, and PER, respectively.
Note that a similar efficiency function has been proposed in [15],
where the energy efficiency and the reliability of a single hop has
been considered. In our approach, we also consider the cost for
latency and propose a multi-hop taxonomy function.

In Fig. 4(a) and (b), the taxonomy function is evaluated for
MicaZ and Mica2 nodes, respectively. The taxonomy function
is normalized for the maximum value of ARQ. It is clear from
(46) that a higher value of corresponds to higher efficiency.
It can be observed from Fig. 4(a) that for the MicaZ nodes, the
FEC codes outperform ARQ. Moreover, RS codes are less ef-
ficient compared to the BCH codes due to their higher energy
consumption. Moreover, an optimal error correction capability,
, can be found for both BCH and RS codes that leverages the

PER with energy consumption and latency. On the other hand,
for Mica2 nodes, ARQ is more efficient than the FEC codes.
This interesting result advocates that there is no clear winner
for error control techniques in WSNs and their performance di-
rectly depends on the node hardware.

The reason behind the difference between MicaZ and Mica2
nodes can be explained as follows: In Fig. 4(c), the taxonomy
function is re-evaluated for Mica2 without considering the en-
ergy consumption of neighbor nodes, , given in (17). In
this case, all the FEC codes except BCH (128,50,13) are more
efficient than ARQ. The major differences between Mica2 and
MicaZ nodes are the data rate of the transceivers and the mod-
ulation schemes. As shown in Table I, the time consumed for

transmitting a bit is 15 times higher for Mica2 than MicaZ. This
corresponds to significant energy consumption for communica-
tion. Since the peak of the ARQ curve corresponds to no re-
transmissions, it is clear that the FEC codes consume more en-
ergy primarily due to the transmission of redundant bits. When
the energy consumption of the neighbors are also considered,
the energy consumption significantly increases. Moreover, FEC
codes lead to smaller increase in expected hop length for Mica2
nodes than MicaZ nodes. As a result, for Mica2 nodes, the ad-
vantage of larger hop length provided by the FEC codes is out-
weighed by the increase in energy consumption of neighbor
nodes. This favors ARQ for Mica2 nodes. It is also important
to note that consideration of is important to accurately
assess the performance of ARQ and FEC.

B. Transmit Power Control

Another technique to exploit the error resiliency of FEC codes
is to decrease the transmit power, . In order to investigate the
effect of transmit power, , we consider three power levels,
i.e., 0, 5, and 15 dBm supported by both Mica2 and MicaZ.
Intuitively, decreasing transmit power can improve the energy
efficiency of the FEC schemes, since less power is consumed
for transmission of longer encoded packets. Although the re-
ceive power is fixed, since the interference range of a node
decreases, the number of neighbors that consume idle energy
also decreases. On the other hand, decreasing transmit power
increases the number of hops. In Fig. 5(a), the energy consump-
tion of BCH (128,50,13) and RS (15,9,3) are shown for three
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Fig. 6. Average energy consumption versus (a) end-to-end distance and (b) target end-to-end PER for MicaZ nodes.

different transmit power levels and ARQ at 0 dBm. Note
that the decrease in transmit power decreases the end-to-end en-
ergy consumption for both BCH and RS codes, which outper-
form the ARQ scheme for lower transmit power levels.

While transmit power control provides energy efficiency for
particular FEC codes, its drawback is shown in Fig. 5(b), where
the end-to-end latency is shown. Contrary to the hop distance
extension, since controlling transmit power has no effect in the
time required for transmitting a packet, the end-to-end latency
depends on the number of hops. Since transmit power control
increases the number of hops, this technique introduces a signif-
icant increase in latency, which is a tradeoff for the FEC codes.

C. Effects of Network Conditions

In this section, we investigate the effects of end-to-end dis-
tance, , the target PER, , and channel load on the per-
formance of ARQ and FEC schemes. The end-to-end energy
consumption per useful bit is shown in Fig. 6(a) as a function
of the end-to-end distance, , for MicaZ nodes. In this figure,
the minimum is selected for each BCH and RS code such
that is satisfied.5 Accordingly, BCH code with

results in energy consumption comparable to ARQ. In
particular, ARQ is more energy efficient for end-to-end dis-
tances up to 20 m, which corresponds to single hop commu-
nication. As expected, for single hop communication, the hop
length extension capability of FEC codes cannot be exploited.
For hop counts higher than these values, the BCH code con-
sumes slightly less energy compared to ARQ. Furthermore, RS
codes result in energy consumption that is higher than both ARQ
and the BCH (128,78,7) code. Moreover, RS (7,3,2) code re-
sults in highest energy consumption since the energy resiliency
provided by the low error correction capability does
not overweigh the overhead because of redundant bit transmis-
sions and decoding. For Mica2 nodes, ARQ is more energy effi-
cient than both of the FEC codes irrespective of the end-to-end
distance.

As explained before, the operating point of is determined
according to the target PER of the WSN application. The ef-
fect of target PER is investigated in Fig. 6(b) for MicaZ nodes.

5For clarity, only BCH (128,78,7) code is shown with the three RS codes.

Similar to our observations above, when MicaZ architecture is
considered, BCH code outperforms ARQ in terms of energy
consumption. When the target PER is increased, the optimal
value of is decreased, which improves the energy efficiency
of FEC codes. As a result, the energy consumption of BCH
(128,78,7) code is more favorable than ARQ. On the contrary, ir-
respective of the end-to-end PER requirement, RS codes always
result in higher energy consumption than both ARQ and the
BCH (128,78,7). Furthermore, there exist an optimal value for
error correction capability for RS codes. As shown in Fig. 6(b),
for small , energy consumption is significantly high. Moreover,
for target PER values below 0.006, RS (15,9,3) out-
performs other RS codes. On the other hand, if the target PER is
relaxed, RS code with higher error correction capability is more
energy efficient.

Finally, the effect of medium access control is shown in
Fig. 7(a), where the -axis shows the channel load -axis is
the maximum normalized taxonomy, and the values are shown
for BCH (128,78,7) and RS (15,9,3). The vulnerability of the
contention-based MAC scheme under high traffic load as well
as high density can be observed by increasing . The max-
imum normalized taxonomy value is found from the taxonomy
function shown in Fig. 5, which is normalized according to
the ARQ protocol with 10 retransmissions. Consequently, this
value shows the maximum improvement in efficiency for both
FEC schemes. It is clear that as the channel load increases,
the collision rate increases, which leads to more number of
retransmissions for each channel access attempt. This reduces
the efficiency of each error control technique. However, as
shown in Fig. 7(a), higher traffic load improves the normalized
taxonomy for both BCH and RS codes. Since ARQ protocol
provides error resiliency through retransmissions, each retrans-
mission is susceptible to collisions when the channel load is
high. Consequently, the effective traffic load shown in
(21) increases further, resulting in lower efficiency compared
to the FEC codes, which do not suffer from retransmissions.
Furthermore, note that the traffic load is a function of both
the packet generation rate and the density of the network. Con-
sequently, as shown in Fig. 7(a), FEC codes are significantly
more efficient than ARQ codes in WSN where the network
density and the traffic rate is high.
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Fig. 7. (a) Maximum normalized taxonomy versus traffic load, �. Average energy consumption versus � for hybrid ARQ (b) Type I and (c) Type II and
(d) average energy consumption versus target end-to-end PER (MicaZ).

D. Hybrid Error Control

Hybrid ARQ schemes exploit the advantages of both ARQ
and FEC techniques. In this section, we compare the end-to-end
energy consumption and the latency characteristics of these
schemes with the ARQ scheme and the BCH (128,78,7), which
is found to be the most energy-efficient FEC scheme in the
previous sections.

The energy consumption of the type I and type II hybrid
ARQ schemes are shown in Fig. 7(b) and (c), respectively,
for MicaZ. An important result is that type II hybrid ARQ
schemes are more energy efficient than both ARQ and FEC
schemes. As shown in Fig. 7(c), the energy consumption of
different HARQ-II schemes are similar for a given value.
However, since the error resiliency of these protocols depend
on the BCH code used, the operating point of these schemes
differ based on the target PER. It is shown in Fig. 7(b) that
the energy consumption of the HARQ-I scheme is dependent
on the error correction code used in the first transmission.
Consequently, HARQ-I (7,13) scheme results in slightly higher
energy consumption for a given value.

The energy consumption curves in Fig. 7(b) and (c) as
a function of the SNR threshold, , illustrate the effect
of this threshold on the performance of these error control
schemes. However, for a given end-to-end reliability require-
ment, the operating point of is different for each scheme
because of their different error resiliency. In Fig. 7(d), the

end-to-end energy consumption is shown as a function of the
target PER for MicaZ nodes. It can be observed that HARQ-II
schemes outperform ARQ, FEC, as well as HARQ-I schemes.
This is particularly appealing since the HARQ-II scheme is
implemented through only a single BCH code. Hence, the
implementation cost of the HARQ-II scheme in consideration
is also low compared to the HARQ-I case, where two different
encoding schemes needs to be implemented. Furthermore, the
energy efficiency of HARQ-II schemes improve when more
powerful FEC schemes are used.

E. Overview of Results

An overview of the energy and latency performance of
the error control schemes that are considered in this paper is
shown in Fig. 8 for MicaZ nodes. In the figures, the minimum
end-to-end energy consumption and latency of ARQ, BCH, RS,
HARQ-I, and HARQ-II schemes subject to an end-to-end PER
target of 10 are shown as a function of their error correction
capability. In particular, in Fig. 8(a) and (b), the minimum
energy consumption and latency of these schemes are shown.
Consistent with our previous observations, both type-I and
type-II hybrid ARQ schemes outperform other error control
schemes. Moreover, it can be observed that for both BCH and
RS codes, an optimum error correction capability, , value can
be found to minimize the energy consumption and latency. The
results reveal that type-I hybrid ARQ codes are inefficient in
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Fig. 8. (a) Minimum energy consumption versus error correction capability and (b) minimum end-to-end latency versus error correction capability for MicaZ.

TABLE II
OVERVIEW OF RESULTS

terms of both energy consumption and latency. Type-II hybrid
ARQ scheme is more energy efficient compared to ARQ, BCH,
and RS codes. Furthermore, it can be observed from Fig. 8(b)
that RS (31,19,6) code performs very close to the HARQ-II
scheme in terms of end-to-end latency, which make both of
these schemes a suitable candidate for real-time traffic.

VI. CONCLUSION

In this paper, a cross-layer analysis of error control schemes
is presented. Forward error correction (FEC) coding improves
the error resiliency by sending redundant bits through the wire-
less channel. It is shown that this improvement can be exploited
by transmit power control or hop length extension through
channel-aware cross-layer geographical routing protocols in
WSNs. The results of our cross-layer analysis are summarized
in Table II, where the efficient schemes are identified. Accord-
ingly, hop length extension decreases both energy consumption
and end-to-end latency for certain FEC codes when compared
to ARQ. On the other hand, transmit power control can be ex-
ploited in situations where energy consumption is of paramount
importance and can be traded off for end-to-end latency. In this
paper, the effects of hybrid ARQ schemes are also investigated
and a comprehensive comparison of these three error control
schemes are presented. Moreover, it has been shown that the
selection of suitable error control scheme depends on the phys-
ical architecture of the sensor nodes as well as the end-to-end
distance and target PER. Furthermore, the advantages of FEC
schemes in high density networks with high traffic rate are also
highlighted. Finally, FEC and hybrid ARQ schemes are shown
to significantly improve the end-to-end latency performance

of WSNs through hop length extension without hampering
the energy efficiency and the end-to-end PER. This makes
these schemes important candidates for delay sensitive traffic
in WSNs when used in combination with retransmissions in
hybrid ARQ schemes.

An important assumption in our derivations is that the en-
coding and decoding operations for the FEC schemes are per-
formed in software. While this operation can lead to energy ef-
ficient operation as shown in evaluation results, the efficiency is
limited by the CPU capacity of the hardware. Considering the
potential advantages of incorporating FEC schemes into com-
munication in WSNs as shown in this paper, hardware support
for encoding and decoding operations is essential. Especially,
the significant increase in efficiency of FEC schemes in high
density network with high traffic load motivates novel hardware
platforms in WSNs that can perform hardware encoding and de-
coding and can be used in multimedia applications.
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