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Abstract—In this paper, we assess the random coding error  In order to have thorough characterization of a system'’s
exponents (EEs) corresponding to decode-and-forward (DF) performance, knowing the capacity of the system is not
compress-and-forward (CF) and quantize-and-forward (QF)re- g ficient alone. Hence, in this paper, we consider the ran-

laying strategies for a parallel relay network (PRN), conssting . . . .
of a single source and two relays. Moreover, through numerial dom coding error exponent [8], which is also defined as

analysis we show that the EEs achieved by using QF relaying channel reliability function and represents a decaying rat
along with non-Gaussian signaling (coded modulation, M-QAM) in the decoding error probability as a function of codeword
at the source and symbol-by-symbol uniform scalar quantizes  |ength, as the performance metric. In particular, we assess
(uSQs) at the relays is better than that achieved by DF and CF 6" ranqom coding EEs corresponding to DF, CF and QF
relaying strategies when the system is in the low signal-tneise . . -
ratio (SNR) regime and the backhaul capacity is sufficient. Tis relaying strategies for the PRN setup. Specifically, forl'_erFg
behavior is due to the structure of coded modulation, as oppged W€ assume Gaussian codebook at the source and maximum-
to Gaussian signaling, which leads to better EEs for simple likelihood (ML) decoding at the relays where each passes
relaying strategies compared to its more complex counterpés.  jts own decision and a correspondingiability function to
the destination. For the CF, we assume Gaussian codebook
|. INTRODUCTION at the source and VQ at the relays and ML decoding at the
destination. For the QF, we assume M-QAM at the source

For future mobile wireless networks one of the major corind uSQ at the relays. Moreover, through numerical analysis
cerns for service providers is to provide seamless conngcti we show that the EEs achieved by using the proposed QF
to the end users with quality of service (QoS) as high aglaying along with M-QAM at the source and simple symbol-
possible. One of the major hindrances to achieve a detedming/-symbol uSQ at the relays is better than that of DF and CF
QoS is the interference caused by surrounding transmitteiglaying strategies when the system is in the low SNR regime
In order to alleviate the interference effect in future ellt and the backhaul capacity is large enough.
networks, base station cooperation (network MIMO) andyrela
deployment techniques have been recently proposed [1]-[5] Il. CHANNEL MODEL AND PRELIMINARIES

In this paper, we focus on a parallel relay network (PRN) We study the PRN model shown in Fig. 1 where a single
consisting of a single source and two relays wherein an-errgburce wants to communicate with a destination with the
free finite capacity backhaul connection between the relagis assistance of two relay stations (RSs). We assume no link be-
destination is assumed. This model was first studied by 8cheaieen the source and destination nor between the RSs. All the
[6] where he derived several outer bounds and achievakleannels are modeled as time-invariant, memoryless additi
rates. This setup can findpplications in cellular networks white Gaussian noise (AWGN) channels with constant gain
for UL communications, in long-range sensor networks, ar{@hich may correspond to path-loss between each transmitte
in rapidly deployable infrastructure networks for milgaor and receiver). The source encodes its mesdagec W,
civil applications. The impact of limited-capacity backihan where W = {1,2,...,2"f} and R is the transmission rate
both base station and mobile station cooperation for upliik [bits/transmission], into the codeword™(W).
and downlink for non-fading Gaussian scenarios have beerThe received signal at the-th RS after thei-th channel
studied in [4], [5]. use, fork = 1,2 andi € [1,n], is !

Note that system performance is highly dependent on the
processing capabilities of RSs. In this paper, we investiga YRei = heXi+ Zyi, @)
whether it is possible to have good performance by usiRgheren, € R+ is the fixed channel gain from the source to
simple and cheap relays with limited backhaul connections fhe ;-th RS, Zyi ~ CN(0,02) is the noise term at thé-th
the destination. In particular, we look atsamnpler and more
practical quantization technique at the relays which relies ontwe use capital letters, e.gX, for random variables (RVs), lower case

symbol-by-symbol uniform scalar quantization (uSQ), gifrc  'etters, e.g.x, for the realization of these RVs, and calligraphic letterg.,
for their alphabets. AlsoE[(.)] denotes the expectation operatby, is

the h|gh resc_)Iutl.on regime the perform"’_‘nlce loss Comparedtﬁgmx m identity matrix. X ~ CN (i, o2) means RVX follows circularly
vector quantization (VQ) becomes negligible [9]. symmetric complex Gaussian distribution with mearand variances2.



where Ey(p, p) is defined as

14+p
Eo(p,p) = —logy | > (ZP(X)P(WX)ﬁ) (6)
y X

for discrete channels wheggx) is the input distribution and
p(y|x) are the channel output distributions conditioned on the

W Destination W

input, and
[e%e] &) . 14+p
Eq(p,f)=—1o X X) T+ dX d
Fig. 1. A single source, 2 relay PRN setup with orthogonabrefnee finite- 0([)’ ) &2 /_OO (/_oo f( )f(Y| ) ) y
capacity backhaul links between the relays and the destmatvhere Cy, (7)
in [bits/transmission] is the link capacity between theh relay and the

destination, fork = 1,2. for AWGN channels wherg (x) is the continuous input distri-

bution andf (y|x) the channel output distributions conditioned

. on the input.
relay. We assume an average power constraint at the source,
ie., E[|X(W)|2] =P, VW e W. IIl. ERROREXPONENTANALYSIS FORSINGLE USERPRN
_Thek-th RS transmits\ , based on the previously received |n this section, we obtain expressions for the EEs cor-
signals (causal encoding) [7] responding to DF, CF and QF relaying strategies for the
considered PRN set-up. For the DF, we assume a Gaussian
Xpg, = i(Yr, 1,YR, 2,..., YR, i_ 2 T
Rest = frei (YRt Va2 Resi=1) 2) codebook at the source and ML decoding at the RSs where
wherei € [1,n] is the time index. each passes its own decision and a correspondnapility

For the access channel from the RSs to the destinatidurction to the destination. We note that for the DF the
we consider lossless orthogonal links with finite capaciy bdestination is not required to have channel side informatio
tween each RS and the destination. Lg{bits/transmission], (CSI). For the CF, we use a Gaussian codebook at the source
k = 1,2, be the link capacity between theth RS and the and VQ at the RSs and ML decoding at the destination. For
destination. the proposed QF relaying, M-QAM at the source and uSQ at

_ the RSs are considered.
A. Random Coding Error Exponent

In order to have thorough characterization of a system’% DF relaying with Gaussian Inputs

performance, the capacity of the system alone is not sufficie Assume each RS applies ML detection and sends the
The random coding EE [8], which is also defined as chanri®essage corresponding to the detected signal along with a
reliability function and represents a decaying rate in tH&iability information (which is a scalar variable equal to
decoding error probability as a function of codeword Iemgtlﬁhe logarithm of the Euclidean distance between the redeive
gives insights about how to achieve a certain level of réditgb  Signal and the detected signal) to the destination on octhalg

in communication at a rate below the channel capacity. ~ €rror- and cost-free limited capacity backhaul links. Muver,

The error exponent of a communication system is definé( assume that the backhaul link capacities are at least equa
by [8] to the source transmission rat&, Hence, the backhaul links

do not create a bottleneck for system performance.

lim sup —logy Pe(n, R) (3) Upon receiving the detected signals and the reliability
n—oo n information, the destination makes its decision by commggri
where P.(R,n) is the average block error probability for thethe reliability information: it decides on the codeword wafi
optimum block code of length and rateR[bits/transmission]. has the minimum reliability information (Euclidean dista).
For any rate below capacity, the average probability of decoHence, if the codeword detected at one of the RS is wrong and
ing error P,(R, n) for codes of block length can be bounded its corresponding reliability information is smaller, théhe
between the limits ultimate detection will be wrong even if the other RS has made
a correct detection (but with greater reliability infornaet).

Assume thew-th messagew € W, is encoded into the
where E.,(R), known assphere packing EE, and E,(R), codewordx(w) € C" of lengthn and lety, < C" denote
known asrandom Coding EE’ are |0wer and upper boundéhe received Signal vector of sizeat thek-th RS fork = 1, 2.
on the reliability functionE(R), respectively, and)(n) is a Then, the ML detection at thie-th RS is given by
function going to0 with increasingn. For a given cod€ of
lengthn and alphabet siz&"”?, Gallager’s random coding EE,
which relies on ML decoding, is given by — argmgx—%HyRk — hx||? = nln(ro?)

E(R) 2

27n[Esp(R)+O(n)] < Pe(n,R) < 27nET(R) (4)

Xnpke = arg max In (p(Yg, [X(w), hi))

E.(R) = ggax, max [Eo(p,P) — pR| ) = argmxin g, — x|l = argmxin By k=1,2,



where we defingd;, asthe reliability information, i.e., Finally, we can upper bounBr{3, > 3} as follows, for
sufficiently largen,
B = yn, —hixl, k=12 ylargen

Upon receiving the detected signal and the reliability info Pr{fy > b1} = Pr{fz > BilXarr1 # X(w), Xarr,2 = X(w)}

mation of each RS, the destination node makes the following n
final detection: =Pr{Z<0}=Pr Z Z;<0
i=1
Xy = a i , k=1,2. 8 @
ML rgXMLT7§2[L,2 Bk (8) (<) 0 npy (2) exp —nﬁ
. A ) N B Vnoy | T 20%
We deflnega = Pr{ﬁa > 5b|XML,b 75 X(w),XML@ = 919
x(w)} for a,b = 1,2,a # b. Then, with the above detec- <expl-n 1 AR
tion rule we have the following average probability of error - 2 A+ Ay
(conditioned orx(w) was sent) (10g2(€) log,(e)(1 + 2F)2>
—n _
P. < PyuriPuro + PML,l(l — PML_]Q) Pr{fg} (©) 2 2 1+ (1 + 2P)4 (13)

+ Prrn2(1 — Para) Pr{&:i} Wb,

whereI' = === with h = h; = ho, (a) follows from
< PupaPupe+ PuraPr{€e} + Pur2Pr{&i} ) he”central lifit theorem, (b) follows by upper-bounding

where Py1, 1, for k = 1,2, is the standard ML error proba the standard tail functlorQ() and (c) holds by inserting

2 2
bilities at the-th relay. a\t/e?a lé 2r}é>]bab|JﬂtU of 2?r%r/\ caﬁ ble/ (; |r_|oexr|l|9neatetgeag veral
Assumingsymmetric channels from the source to the RSs; gep y pp
i.e., h = hy = hg, and hencePy = Pyrji and P. < Py + 2Py Pr{B: > 31}
Pr{&} = Pr{&:}, the probability of error will have the (logQ(e) 10g2(e)(1+2p)2>
; oL o _n _
following simplified expression: < P2, 1 2Py 2 9 1+ (1+20)4
P, < P}, + 2Py Pr{&}. (10) , log,(e) log,(e)(1+2I)2 2

_nmln{2E (R), Er(R) + 5 lr(ion) _E}

Now we need to find an expression fBr{&;}. This can <2

be evaluated as follows where we usePy;;, = exp{—nE,.(R)} as the standard ML

_ G G _ error probability [8] at each RS. From the definition (3), as
Pri&e} =Pr{Bz > 1 | Xarpx 7 X(w), Xarz.2 = X(w)} n — oo, the corresponding error exponent is given by

= Pr{|lyg, > < |Yr, loga(e)  log(e)(1 4 20

— Pr{lyn, 2 < |lyg, — hox|?} Epr(R) = min{zEr(R),Er(R) + R - ) }
= Pr{[h1(x = Xarz1) + 21| < || 22]%} 14
=Pr{[|21]* - |22]* < 0} which indicates that by the proposed DF relaying allowing
=Pr{T-Y <0} =Pr{Z <0} (11) multiple RSs (here two) to participate in communications be

A . B ) ) tween the source and the destination always prowiilessity
wherez; = hy(X—Xap,1)+21 ~ CN(0, (211 Ps+0°)ln), We  gains (against noise) at all SNR ranges.
note that Gaussian codebook is assumed at the sourceé’with
being the average source power, @ad~ CN(0,c%l,,). Fur- B. CF relaying with Gaussian Signaling

theArmore, we defiAne the random variables (RVSE |22, For CF relaying, assuming phase compensation and Gaus-
Y =|z)?andZ =T - Y. sian mapping at the RSs, the quantizer outputs are given, in
The RV Z can be re-written in the following form vector form, by
Z*T—Y*HleQ—szHQ V=yp+z,=hz+z+z
= Z fl® = [2247) =D (T —Yi) =) 2; (12) whereh = [hy hs]", 2,2, € C**! and z ~ CN/(0,0?) and
i=1 i=1 zqk ~ CN(0,Dy) for k = 1,2. Define the2 x 2 matrix

wheré T, 2 |21,[2 ~ Exp(\) with A = 1/(2h2P, + o2), ¥~ diae{o” + D1 0% + D2} Then,Ey(p, P.) becomes

Y 2 2247 ~ Bxp(\,) with A\, = 1/0%, andZ =T, = Vi, g, Py — plog, W~ thh'!

i =1,...,n. With these definitions the probability distribution

function (pdf) of Z; fz,(z;) is given by (23) (see Appendix-A ) P, h? h3

for the derivations of the pdf) with meap, = E[Z,] and I G I iy > Ny
variancecy = VAR[Z,], fori=1,...,n. (15)

2The notationT ~ Exp(\) means thafl’ is an exponentially distributed 2
RV with mean), i.e., pr(t) = Aexp{—At}, t > 0. 3Q(z) = [2° —A=e~ = dt is the standard tail function for Gaussian RVs.



As in the process of achievable rate calculation, we have tier [ = [1,..., L] x[1,..., L}] whereL# and L] denote the

following compression rate constraints [7]: number of quantization outputs for real and imaginary parts
o2 of the received signal at theth relay,k = 1, 2.
log, ( 2k (1 — <2)) < C} k=1,2, We note that for symmetric channel gaihs= h; = hy
Dy, [ent o
5 o and Ly = L' = LI = 273, the quantization steps for
log, (le Tva (1— <2)) <O+ Cy (16) both real and imaginary parts become symmetric, then the
Dy Dy representation points and the transition levels become the
whereo? = hjiPs +0® + Dy, k = 1,2, and( € [-1,1] is Same, ety = vy = g andugfly = up, = dyy for
the correlation factor between andwvs. I=1,..., L.
Then, the random coding EE corresponding to the CF The destination performs ML decoding based on the ob-
relaying scheme is given by servationsvy, v2, Which are the representation points corre-
sponding to the received signals at each RS. Then, we have
Ercr(R) = 0oy [Eo(p, Ps) — pR] (17)  the following EE for the QF relaying with M-QAM at the
subject to the rate constraints specified above. We note tRat ® and uSQ at the RSs
E. cr(R) is a decreasing function of both, and D2, hence E,or(R) = max [Ey(p,p(x) =1/M) - pR], (20)
the minimum possible distortion values will result in optim O=psl
error exponent. where Ey(p, p(x) = 1/M) = Ey(p) is defined as
C. QF relaying with Non-Gaussian Signaling [ 1 I+p
1
In this section, we examine the EE for PRNs where theEo(p) = —In Z lz Mp(vlavzhf)l“]
source transmitgn, R) block code where each letter of each Lvve Lo®
codeword is independently drawn according to a probability I+p
distributionp(x) and an M-QAM constellation is used where =—In Z lz Mp (v1]2z)T+e (M;@ﬁ]
2" messages (alphabet size) are encoded over a bloek of | 01,02
symbols. The received signals at the RSs are simply quantize = Ei(p) + EX*(p) = 2E(p) (21)

by using uSQ, where correlation information is discarded. W

assume that each symbel= (2%, z7) = zf + jz! on the Where

M-QAM constellation has equal probabilipf(z) = 1/M, and Lt

p(a™) = p(at) = 1/VL. Ej(p) = —1n Z [Z R )p(u|eF)] ] ,
The input-output model (1) can be decomposed into real \/_

and imaginary parts as follows r

14+p
1 1
yi, | [ ®lyre} | _ [ el 427 Ei*(p) =—In l — [p(vi[a")p(vs]2")] ””]
Yre = {yik}_[%{y;}}_{ hkkw“rzz } as Z 2 M 2

wherez® = R{z} andz’ = 3{x} are the real and imaginary and p(vf*|z?) andp(vf|z!), for k = 1,2, are evaluated as in
parts of the signal transmitted from the source, respdyfive(19). With these settings (20) becomes
and E[(XF)?] = E[(X1)?] = £ (note thatE[XFX'] =

Ul ,U2

0). Noise components have zero mean and covariance matrix Erqr(R) = hax [2EG(p) — pR]. (22)
R 1 i o
E[(Zy)?] = E[(Z)%] = % IV. NUMERICAL RESULTS

The uSQ process at each RS follows the same steps as in
[9]. Then, for a given source input signal the probability ~ e compare the random coding EE performances of the

that the quantizer output is in the= (I%,17)-th quantizing relaying strategies studied above for the symmetric system
interval, i.e.V, = (VE, V) = v, = (0F .0l 1) k= 1,2 model case where the channel gains from the source to RSs

is given by ’ ’ are the same, i.eh = h; = hy = 1, and the link capacities
from the RSs to the destination are the safies C; = Cs.
Pr [Zk = Qk,;lx} =Pr [(VkR,VkI) = (’U]]ilRy’U]ilI”I} In Fig. 2 and Fig. 3, we plot the EEs given by (14), (17)

and (22) corresponding to DF, CF and QF (with 4-QAM at the
_ R _ R R I_ 1 (.1
=Pr {Vk = tn | } Pr {Vk = vpule } source and uSQ at the RSs) relaying strategies with respect t
Py h
—Pr|[yB €SB . 12B| Prlyl €SI 127 (19 transmission rate? [bits/transmission] for fixed" = =
g {yRk inl } g {yRk ule } (19) {0,10} [dB]. In Fig. 2, which corresponds to a low SNR
where regime, we see that at rates abav@ [bits/transmission] the
ul p = hya® ul n g — hia proposed simple and practical QF relaying has better EE than
: G — : /3 both DF and CF. However, when we operate at rates lower than
S , S S 0.2 [bits/transmission], the EE for the proposed DF relaying
Pr [y{% cs! I|$1] —0 Uy 1 — hiw o Bkatr T hix strategy outperforms the others. In Fig. 3, which corresgigon
* ot o/V2 a/V2 to a high SNR regime, we see that at all rates our proposed

Pr[yf, € Stnla”] —Q<



QF relaying performs the worst, which could be explaine
as follows: since the backhaul rate is fixed whilst the SN
is increased the proposed QF strategy cannot fully expli
the structure of the modulation scheme used at the sour
From this plot we can also see that the achieved EE with t
proposed DF relaying is better than that of the CF relayir
strategy at low to moderate rates.

V. CONCLUSIONS

In this paper, we studied the PRN consisting of a sing
source and two relays which are connected to a destinat
via an error-free finite capacity backhaul. We evaluated tl
random coding EEs corresponding to DF, CF and QF relayil

strategies for the PRN in order to have thorough character-

zation of system performance. Moreover, through numeriqab 2.
analysis we illustrated that the EEs achieved by using Q#B] andC =1 =

relaying along with non-Gaussian signaling (M-QAM) at the

source and symbol-by-symbol uSQs at the relays is bet
than that achieved by DF and CF relaying strategies when
system is in the low SNR regime and the backhaul capac
is large enough. Using a finite constellation, such as N
QAM, at the source node along with simple processing, su
as the proposed QF scheme, at the relay can provide be
EEs compared to more complex schemes. This is due to

structure inherent in the considered modulation schemehwh
Gaussian signaling lacks.

APPENDIXA
THE PDF OF THE DIFFERENCE OF EXPONENTIALLY
DISTRIBUTED RVS

Let T"andY be two independent exponentially distributeu
RVs with respective mearB[T] = A, andE[Y] = A,. Now
defineanew RVZ =T -Y.

We want to find the pdf ofZ. The cdf of Z is given by

Fz(z) PZ<z) P(T-Y <z2)
A
y)dtd — Y e >
/ / ST T
At by
y)dtd ——ev® 0.
/_Z / Yy = )\y n )\te , z <
Then, the pdf ofZ is calculated as
At /\u -
< t 2 > 0
0F7(z ¢ 22
fal) = ZZE _ 1 X e (23)
Z LAY Ay oz 2 <0
At + Ay ’
Then, the mean and variance Bfare given by
=Bz = [ sjG= 1 -
Wz = = 7002’ z Z—)\t /\y,
1 A N2
=VAR[Z]|= —— | L+ L 24
& 2= oo | %2 A2 (24)
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