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Abstract. The sources of dynamic measurement error of CMM are complex and influence 

each other and the traditional parameter modeling method is very difficult to model. In this 

paper, we propose a hybrid model which combines neural network quantile regression and 

kernel density estimation. The hybrid model realizes the advantages of multi-angle 

analysis, nonlinear fitting data and non-parametric error prediction. We use this model to 

analyze the complex relationship between dynamic measurement error value and 3d 

coordinates, positioning velocity, proximity distance and contact velocity. The results 

show that our model has good predictive performance and is superior to the least squares 

estimation model. 

1.  Introduction 

At present, the main methods for modeling dynamic measurement error include multiple regression 

model, wavelet theory model, neural network model and so on [1-]. In practice, using the above single 

method requires the data to meet strict assumptions and conditions. In practice, the above model often 

encounters a series of problems so that it is not suitable for application. For example, it is difficult to 

determine the linear or nonlinear relationship between variables; the nonlinear relationship between 

variables is difficult to determine; the distribution of dependent variables is not easy to determine or 

does not meet the requirements; the use of a single method requires data to meet strict assumptions 

and conditions. In these cases, the above method is difficult to achieve the desired accuracy and effect. 

In this paper, a hybrid model based on quantile regression and kernel density estimation is proposed. 

Quantile regression of neural network can combine the strong nonlinear adaptive ability of neural 

network and the advantages of quantile regression to describe the independent variables in detail to 

obtain the nonlinear relationship between independent variables and dependent variables at different 

quantiles. Kernel density estimation combines the information of all quantiles to obtain the probability 

density curve of the dependent variable under the corresponding independent variable. Therefore, 

when the relationship between variables is complex and precise point prediction is needed, the hybrid 

model can get better results. 

The dynamic measurement error of CMM is very complex and there are unknown interactions, so it 

is difficult to model with a single method [8-11]. It is well known that all error sources affect the final 

measurement result in the form of (x, y, z) coordinates. In addition, DCC(direct computer control) 

parameters, including positioning speed, proximity and contact speed, are easy to control and detect 

during measurement. As mentioned above, the independent variables (including the coordinates of 

measurement position and DCC parameters) and dependent variables (the dynamic measurement error) 
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can be acquired from experiments, but the relationship between them remains unknown. The hybrid 

model proposed in this paper has strong nonlinear adaptive ability and can obtain accurate point 

prediction by kernel density estimation. Therefore, this paper adopts a hybrid model based on neural 

network and kernel density estimation to analyze the relationship between the measurement error of 

CMM system and the three coordinates (x, y, z) and motion parameters of DCC. 

2.  Neural network quantile regression and kernel density estimation 

2.1.  Neural network quantile regression 

Quantile regression can yield more complete information about explanatory variables by calculating the 

regression line at several percentiles of the distribution. It can overcome the situation of asymmetric 

distribution and large dispersion of data, describe the relationship between explained variables and 

explanatory variables in more detail, and fully investigate the complete conditional distribution of 

explained variables. Its linear regression model is 

 ntxT ...,3,2,1)()(y =+= ，  (1) 

Where ）（ 10   is quantile, tx is the matrix of dependent variables, ）（  is the regression 

coefficient vector. ）（  is the error term.By solving linear programming problem 
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, we get ）（ . The  neural network quantile regression uses the neural 

network to obtain the appropriate ）（  and the activation function to realize the nonlinear fitting. Its 

regression model is 
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Where )(xf and )(g x are the activation functions， )(v  is the linear quantile regression with 

respect to X under the   quantile.  In this paper, we use a three-layer neural network, in which the 

activation function )(g x  uses the Relu function and )(xf  uses the Sigmoid function. 
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2.2.  Kernel density estimation 

Although the neural network quantile regression of neural network can obtain more information about 

the relationship between independent variables and dependent variables, when the data is predicted, 

only the corresponding prediction interval can be obtained, but the precise point prediction value cannot 

be obtained. Kernel density estimation can use the results of neural network quantile regression to 

obtain the probability density curve of the predicted value and then achieve the point prediction. 

Since the kernel density estimation does not need to make any assumptions about the prior 

distribution of random variables, when the input variables, kernel functions and optimal window width 

are determined, the kernel density estimation method can be used to obtain its continuous probability 

density curve. Suppose neeee ,,,, 321   are N samples of prediction error, and its probability density 

function is )(xf , then )(xf  is  
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In the formula , h  is the window width, n  is the sample size, and )(xK  is the kernel function. 

After the kernel function is determined, we usually minimize 
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So we just have to minimize 
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Wherein, 
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The optimal window width  h  is the extreme point of the above formula . So, solve for 
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We get 
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When the kernel  function is determined, fmR ,, are  determined. But )( fR   is unknown. 

Silverman proposed the rule of thumb to replace f  with the normal density of variance matching the 

estimated variance, that is, estimate )( fR   with 5

''


）（R  to get the optimal window width 
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Where  is the standard normal density function， is the sample variance. 

3.   Measurement error analysis and prediction of CMM 

3.1.  Data collection 

In order to establish a more accurate and practical dynamic error model of measuring machine, an 

experimental program of dynamic measurement error acquisition of measuring machine is designed in 

this paper. In this experiment, the dynamic measurement process of the measured part is realized by 

touching the probe. Some early studies focused on the positioning error of typical moving bridge CMM 

without actual contact operation[1,2,3,8]. The validity of the method is verified under different 

measuring positions and different DCC parameters, including the whole process of actual measurement. 

In this experiment, all error caused by the main engine, guide rail, environment and touch probe can be 

considered. Therefore, this method can be used to analyze the dynamic error of moving CMM. 
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A mobile bridge CMM MC850 (equipped with RenishawTP20 probe, needle length 20mm, tip ball 

diameter 4mm) is used to verify the hybrid model. The error sampling experiment is arranged as 

follows, in which the spatial coordinate parameters: x (is 0mm, 150mm, 300mm, 450mm, 600mm, 

750mm), y (is 150mm, 300mm, 450mm, 550mm), z (is -473mm, -324mm, 581), and DCC parameters 

are: positioning velocity v1 (is 20mm/s, 60mm/s, 100mm/s), and the value of distance a (is 1 mm, 2 

mm, 5 mm, 8 mm), and contacting velocity v2 (is 2mm/s, 4mm/s, 6mm/s, 8). There are totally 3456 

combinations of the variables. Each combination was sampled 5 times and the error data was deleted, 

so a total of 17088 sets of data were obtained. 

3.2.  Model data and its quantification 

Since neural network quantile regression  requires a large amount of  training data, we selected 17,000 

sets of data as the training set, and the remaining 88 sets of data as the test set. In order to eliminate the 

influence of different scales of independent variables, the normalized data were used for the quantile 

regression of neural network. Represents data that can be divided into -1 and 1 by the following 

formula. In error prediction, the predicted value of the original data is obtained by inverse 

normalization. 

 
)min()max(

x
xx
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i

−

−
=
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ix  is a multidimensional matrix,  is the average of the matrix x . Max( x ) and Min( x ) is the 

maximum and minimum values of the matrix x . 

In this paper, the neural network quantile regression model  is a single hidden layer network, in 

which the number of iterations is 2000, the input layer is 6, the hidden layer is 10, and the output layer 

is 1. In the kernel density estimation, the kernel function selects Gauss function, and the window width 

can be calculated  to get h=0.38. All programs are implemented in Python using two dependent libraries, 

keras and tensorflow. 

 )2exp()2()( 221

Gauss uuK −= −  (13) 

3.3.  Analysis of dynamic error modeling  

We took the training set as the input to train our neural network, and visualized the whole training 

process to get Figure 1. Loss stands for training Loss, making it as small as possible. According to 

Figure 1, we can see that loss tends to stabilize after 2000 iterations, which proves that our network 

has been trained. After that, we used the trained neural network to process the test set to obtain 9 

conditional quantiles and put them into the kernel density estimation method for point prediction. We 

randomly selected a group of data from the test set and performed the above steps to obtain the 

probability distribution curve shown in Figure 2, where the dotted line represents the true value. Take 

the highest point in Figure 2 as our point prediction. We used the above method and the least-squares 

estimation model trained with the same training set to process all the data in the test set, and obtained 

Figure 3. 
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 Figure 1. Visualization of the training process. 

 

 

 

 

 Figure 2. Probability density curve obtained 

from a certain set of data.

In order to further verify the effectiveness of this method, we use MSE as the measurement index, so 

as to obtain the least square error of the least square estimation model is 14.4, and the hybrid model is 

4.3. The results show that the hybrid model based on neural network quantile regression and kernel 

density estimation is superior to the least squares estimation model. 

 

Figure 3. Comparison between predicted values and true values 

4.  Conclusion 

Because of the complexity and interactivity of measuring error of CMM, it is difficult to analyze and 

predict the error. In this paper, a hybrid model based on quantile regression and kernel density 

estimation based on neural network is proposed to analyze the measurement error by taking 6 original 

variables of position coordinates x, y, z, positioning velocity, proximity distance and contact velocity as 

independent variables. The results show that the prediction accuracy of this method is improved, and its 

effect is better than that of least squares regression. 
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