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Abstract. Quantum Key Distribution (QKD) protocols allow the estab-
lishment of symmetric cryptographic keys up to a limited distance at
limited rates. Due to optical misalignment, noise in quantum detectors,
disturbance of the quantum channel or eavesdropping, an error key recon-
ciliation technique is required to eliminate errors. This chapter analyses
different key reconciliation techniques with a focus on communication
and computing performance. We also briefly describe a new approach to
key reconciliation techniques based on artificial neural networks.
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1 Introduction

QKD provides an effective solution for resolving the cryptographic key estab-
lishment problem by relying on the laws of quantum physics. Unlike approaches
based on mathematical constraints whose security depends on the attacker’s
computational and communication resources, QKD does not put a limit on the
available resources but limits the length of the link implementation [1]. A QKD
link can be realized only to a certain distance and at certain rates since it involves
usage of two channels: quantum/optical and public/classical.
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Quantum cryptography focuses on photons (particles of light), using some
of their properties to act as an information carrier. Principally, information is
encoded in a photon’s polarization; a single polarized photon is referred to as a
qubit (quantum bit) which cannot be split, copied or amplified without intro-
ducing detectable disturbances.

The procedure for establishing a key is defined by QKD protocol, and three
basic categories are distinguished: the oldest and widespread group of discrete-
variable protocols (BB84, B92, E91, SARGO04), efficient continuous-variable (CV-
QKD) protocols and distributed-phase-reference coding (COW, DPS) [2,3]. The
primary difference between these categories is reflected in the method of prepar-
ing and generating photons over a quantum channel [4-6].

A quantum channel is used only to exchange qubits, and it provides the QKD
protocol with raw keys. All further communication is performed over a public
channel, and it is often denoted as post-processing. It includes steps that need to
be implemented for all types of protocols [2], exchanging only the accompanying
information that helps in the profiling of raw keys. The overall process is aimed
at establishing symmetric keys on both sides of the link in a safe manner.

The initial post-processing step is called a sifting phase, and it is used to
detect those qubits for which adequate polarization measurement bases have
been used on both sides. Therefore, user B, typically designated Bob informs user
A, usually named Alice in literature, about bases he used, and Alice provides
feedback advising when incompatible measurement bases have been used. It is
important to underline that information about the measurement results is not
revealed since only details on used bases are exchanged. Bob will discard bits
for cases when incompatible bases have been used, providing the sifted key.

Further, it is necessary to check whether the eavesdropping of communica-
tion has been performed. This step is known as error-rate estimation since it
is used to estimate the overall communication error. The eavesdropper is not
solely responsible for errors in the quantum channel since errors may occur due
to imperfection in the state preparation procedure at the source, polarization ref-
erence frame misalignment, imperfect polarizing beam splitters, detector dark
counts, stray background light, noise in the detectors or disturbance of the quan-
tum channel. However, the threshold of bit error rate p,,q, for the quantum
channel without the presence of eavesdropper Eve is known in advance, and this
information can be compared with the measured quantum bit error rate (QBER)
p of the channel. The usual approach for estimation of the QBER in the chan-
nel (p) is to compare a small sample portion of measured values. The selected
portion should be sufficient to make the estimated QBER credible where the
question about the length of the sample portion is vital [4,7,8]. After estimating
QBER, the obtained value can be compared with the already known threshold
value of pyq.. If the error rate is higher than a given threshold (p > pmaz),
the presence of Eve is revealed which means that all measured values should
be discarded and the process starts from the beginning. Otherwise, the process
continues.



224 M. Mehic et al.

Although the estimated value is lower than the threshold value, there are
still measurement errors that need to be identified, and those bits need to be
corrected or discarded. The process of locating and removing errors is often
denoted as “error key reconciliation”. As shown in traffic analysis experiments [9,
10], error key reconciliation represents a highly time demanding and extensive
computational part of the whole process. Depending on the implementation, a
key reconciliation step may affect the quantum channel and considerably impact
the key generation rate.

In the following sections, we analyze the most popular error reconciliation
approaches. Cascade protocol is discussed in Sect. 2, overview of Winnow proto-
col is given in Sect. 3. Section 4 outlines LDPC approach while the comparison
is given in Sect.5. We introduce the new key reconciliation protocol in Sect.6
and provide conclusion in Sect. 7.

2 Cascade

The most widely used error key reconciliation protocol is cascade protocol due
to its simplicity and efficiency [11]. Cascade is based on iterations where random
permutations are performed with the aim of evenly dispersing errors throughout
the sifted key. The permuted sifted key is divided into equal blocks of k; bits,
and after each iteration and new permutations, the block size is doubled: k; =
2 - k;_1. The results of the parity test for each block are compared, and a binary
search to find and correct errors in the block is performed. However, to improve
the efficiency of the process, the cascade protocol investigates errors in pairs of
iterations in a recursive way.

Instead of rejecting error bits in the first stage, information about the pres-
ence of an error bit in the block is used in the further iterations to detect
errors that have not been detected due to the measurement parity. For any
error detected in further iterations, at least one matching error can be identified
in the same block of the previous iteration which was previously considered as
a block without errors. Using a binary search, a deep search for errors in such
a block is performed, and the masked errors can be recursively detected. Two
passes of cascade protocol are illustrated in Fig. 1.

The length of the initial block k; is a critical parameter which depends on
the estimated QBER. The empirical analysis described in [11] proposes the use
of value k1 = 0.73/p as the optimal value, where p is the estimated QBER.
Sugimoto modified the cascade protocol to bring the cascading protocol closer
to theoretical limits [12]. Besides, he confirmed that four iterations are sufficient
for the effective key reconciliation as originally proposed in [11]. However, due
to the dependence of the initial block’s length on the estimated QBER, it is
advisable to execute all the iterations (as long as the length of the block k; is
not equal to the length of the key). In [4], Rass and Kollmitzer showed that
adopting block-size to variations of the local error rate is worthwhile, as the
efficiency of error correction can be increased by reducing the number of bits
revealed to an adversary [13].



Error Reconciliation in Quantum Key Distribution Protocols 225
ALICE BOB
3oas w g ,I' £ % ¥ w ¥ u.l:iu.xclu
|1 1/0 D!D 1I1|0 D|1 0o1j1 00 1| |1|1 0|DiD 0(0(1(0|1 D|151i0 0 1|
| L |
k=kl
- »
1100 [ 0110 W 0101 [ 1001 ‘ [ 1100 { 0001 l o101 | 1001 ‘
-
4
2
| Flip Error Bit + Permute + Double Block Size k | .
|1101101110001 00| |l|00'1|10111100:1500'0|
k=k2=2"k1
1101 1011 001000 | | w0it011 | 11001000 |
Correct Error 8it and Cascade through
previcus pass
o 1 1 k] 4 5 & T E a 10 HoW 13 M 15 0 1 3 a 5 i ? E £l 18 H 11 13 M4 15
T 1 T
|1100!01!1UD|1_D|1_1EDO|1| |1100000101011001

Red Border - Blok Parity Failed
Green Border - Blok Parity Passed
Red Number - Error Bit

Humber - Corrected Bit
Numiber - Masked Error Bit

Since the sixth bitis "1",
the seventh bit must
be "0" to confirm
parity check results!

[ Mo i % £ O R O N L

1/1]0/0]o]1[1]0 0[10/1]1 0 |1|1 o|u%u1lou1011§0.u'1|

| 01

Fig. 1. Illustration of the first two passes of reconciliation using a Cascade protocol.
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Cascade protocol relies on the use of the binary search to locate an error
bit. The binary search includes further division of the block into two smaller
subblocks for which the results of parity check values are compared until an error
is found. For each block with an error bit, in total 14 [log, k;] parity values are
exchanged since 1+ [log, k;] is the maximum number of times that block k; can
be splitted, and only one parity value is exchanged for blocks without errors.

In addition to discarding the sample portion bits used to estimate QBER
value, it is advised to discard the last bit of each block and subblock for which
the parity bit was exchanged to minimize the amount of information gained by
Eve. The maximum number of discared bits denoted as D; can be calculated

based on k; value in the i*" iteration as follows:

DDi=d> (> 1+ Y (I+[logz kil)+ Y [logs k1) (1)

i anitially initially other
even odd errors
blocks blocks corrected

As proposed in [14], Eq. (1) can be shortened to:

D=Y D= Z(kﬁ + > [logs ki) (2)

i g errors
corrected

where k; = 2-k;_1,k; < 5 and n denotes the amount of the measured values
in sifting phase. The number of discarded bits depends on the QBER value and
initial block size. However, Sugimoto showed [12] that most errors are corrected
in the first two iterations. The empirical analysis of cascade protocol is given
in [15], while the practical impact of cascade protocols on post-processing is
considered in [9,16]. In [17], Chen proposed the extension of random permuta-
tions using interleaving technique optimized to reduce or eliminate error clusters
from burst errors. Nguyen proposed modifying the permutation method used in
cascade [18]. Yan and Martinez proposed modifications based the initial key’s
length in [19,20] while the use of Forward Error Correction was analyzed in [21]
(Table1).

Table 1. Error correction per passes using Cascade protocol

Iteration 1 2 3 4
Corrected errors (%) | 54.522% | 45.347% | 0.451% | 0.002%

3 Winnow

In 2003, Winnow protocol based on Hamming codes was introduced [22]. The
aim was to increase the throughput and reduce the interactivity of Cascade by
eliminating the binary search step.
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Both parties, Alice and Bob, divide their random keys M, and M, into blocks
of equal length (recommended starting size is k = 8) and calculate syndrome
values S, and S, based on a Generator matrix G and a parity check Matrix H
where H - GT = 0. For each block of size k, based on his key values M, Bob will
generate and transmit his syndrome S, = H - M}, to Alice, which will calculate
the syndrome differences Sy. If S; is non-zero, Alice will attempt to correct the
errors with the fewest changes leading to syndrome zero values.

[(0110101] . [
Se=H-MI'=|1011010{-[0110011] = |0
1100101] 0]
[(0110101] . [0]
Sy=H-MI'={1011010|-[0100011] = |1
1100101] 0]
1
Sa @) S = |1
0
1-2°+1-2" 4+0-2% =3 (bit on position 3 is the error) (3)

The Hamming distance d,,;, between codewords limits the number of errors
that are suitable for correction where a code word with the number of errors
greater than d"T" may closely resemble different code word then correcting
the considered code word. Due to reliance on Hamming codes, the Winnow
protocol may actually introduce errors, which is the main disadvantage of the
shortly described approached. Its efficiency is lower when compared to Cascade
for QBER values below 10% that are useful for practical QKD [23].

To achieve information-theoretical secrecy, Buttler suggested discarding an
additional bit of each block of size k in the privacy maintenance phase [22].

4 Low Density Parity Check

With terrestrial links, Alice and Bob are usually not limited to execution time,
computation and communication complexity. However, with satellite links, the
parties need to consider significant losses in the channel, limited time to establish
a key due to periodic satellite passage where communication and computation
complexity puts additional constraint. Therefore, in previous years, researchers
have turning to the application of Gallager’s Low Density Parity Check (LDPC)
codes that have recently been shown to reconcile errors at rates higher than those
of Cascade and Winnow [24-26]. LDPC provides low communication overhead
and inherent asymmetry in the amount of computation power required at each
side of the channel.

LDPC linear codes are based on a parity check matrix H and a generator
matrix G where a decoding limit of the code is defined with the minimum dis-
tance. The dimensions of H and G are m xn where m = n-(1—r) and r is defined
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as code rate in range [0, 1]. The code rate value is usually defined beforehand; it
defines the correcting power and efficiency. The reconciliation algorithm based
on LDPC includes following steps:

— An estimation of QBER of the communication channel is performed,

— Based on estimated QBER, Alice and Bob choose the same m x n generator
matrix G and parity check matrix H,

— For each sifted key, Bob calculates syndrome S, and send it to Alice,

— Alice attempts to reconcile sifted key, assuming that Bob has the correct
sifted key. Her goal is to resolve Bob’s key vector x, based on her key
vector y, received syndrome Sp, the parity-check matrix H, and estimated
QBER value. Alice can use several techniques to decode LDPC such as belief
propagation decoding algorithm (also known as the Sum-Product algorithm)
or Log-Likelihood Ratios which significantly lower computational complex-
ity [4,16,23].

Decoding LDPC code requires larger computational and memory require-
ments than either the Cascade or Winnow algorithms. However, it has a signifi-
cant advantage due to the reduction of communication resources since only one
information exchange is required. In networks with limited resources (bandwidth
and latency), such tradeoff provides potentially large gains in overall runtime and
secrecy. In the context of QKD, LDPC was firstly used as a base for the BBN
Niagara protocol in DARPA QKD network [27].

5 Comparisson

For testing purposes, Cascade, Winnow and LDPC code were implemented in
C++ programming language on servers Intel (R) Xeon (R) Silver 4116 CPU @
2.10 GHz with 8 GB, and 512 GB HDD. For each value of QBER, 10.000 random
keys were tested with the same random seed, which allowed repeating scenarios
for different protocols used (Cascade, Winnow and LDPC). In total, 870,000
tests were performed.

The total number of leaked bits is defined as follows:

— Cascade: For each exchange of parity value, one bit is discarded.
— Winnow: For each block &, one bit is discarded.
— LDPC: Total length of syndrome S}, value exchanged.

Figure 2 shows that for small values of QBER (up to 0.05%), Cascade quickly
finds and removes errors resulting in a small number of iterations. However, as
the QBER value increases (up to 0.10%), LDPC shows better efficiency in terms
of overhead and information exchanged.

Figure 3 shows that the overhead efficiency has its price in terms of execution
time. Due to the simplicity of algorithms, Cascade and Winnow codes have
almost fixed execution time, while in LDPC, the code execution time varies, and
gradually increases with the QBER increase.
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Fig. 2. The number of bits leaked (discarded) for different QBER values. Due to its
simplicity, the binary search within Cascade protocol can locate errors in a short time
for lower values of QBER. However, for more significant QBER values, binary search
requires deeper checking of the sifted key, which increases communication. In the case
of Winnow, syndrome message per each block of length k is exchanged which can be
used to detect errors in early stages.
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Fig. 3. The execution time for different QBER values. LDPC predominantly requires
more time to execute key reconciliation tasks while due to its simplicity, the execution
time of the Cascade and Winnow protocols is almost constant. LDPC based on the
belief propagation algorithm was used for decoding.
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6 Error Correction Based on Artificial Neural Networks

Using artificial neural networks for error correction during a key reconciliation
process is a new concept, introduced in [28]. This proposal assumes the use of
mutual synchronization of artificial neural networks to correct errors occurring
during transmission in the quantum channel. Alice and Bob create their own
neural networks based on their keys (with errors). After the mutual learning
process, they correct all errors and can use the final key for cryptography pur-
poses.

6.1 Tree Parity Machines

Tree parity machine (TPM) is a type of artificial neural networks (ANN) —
a family of statistical learning models inspired by biological neural networks
[29]. It consists of artificial neurons (analogous to biological neurons) which are
connected and are able to transmit a signal from one neuron to another [30].
Neurons are usually organized in layers: the first layer consists of input neurons
which can send the data to the second layer (called hidden). The last layer —
called the output layer — consists of output neurons. TPM contains only one
hidden layer and has a single neuron in the output layer. It consists of KN
input neurons, where K is the number of neurons in the hidden layer and N is
the number of inputs into each neuron in the hidden layer. An example of TPM
is presented in Fig. 4.

X X2 Xz Xiv Xo X Xp3.Xw Xy Xk Xks .. Xy

Fig. 4. Structure of TPM machine [28]

TPMs have another important feature: connections between neurons can
store parameters (called weights) that can be manipulated during calculation.
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Each connection between the input layer and hidden layer is characterized by its
weight, which is an integer from the range [—L, L]. The output value of neuron
k in the hidden layer depends on input z and weight w and is calculated as:

N

oL = sgn(z Thn * Wk, (4)

n=1

where signum function is:

1 z>0

sgn(z) = {_1 20 (5)

The output value of the neuron in the output layer is calculated as:

K
T = H Ok (6)
k=1

When Alice and Bob build their own TPMs with the same structure (K, N
and L), they can synchronize these artificial networks after mutual learning [31].
At the beginning of this process, each TPM generates random values of weights,
however after the synchronization process both users have TPMs with the same
values of weights. Therefore, Alice and Bob can use this phenomenon to correct
errors occurring in the quantum channel.

In order to synchronize neural networks, Alice or Bob generates random
inputs and both users compute outputs from each TPM. If the outputs have the
same value, they start the learning process, but if the outputs are different, a
new string of bits must be generated. Alice and Bob can choose any learning
algorithm; however, the generalized form of Hebbian method is the most popular
in practical implementations [32]. This algorithm strengthens the connections
which have the same value as the TPM output. The new weights are calculated
by means of the following formula:

wi,, = VL, (Wkn + T, % 0k * O(0k, 7)) (7)
where:
0 if o T
oo, =40 o7 (3)
1 ifop =7

and function vy, limits values of connections to the range [—L, L]:

—L if 2<—-L
vi(z) =Xz if —-L<z<L (9)
L ifz>1L

After the appropriate number of iterations, the synchronization process ends,
and the weights of both TPM machines are the same. However, synchronization
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of TPMs requires public channel for communication between Alice and Bob
where Eve can eavesdrop and try to synchronize her own TPM machine with
Alice and Bob. Fortunately, if the output of Eve’s TPM machine is different
than the outputs of Alice and Bob’s machines, the learning process cannot be
performed. Therefore, the synchronization of Eve’s TPM is much slower than the
synchronization of the TPMs belonging to Alice and Bob. An example of the
synchronization process is presented in Fig. 5 (TPM machines with parameters:
N =8, K=6, L =2 and Hebbian learning algorithm). Alice and Bob synchronized
neural networks before 200 iterations, but the attacker was not able to do it for
1000 iterations.

120

100 : — Alice-Bob

| Attacker-Bob

i

8

P
o
=

[ %]
o

0 200 400 600 800 1000

Number of differences between TPMs [bits]
[=2]
(=]

Number of iterations

Fig. 5. Example of TPMs synchronization: Alice’s TPM and Bob’s TPM, Bob’s TPM
and Attacker’s TPM (TPM machines with parameters: N=8, K =6, L =2 and Hebbian
learning algorithm)

6.2 Error Correction Based on TPMs

We can use the presented synchronization of the TPM machines to correct errors
in the quantum cryptography. In the beginning, Alice and Bob create their own
TPM machines based on their own strings of bits. The users change the string
of bits into weights in their own TPM machines (bits into numbers from the
range [—L, L] ). Values {—L,—L+1,...L — 1, L} become weights of connections
between the input neurons and the neurons in the hidden layer. In this way,
Alice and Bob construct very similar neural networks — the TPM machines
have the same structure, and most of the weights are the same. The differences
are located only in the places where errors occurred: for example, if QBER
~3%, it means that ~97% of bits are correct. After this, synchronization of the
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TPM machines begins and continues until all weights in both machines become
the same. When each random input is chosen (input strings have KN length),
the users compute outputs and compare the obtained values. When the TPM
machines are synchronized, the weights are the same in both neural networks.
Therefore Alice and Bob can convert the weights back into bits because both
strings are now the same. All errors have been corrected.

Importantly, Alice’s binary string is very similar to Bob’s string of bits. The
typical value for QBER does not exceed a few percent; therefore we must correct
only a small part of the whole key. This means that the TPM machines are close
to synchronization and the learning process will finish much faster than in the
case of synchronization of random strings of bits. Of course, this increases the
security level significantly.

It is worth mentioning that this idea — using the mutual synchronization of
neural networks to correct errors — is a special case when this process makes
sense. In general, TPM machines cannot be used for error correction of digital
information because we are not able to predict the final weights after the learning
process.

7 Conclusion

In this chapter, we analyzed techniques of implementing the key reconciliation
using Cascade, Winnow, Low-density parity-check code and the application of
neural networks with a focus on communication and computing performances.

Our previous results [9] showed that key reconciliation process takes the
dominant part of QKD post-processing. With increasing interest in satellite and
global QKD connections, minimizing the duration of key establishment process
is becoming an increasingly attractive area. It is necessary to take into account
the possibilities of asymmetric processing, which simplifies the requirements for
computing power budgets as well as requirements for minimizing the exchange
of packets to reduce overhead and the ability to work in networks with weaker
network performance (bandwidth and network delay).

Since the development of metropolitan QKD testbed networks [33-39], LDPC
is increasingly being considered as an adequate basis for the key reconciliation
process in QKD, and there are noticeable variations in how this protocol is
implemented. However, techniques of reversibility or on artificial neural networks
can significantly improve the process to reduce communication and computing
resources and represent areas of great interest for further research.
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