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Abstract—Long-term memory prediction extends the spatial
displacement vector utilized in hybrid video coding by a variable
time delay, permitting the use of more than one reference frame
for motion compensation. This extension leads to improved
rate-distortion performance. However, motion compensation in
combination with transmission errors leads to temporal error
propagation that occurs when the reference frames at coder and
decoder differ. In this paper, we present a framework that incorpo-
rates an estimated error into rate-constrained motion estimation
and mode decision. Experimental results with a Rayleigh fading
channel show that long-term memory prediction significantly
outperforms the single-frame prediction H.263-based anchor.
When a feedback channel is available, the decoder can inform the
encoder about successful or unsuccessful transmission events by
sending positive (ACK) or negative (NACK) acknowledgments.
This information is utilized for updating the error estimates
at the encoder. Similar concepts, such as the ACK and NACK
mode known from the H.263 standard, are unified into a general
framework providing superior transmission performance.

Index Terms—Average distortion, H.263+, Lagrangian coder
control, long-term memory, motion-compensated prediction,
multiframe.

I. INTRODUCTION

W ITH continuously dropping costs of semiconductors,
we might soon be able to considerably increase the

memory in video codecs. Algorithms to take advantage of
such large memory capacities, however, are in their infancy
today. This has been the motivation for our research into
long-term memory motion-compensated prediction (MCP).
The efficiency of long-term memory MCP as an approach to
improve coding performance has been demonstrated in [1].
The ITU-T has decided to adopt this feature as an Annex to the
H.263 standard. In this paper, we show that the idea can also be
applied to the transmission of coded video over noisy channels
with the aim of improved rate-distortion performance.

In recent years, several standards such as H.261, H.263,
MPEG-1, and MPEG-2 have been introduced which mainly
address the compression of video data for digital storage
and communication services. H.263 [2] as well as the other
standards utilize hybrid video coding schemes which consist
of block-based MCP and DCT-based quantization of the
prediction error. Also, the future MPEG-4 standard [3] will
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follow a similar video coding approach, but targeting different
applications than H.263.

The H.263-compressed video signal is extremely vulnerable
to transmission errors. In INTER mode, i.e., when MCP is uti-
lized, the loss of information in one frame has considerable im-
pact on the quality of the following frames. As a result, tem-
poral error propagation is a typical transmission error effect for
predictive coding. Because errors remain visible for a longer
period of time, the resulting artifacts are particularly annoying
to end users. To some extent, the impairment caused by trans-
mission errors decays over time due to leakage in the predic-
tion loop. However, the leakage in standardized video decoders
like H.263 is not very strong, and quick recovery can only be
achieved when image regions are encoded in INTRA mode, i.e.,
without reference to a previous frame. The INTRA mode, how-
ever, is not selected very frequently during normal encoding.
In particular, completely INTRA coded key frames are not usu-
ally inserted in real-time encoded video as is done for storage or
broadcast applications. Instead, only single MB’s are encoded
in INTRA mode for image regions that cannot be predicted ef-
ficiently.

The Error Tracking approach [4]–[7] utilizes the INTRA
mode to stop interframe error propagation, but limits its use
to severely impaired image regions only. During error-free
transmission, the more effective INTER mode is utilized, and
the system therefore adapts to varying channel conditions. Note
that this approach requires that the encoder has knowledge
of the location and extent of erroneous image regions at the
decoder. This can be achieved by utilizing a feedback channel
from the receiver to the transmitter. The feedback channel is
used to send Negative Acknowledgments (NACK’s) back to
the encoder. NACK’s report the temporal and spatial location
of image content that could not be decoded successfully and
had to be concealed. Based on the information of a NACK, the
encoder can reconstruct the resulting error distribution in the
current frame, i.e.,track the error from the original occurrence
to the current frame. Then, the impaired MB’s are determined
and error propagation can be terminated by INTRA coding
these MB’s.

In this paper, we extend the Error Tracking approach to cases
when the encoder has no knowledge about the actual occurrence
of errors. In this situation, the selection of INTRA coded MB’s
can be done either randomly or preferably in a certain update
pattern. For example, Zhu [8] has investigated update patterns of
different shape, such as nine randomly distributed macroblocks,
1 9, or 3 3 groups of macroblocks. Although the shape of
different patterns slightly influences the performance, the selec-
tion of the correct INTRA percentage has a significantly higher
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influence. In [9] and [10] it has been shown that it is advan-
tageous to consider the image content when deciding on the
frequency of INTRA coding. For example, image regions that
cannot be concealed very well should be refreshed more often,
whereas no INTRA coding is necessary for completely static
background. In [11] and [12], an analytical framework is pre-
sented on how to optimize the INTRA refresh rate. In [13], a
trellis is used to estimate the concealment quality to introduce a
bias into the macroblock mode decision toward INTRA coding.

Similar to the Error Tracking approach, the Reference Pic-
ture Selection (RPS) mode of H.263also relies upon a feed-
back channel to efficiently stop error propagation after trans-
mission errors. This mode is described in Annex N of H.263,
and is based on the NEWPRED approach that was suggested
in [14]. A similar proposal to NEWPRED has been submitted
to the MPEG-4 standardization group [15]. Instead of using the
INTRA coding of macroblocks, the RPS mode allows the en-
coder to select one of several previously decoded frames as a
reference picture for prediction. In order to stop error propa-
gation while maintaining the best coding efficiency, the avail-
able feedback information can be used to select the most recent
error-free frame.

Note that also erroneous frames could be used for prediction,
if the concealment strategy at the decoder were standardized. In
this case, the encoder could exactly reconstruct the erroneous
reference frames at the decoder based on ACK and NACK in-
formation. Because of the lack of a standardized concealment
strategy and the involved increase in complexity, this approach
is not considered in the description of Annex N. Instead, it is
assumed that only error-free frames are selected as a reference.
However, for very noisy transmission channels, it can be diffi-
cult to transmit complete frames without any errors. In this case,
the most recent error-free frame can be very old and hence inef-
fective for MCP. Therefore, the independent segment decoding
(ISD) mode as described in Annex R of H.263 has been spec-
ified. The ISD mode was suggested in [16]. In the ISD mode,
the video sequence is partitioned into subvideos that can be de-
coded independently from each other. A popular choice is to
use a group of blocks (GOB) as a subvideo. In a QCIF frame,
a GOB usually consists of a row of 11 macroblocks [2]. The
ISD mode significantly reduces the coding efficiency of motion
compensation, particularly for vertical motion, since image con-
tent outside the current GOB must not be used for prediction. In
this paper, we will not use the ISD mode. Rather, we specify a
simple concealment algorithm that is known to encoder and de-
coder, and incorporate it into the encoding algorithms.

Reference Picture Selection can be operated in two different
modes—ACK and NACK mode. In the ACK mode case, cor-
rectly received image content is acknowledged and the encoder
only uses acknowledged image content as a reference. If the
round trip delay is greater than the encoded picture interval, the
encoder has to use a reference frame further back in time. This
results in decreased coding performance for error-free trans-
mission. In the case of transmission errors, however, only small
fluctuations in picture quality occur. The second mode is called
NACK mode. In this mode only erroneously received image
content is signaled by sending negative acknowledgments.
During error-free transmission, the operation of the encoder is

not altered and the previously decoded image content is used
as a reference. Both modes can also be combined to obtain
increased performance as demonstrated in [17] and [18].

In [19], multiple reference frames have been proposed for
increasing the robustness of video codecs. Error propagation
is modeled using a Markov approach which is used to modify
the selection of the picture reference parameter using a strategy
called random lag selection. However, the modifications to the
coder control are heuristic. Moreover, the actual concealment
distortion, the motion vector estimation and the macroblock
mode decision are not considered.

In this paper, we propose rate-constrained long-term memory
prediction for efficient transmission of coded video over noisy
channels. For that, the coder control takes into account the
rate-distortion tradeoff achievable for the video sequence given
the decoder as well as the transmission errors introduced by the
channel. We present a framework that unifies concepts such
as Error Tracking, ACK, and NACK mode. Furthermore, the
proposed framework can also be used to increase the robustness
against transmission errors when no feedback is available. This
paper is organized as follows. In Section II, the video codec
is described. Given the constraints of the video codec, the
proposed coder control is described in Section III. Section IV
presents experimental results that evaluate the new approach.

II. THE VIDEO CODEC

The video codec employed in this paper is based on the H.263
standard. Our motivation for that choice is 1) the algorithm
is well defined [2], 2) the test model of the H.263 standard,
TMN-10, can be used as a reference for comparison, and 3)
the H.263 Recommendation specifies a state-of-the-art video
coding algorithm. In the following, we will describe the exten-
sions made to the H.263video codec.

A. Long-Term Memory Motion-Compensated Prediction

Long-term memory MCP [1] extends the motion vector uti-
lized in hybrid video coding by a variable time delay permit-
ting the use of several decoded frames instead of only the previ-
ously decoded one for block-based motion compensation. The
frames inside the long-term memory which is simultaneously
built at encoder and decoder are addressed by a combination of
the codes for the spatial displacement vector and the variable
time delay. Hence, the transmission of the variable time delay
potentially increases the bit rate which has to be justified by im-
proved MCP. This tradeoff limits the efficiency of the proposed
approach.

The architecture of the long-term memory predictor is de-
picted in Fig. 1. This figure shows an interframe predictor with
several frame memories ( that are arranged using
the memory control. The memory control may operate in sev-
eral modes. In this paper, a sliding time window is accommo-
dated by the memory control unit as depicted in Fig. 1. For that,
past decoded and reconstructed frames starting with the imme-
diately preceding one and ending with the frame which has been
decoded frame intervals before are collected in the frame
memories 1 to



1052 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 18, NO. 6, JUNE 2000

Fig. 1. Long-term memory motion-compensated predictor.

Incorporating long-term memory prediction into an
H.263-based video codec requires changes to the syntax. The
H.263 syntax is modified by extending the interprediction
macroblock modes in order to enable multiframe MCP. More
precisely, the interprediction macroblock modes INTER and
UNCODED are extended by one code word representing the
picture reference parameter for the entire macroblock. The
INTER-4V macroblock mode utilizes four picture reference
parameters each associated with one of the four 88 block
motion vectors.

The variable length code (VLC) table for the picture reference
parameter is specified in Table I. The VLC in Table I is a regu-
larly constructed reversible table. The binary number “ ”
in the first column plus the added decimal number denote the
picture reference parameter which is given in brackets. The code
is constructed such that the binary number is interleaved with
bits that indicate if the code continues or ends. For example,
1 bit is assigned to the picture reference parameter with index
0, 3 bits to the picture reference parameters with indexes 1 and
2, etc.

B. Resynchronization After Errors

Because the multiplexed video bit-stream consists of VLC
words, a single bit error may cause a loss of synchronization and
a series of erroneous code words at the decoder. The common
solution to this problem is to insert unique synchronization code
words into the bit-stream in regular intervals, usually followed
by a block of “header” bits. The H.263 standard supports op-
tional GOB-headers as resynchronization points which are also
used throughout this paper. As mentioned above, a GOB in
QCIF format usually consists of 11 macroblocks that are ar-
ranged in one row. Because all information within a correctly
decoded GOB can be used independently from previous infor-
mation in the same frame, the GOB is often used as the basic
unit for decoding. Hence, if a transmission error is detected, the
GOB is discarded entirely.

C. Error Concealment

The severity of the error caused by discarded GOB’s can be
reduced if error concealment techniques are employed to hide
visible distortion as well as possible. In our simulation environ-
ment, we employ the simple and most common approach called
previous frame concealment, i.e., the corrupted image content is
replaced by corresponding pixels from the previous frame. This
is conducted by setting the macroblocks in the discarded GOB

TABLE I
VLC’ S FORPICTURE REFERENCEPARAMETER. THE x ARE BINARY NUMBERS

to the UNCODED mode. The concealment scheme can be ap-
plied simultaneously at decoder and encoder yielding the same
result at both ends. This simple approach yields good conceal-
ment results for sequences with little motion [20]. However, se-
vere distortions may be introduced for image regions containing
heavy motion.

III. CODER CONTROL

Given the decoder as described in the previous section, the
task of the coder control is to determine the coding parame-
ters that generate a bit-stream which optimizes reconstruction
quality at the decoder. The reconstruction quality in this paper is
measured as mean squared error. For that, the coder control has
to take into account the rate-distortion tradeoff achievable for
the video sequence given the decoder as well as the transmission
errors introduced by the channel. Due to the probabilistic na-
ture of the channel, one has to consider expected distortion mea-
sures. For presentation purposes, the results for several channel
realizations should be averaged.

A. Rate-Constrained Coder Control

The coder control employed for the proposed scheme mainly
follows the specifications of TMN-10 [21], the test model
for the H.263 standard specifying a recommended coder
control. TMN-10 has been proposed to the ITU-T in [22].
We use TMN-10 because the optimization method in [22] has
been proven efficient while requiring a reasonable amount
of computational complexity. A further motivation is the use
of the TMN-10 coder as an anchor for comparisons. In the
following, we briefly describe the TMN-10 scheme and explain
the extensions to long-term memory motion-compensated
prediction.

The problem of optimum bit allocation to the motion vectors
and the residual coding in any hybrid video coder is a nonsepa-
rable problem requiring a high amount of computation. To cir-
cumvent this joint optimization, we split the problem into two
parts: motion estimation and mode decision. Motion estimation
determines the motion vector and the picture reference param-
eter to provide the motion-compensated signal. Mode decision
determines the use of the macroblock mode which includes the
MCP parameters, the DCT coefficients, and coder control in-
formation. Motion estimation and mode decision are conducted
for each macroblock given the decisions made for past mac-
roblocks.

Our block-based motion estimation proceeds over all refer-
ence frames in the long-term memory buffer. For each block, a



WIEGAND et al.: ERROR-RESILIENT VIDEO TRANSMISSION USING LONG-TERM MEMORY MCP 1053

Lagrangian cost function is minimized [23], [24] that is given
by

(1)

where the distortion of the displaced frame difference (DFD) is
measured as the sum of the squared differences (SSD)

(2)

for all pixels in a block in the original frame and the re-
constructed frame that was decoded frame intervals in
the past. The rate term is associated with the mo-
tion vector and the picture reference parameterThe motion
vector is entropy-coded according to the H.263 specification,
and the picture referenceis signaled using Table I. The motion
search covers all frames and a range of16 pixels horizontally
and vertically.

Given the motion vectors and picture reference parameters,
the macroblock modes are chosen. Again, we employ a rate-
constrained decision scheme where a Lagrangian cost function
is minimized for each macroblock [25]

(3)

Here, the distortion after reconstruction measured as
SSD is weighted against bit-rate using the Lagrange
multiplier The corresponding rate term is given by the
total bit-rate that is needed to transmit and reconstruct a
particular macroblock mode, including the macroblock header

motion information including and , as well as DCT
coefficients The mode decision determines whether to code
each macroblock using the H.263 modes INTER, UNCODED,
INTER-4V, and INTRA [2].

Following [26], the Lagrange multiplier for the mode deci-
sion is chosen as

(4)

with being the DCT quantizer value, i.e., half the quantizer
step size [2]. The Lagrange multiplier used in the motion esti-
mation is chosen as

B. Incorporating Interframe Error Propagation

When an error occurs, complete GOB’s are lost and con-
cealed using previous frame concealment as described above.
Hence, the reconstructed frames at encoder and decoder differ.
Referencing this image content for MCP leads to interframe
error propagation.

A common approach to stop interframe error propagation is to
send INTRA macroblocks. However, INTRA coding of picture
content is usually less efficient than INTER coding. Hence, the
number of INTRA macroblocks must be balanced against the
amount of propagating errors. Another important issue in this
context is how the errors are spread via motion compensation.
By motion-compensating erroneous image content as prediction
into the current frame, the error energy introduced is copied and
filtered.

Fig. 2. Binary tree of possible error events. Each node of the tree corresponds
to a decoded version of a video frame. The nodes labeled with a circle are those
that contain transmission errors. The shaded circles correspond to the error cases
considered.

We model the error that may occur with probabilityusing
an error tracking approach similar to the one proposed in [4]
and [5]. In addition to the scheme in [4], where the macroblock
mode decision between INTRA and INTER is controlled, we
also utilize error tracking to modify motion estimation. Also,
error tracking is applied on a pixel basis in contrast to [4] where
only entire macroblocks are considered. Another difference is
that we also consider the case where we do not know where an
error occurred, i.e., when no feedback is available. Therefore,
we have to consider the various combinations of possible error
events.

For simplicity, let us assume that each frame is transmitted as
one packet and each packet is lost with probabilityor correctly
received with probability Further, assume interframe
coding where the current frame references the immediately pre-
ceding frame Hence, if the immediately preceding
frame is lost, an error is introduced that propagates to the cur-
rent frame. Fig. 2 illustrates the combination of possible error
events.

Let us assume that we are currently coding the frame at time
instant that references frame We want to estimate the
average errors that have accumulated in frame to incor-
porate these measures into the coder control. For that, we also
have to consider older frames than frame due to inter-
frame error propagation. For the sake of simplicity, we assume
that the frame at time instant is correctly decoded. In the
next frame at time instant reference is made to frame

using motion compensation. The image content at time
instant is either decoded erroneously with probabilityor
correctly decoded with probability Hence, the two
nodes at time instant correspond to two decoded versions
of that video frame. The decoding of image content in the frame
at time instant which references frame results in 4
combinations of possible outcomes, while image content in the
frame at time instant can be decoded in eight different
ways. It is easy to conclude that any succeeding frame doubles
the number of possibilities of the decoding result. Hence, mod-
eling all these branches of the event tree would very quickly be
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intractable since combinations would have to be com-
puted for a frame that is time instants decoded after the first
frame.

If long-term memory prediction is utilized, the number of
branches leaving a node varies since frames other than just the
prior decoded frame can also be referenced. Moreover, time in-
stants do not correspond to levels of the tree anymore. On the
other hand, if the transmission scheme packetizes a frame into
more than one unit that can be correctly received or lost, the tree
structure also becomes more complicated in that the number of
branches leaving a node also increases.

The distortion that we expect by INTER coding is given by
the weighted summation of the distortion between the original
frame and each reconstructed version of the reference frame.
More precisely, assume that at time instanta number of
different outcomes of decoding are possible. The expected dis-
tortion for a motion vector and picture reference
parameter is computed as

(5)

with being the set of pixels considered, being the th ver-
sion of the reconstructed video signal, andbeing the prob-
ability that version is the actual decoded one. Note that we
have to independently evaluatedistortion terms for each point
in the search area. This is computationally very demanding es-
pecially when used for motion estimation. Hence, we express
the reference frame in theth decoding branch using the cor-
rectly decoded reference frame plus the
remaining error

(6)

The distortion term is approximated by

(7)

where we neglect the cross terms and
since we assume and to be uncorrelated

from and to have zero mean value. The overall
distortion term is modified to

(8)

Note that the first term corresponds to the distortion term usually
computed in motion estimation routines The second

term represents the error energy caused by transmission errors.
The values of the second term can be efficiently precomputed
utilizing an algorithm similar to the one proposed in [27]. Nev-
ertheless, the computational burden is still very high because of
the large number of combinations involved. Hence, we restrict
the number of possibilities of errors to the following two cases:

1) the referenced image content is in error and concealed
(branch in Fig. 2),

2) the referenced image content has been correctly decoded
but references concealed image content (branch in
Fig. 2).

In Fig. 2, each node of the tree corresponds to a decoded
version of a video frame. The nodes labeled with a circle are
those that contain transmission errors. Our approximation in-
corporates only those cases with shaded circles. This approxi-
mation is justified by assumingto be very small and two error
events in a row to be very unlikely. Other decoded versions
can be neglected if an error has occurred several frames in the
past and is then several times motion-compensated. Here, we
assume that the error is filtered and somewhat reduced. Never-
theless, our assumptions may not hold for some cases. We will
elaborate on possible shortcomings of this approximation in the
section on experimental results when comparing to more accu-
rate error modeling.

In this work, the error modeling is incorporated into motion
estimation and mode decision as follows. The Lagrangian cost
term of the minimization routine for motion estimation is modi-
fied in that another distortion term is added that incorporates the
energy in the case of transmission errors. Hence, (1) is modified
to

(9)

with being

(10)

and being a weighting term. This weighting term is used as a
free parameter in the simulation discussed below and is neces-
sary because of the following reasons. First, it provides a means
to adapt to the given channel conditions. Note that in contrast to
(8), no error probability is included in (10). Hence,is used to
scale the estimated error energy according to the effec-
tive loss probability. Second, it is actually necessary to consider
not only the error that is introduced in the current frame but also
the propagation of errors in future frames. Both effects are diffi-
cult to capture and we therefore varyin an appropriate range.
For a practical system it would be necessary to setcorrectly
during encoding. Because we are mainly interested in perfor-
mance bounds, we useas a free parameter and pick the value
that results in optimal overall performance (as given in max-
imum decoder PSNR in this paper). Also note thatactually
would have to be adapted on a macroblock basis for optimum
performance. For simplicity, however, we use a fixed value of
for a given sequence and channel.
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The Lagrangian costs for the INTER modes in (3) are modi-
fied to

(11)

while the Lagrangian costs for INTRA modes remain un-
changed as in (3). Note that INTRA coding terminates branches
of the tree, since in the case of correctly decoded image content,
interframe error propagation is stopped. However, the bits for
the INTRA code itself could be in error. Therefore, one impact
of the error modeling when incorporated into an H.263 and
long-term memory codec is that the number of macroblocks
coded in INTRA should be increased.

For the long-term memory codec, the frame selection is also
affected since the error modeling is incorporated into motion
estimation. This effect is very strong in the case of feedback,
since if a feedback message is received for a frame transmitted,
the exact decoded version of that feedback frame can be recon-
structed at the encoder. Note that feedback is provided about
correct as well as erroneous macroblocks (ACKNACK). In
this work, we assume that feedback messages are transmitted
without error and that the exact concealment method is known
to encoder and decoder. Using the exact reconstruction of the de-
coded frame at the encoder, the succeeding frames are decoded
and the interframe error propagation, in the case of an error, is
therefore tracked exactly. Note that this decoding is only neces-
sary for concealed image content and macroblocks referencing
those concealed pixels. A similar idea has been exploited in [28].
The error modeling is updated in that, is set to 0
for the feedback frame and an update is made for all depending
frames in those parts of the image affected by a propagated error.

In order to transmit the picture reference parameters with the
smallest possible average bit-rate given the VLC in Table I, the
picture reference parameters are sorted in descending order of
their frequency. The result of the sorting is then transmitted to
the decoder by sending the number of the picture reference pa-
rameters in descending order of their frequency. However, the
bit-rate needed for this transmission may be prohibitive when a
large number of reference frames is used. Hence, only the most
likely picture reference parameters are transmitted. The re-
maining picture reference parameters are left in their original
order and are appended to the specified parameters. Typi-
cally, the number is chosen as 3.

IV. EXPERIMENTS

Before presenting results for the proposed framework, we de-
scribe the simulation environment that is used for their evalua-
tion. We follow the basic block diagram of a video transmission
system as illustrated in Fig. 3 and describe the individual parts.

For the channel model, modulation scheme, and channel
codec, we use standard components rather than advanced
techniques that reflect the current state of research. This is
justified by our focus on video coding and by the fact that the
selected standard components are well suited to illustrate the
basic problems and tradeoffs. Therefore, the described scenario
should be considered as an example that is used for illustration,
rather than a proposal for an optimized transmission scheme.

Fig. 3. Basic components of a video transmission system.

A. Channel Model and Modulation

Our simulations are based on bit error sequences that are used
within ITU-T Study Group 16 for the evaluation of current and
future error resilience techniques in H.263. The sequences are
generated assuming Rayleigh fading with different amounts of
channel interference, characterized by ratios of bit-energy to
noise-spectral-energy in the range of 14–30 dB.

The correlation of fading amplitudes is modeled according
to the widely accepted model by Jakes [29]. In this model, the
correlation depends significantly on the Doppler frequency
which is equal to the mobile velocity divided by the carrier
wavelength. For a given carrier frequency, the correlation
increases with decreasing mobile velocity, such that slowly
moving terminals encounter longer burst errors. For more
information on this very common channel model, see [29] and
[30].

The modulation scheme and relevant parameters, such as car-
rier frequency and modulation interval, are roughly related to
the ETSI standard DECT (Digital Enhanced Cordless Telecom-
munications). Although DECT was originally intended for cord-
less telephony, it provides a wide range of services for cord-
less personal communications which makes it very attractive for
mobile multimedia applications [31], [32]. Similar to DECT,
we use BPSK for modulation and a carrier frequency of
1900 MHz. For moderate speeds, a typical Doppler frequency
is 62 Hz, which will be used throughout the simulations in
the remainder of this paper. According to the double slot format
of DECT, we assume a total bit-rate of 80 kbps that is
available for both source and channel coding. For simplicity we
do not assume any TDMA structure and use a symbol interval of

1/80 ms. The resulting bit error sequences exhibit severe
burst errors that limit the effective use of forward error correc-
tion. Therefore, even at low channel code rates, residual errors
cannot be avoided completely by the channel codec and have to
be processed by the video decoder.

B. Channel Codec

For channel coding we use a forward error correction (FEC)
scheme that is based on Reed–Solomon (RS) codes [33]. For
symbols composed of bits, the encoder for an RS code
groups the incoming data stream into blocks ofinformation
symbols bits) and appends parity symbols to each
block. Hence, the transmitted output block containssymbols
and each block is treated independently by the channel codec.
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Fig. 4. RWER after channel coding for a Rayleigh fading channel (Doppler
frequencyf = 62 Hz) with Gaussian frequency shift keying.

The bit allocation between source and channel coding can be
described by thecode rate which is defined as
For RS codes operating on-bit symbols, the maximum block
length is By usingshortenedRS codes, any
smaller value for can be selected, which provides a great flex-
ibility in system design. As RS codes operating on 8-bit symbols
are very popular and powerful, we use in our simulations
and a packet size of byte.

An RS decoder can correct any pattern of bit errors
resulting in less than symbols in error. In
other words, for every two additional parity symbols, an addi-
tional symbol error can be corrected. If more thansymbol er-
rors are contained in a block, the RS decoder fails and indicates
an erroneous block to the video decoder. The probability that a
block cannot be corrected is usually described by theresidual
word error rate(RWER). In general, the RWER decreases with
increasing and/or with increasing For simplicity, we
ignore the occurrence of undetected errors, whose probabilities
are usually very small compared to the RWER. This is also jus-
tified by the fact that the video decoder itself usually has some
error detection capability due to syntax violations that can be
exploited.

For the described channel code, modulation scheme, and
channel model, this relationship is summarized in Fig. 4 which
illustrates the RWER for the values of and that
are used in the simulations. As can be seen, the RWER for a
given value of can be reduced by approximately one
order of magnitude by varying the code rate in the illustrated
range. Although we will see that this reduction is already very
helpful for video transmission, the observed gain in RWER is
actually very moderate due to the bursty nature of the wireless
channel. For channels without memory, such as the additive
white Gaussian noise (AWGN) channel, the same reduction in

would provide a significantly higher reduction in RWER. For
the AWGN channel it is possible to achieve very high reliability
(RWER 10 with very little parity-check information
and resilience techniques in the video codec would hardly be

Fig. 5. Average PSNR versus average bit rate or code rate for the sequences
Foreman(top) andMother and Daughter(bottom). The two curves relate to the
two codecs compared: i) TMN-10, the test model of the H.263 standard with
Annexes D, F, I, J, T enabled; and ii) LTMP: the long-term memory prediction
coder with 10 frames also utilizing Annexes D, F, I, J, T.

necessary [12]. For the mobile fading channel, however, the
effective use of FEC is limited and the use of error resilience
techniques in the source codec is very important.

By increasing the redundancy of the channel code, the
available bit-rate for the source coder is reduced. Fig. 5 shows
rate distortion plots obtained from coding experiments with the
QCIF sequencesForemanas well asMother and Daughter.

Both coders are run with a rate-control enforcing a fixed
number of bits per frame when coding 210 frames of video
sampled with 8.33 frames/s. The first 10 frames were excluded
from the measurements to avoid the transition phase at the
beginning of the sequence since we employ long-term memory
prediction with 10 reference frames. The two plots in Fig. 5
illustrate various aspects. The PSNR values differ about 5 dB
comparing the lowest bit-rate point to the highest bit-rate for
both sequences and both codecs. Further, the level of the PSNR
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values is about 5 dB higher for the sequenceMother and
Daughtercompared to the sequenceForeman. This is because
theForemansequence shows much more motion and high-fre-
quency content than the sequenceMother and Daughter. The
two sequences are chosen as test sequences throughout the
paper because we consider them extreme cases in the spectrum
of low bit-rate video applications. Finally, the improved coding
performance of long-term memory prediction is demonstrated.
The two curves in each of the two plots compare as follows:

• TMN-10—the test model of the H.263 standard with An-
nexes D, F, I, J, T enabled.

• LTMP—the long-term memory motion-compensated pre-
diction coder with 10 frames also utilizing Annexes D, F,
I, J, T.

The bit-rate savings obtained by the long-term memory codec
against TMN-10 are 18% for the sequenceForemanwhen mea-
suring at equal PSNR of 34 dB and 12% for the sequenceMother
and Daughterwhen measuring at 39 dB. Although not shown
here, extending the long-term memory to 50 frames yields a
50% increase in bit-rate savings [1].

C. Experimental Results Without Feedback

The first set of simulation results will be presented for the
case when there is no feedback available. For that, we compare
the TMN-10 coder with the LTMP coder when employing the
error modeling approach and various code-rates.

In Fig. 6, the average PSNR measured at the encoder
(PSNR ) is depicted versus various code rates for the sequence
Foreman. The upper plot corresponds to TMN-10 while the
lower one shows results from the LTMP coder. Both coders are
operated under similar conditions as for Fig. 5. The various
curves correspond to values of the weight of the modeled
distortion in case of an error. The case is the same
as for the curves plotted in Fig. 5. Comparing to this case, a
significant degradation in terms of coding efficiency can be
observed with increasing values of for both coders. This
performance loss is explained by the additional cost term in
(9) and (11) resulting in increased amounts of INTRA coded
macroblocks and modified motion vectors and, for the LTMP
coder, picture reference parameters.

Fig. 7 shows the corresponding average PSNR values mea-
sured at the decoder (PSNR). Each bit-stream is transmitted
to the decoder via the error-prone channel. This experiment is
repeated 30 times using shifted versions of the bit error se-
quence that corresponds to the fading channel generated with
noise-spectral-energy dB under the conditions
described above. Again, the upper plot shows TMN-10 results
while the lower one depicts results from the LTMP codec both
incorporating error modeling. Obviously, the sacrifice at the
encoder side pays off at the decoder side. In other words, the
weighting factor can be used to tradeoff coding efficiency and
error resilience.

Although the optimum generally increases with the code
rate and hence with RWER, there is no direct relationship be-
tween and RWER. To some extent, this results from the fact
that and RWER describe the loss of probability of different
entities, i.e., MB’s and blocks. Further, the described simplifi-
cations for the error modeling make it difficult to provide an
exact mapping of RWER to Nevertheless, such a mapping is

Fig. 6. Average encoder PSNR versus code rate for the sequenceForeman
when running the TMN-10 coder (top) and the LTMP coder (bottom). By
increasing�; the estimated error energy is amplified resulting in reduced
coding performance.

important in practice to operate the codec at the optimal point
and is the subject of future research. On the other hand, code
rate and value can be traded off against each other over a wide
range leading to a plateau of similar values of decoder PSNR for
various selected pairs of code rate andThis feature is espe-
cially important when there is no feedback available about the
channel status.

The tradeoff between code rate and error modeling for var-
ious channel conditions is illustrated in Fig. 8. Average decoder
PSNR is shown versus various levels of channel interference ex-
pressed by The plot is obtained by running the LTMP
codec with a fixed value of The various curves re-
late to 8 code rates that are equidistantly spaced in the range
32/88 1. Obviously, avoiding channel coding entirely is not
advantageous if there are single bit errors as is the case in our
simulations. The optimum coding redundancy, of course, de-
pends on the quality of the channel. Nevertheless, the curves
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Fig. 7. Average decoder PSNR versus code rate for the sequenceForeman
when running the TMN-10 coder (top) and the LTMP coder (bottom).

corresponding to medium code rates are close to the maximum
of the achievable PSNR values indicating that the choice of the
code rate is not that critical when combined with our error mod-
eling approach. For example, a code rate of 0.55 provides rea-
sonable performance for the whole range of as illustrated
by the bold curve in Fig. 8.

In Fig. 9, we compare the best performance in terms of max-
imum decoder PSNR achievable when varying over code rate
as well as For that, we have conducted several simulations
to sample the parameter space. More precisely, the code rate is
varied over 8 values that are equidistantly spaced in the range
32/88 1. The error modeling weight is varied over values
0, 0.01, 0.02, 0.03, 0.04, 0.05, 0.10, 0.20, 0.30, 0.40, 0.50For

each of these 88 pairs of code rate anda bit-stream is encoded
using the TMN-10 as well as the LTMP coder. Each bit-stream is
transmitted to the decoder via error-prone channels. This exper-
iment is repeated 30 times for each channel using shifted ver-
sions of the bit error sequences that correspond to

Fig. 8. Average decoder PSNR versusE =N for the sequenceForemanwhen
running the LTMP coder for a fixed error weighting but various code rates.

14, 18, 22, 26, 30 The dashed lines show encoder PSNR that
corresponds to the maximum average PSNR measured at the
decoder which is depicted with solid lines. Evaluating decoder
PSNR, the LTMP coder outperforms the TMN-10 coder for all
channel conditions. For example, the PSNR gain obtained for
the sequenceForemanis 1.8 dB at dB. Corre-
spondingly, a saving of 4 dB in terms of power efficiency is ob-
tained.

Finally, we want to get an indication for the validity of our ap-
proximation for the divergence between encoder and decoder.
As mentioned before, we only simulate a subset of the entire
error event tree in Fig. 2. Hence, we only use an approxima-
tion of the expected divergence between encoder and decoder
and therefore must obtain suboptimal results. Note that there
has been a proposal for a recursive algorithm to model the ex-
pected divergence between encoder and decoder [34]. The re-
cursive algorithm in [34] is accurate and has low computational
complexity if there is no spatial filtering applied in the video
codec. However, if there is spatial filtering as for half-pel accu-
rate motion compensation [2], overlapped block motion com-
pensation (Annex F of H.263) or deblocking filtering (Annex
J of H.263) the algorithm has to be extended significantly in-
creasing its complexity.

The main focus of this paper, however, is not the error mod-
eling scheme. Rather, we want to present the error resilience
characteristics of long-term memory prediction in contrast to
single-frame prediction. A more accurate error modeling for
our simulation scenario is given by the average divergence be-
tween encoder and decoder for those 30 simulations for which
the performance evaluations are conducted. Note that this is a
too-optimistic anchor, since this scenario cannot be realized
in practice. Nevertheless, within our simulation framework, it
provides us with a baseline to which we can compare. The more
accurate error modeling is realized at the encoder by locally
decoding the received bit-streams that are transmitted over the
30 channel realizations. Having the 30 decoding results available
at the encoder, the squared difference to the correctly decoded
picture is computed and averaged over all 30 cases. This squared
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Fig. 9. Average decoder PSNR versusE =N for the sequencesForeman(top)
andMother and Daughter(bottom) for the optimal code rate and error model
parameter� without feedback.

difference is employed as with in the opti-
mization criteria for the motion estimation (9) and mode decision
(11).

Fig. 10 compares the loss of our approximate error modeling
scheme to the more accurate error modeling as described above.
The curves for the approximate error modeling are identical to
those in Fig. 9. The more accurate error modeling provides im-
proved performance in terms of decoder PSNR. Nevertheless,
the maximum gains for optimum error modeling in comparison
to our approximation are less than 1 dB for large values
indicating the validity of our approximation.

D. Experimental Results with Feedback

In the following set of experiments, a feedback channel is
utilized. Such a feedback channel indicates which parts of the
bit-stream were received intact and/or which parts of the video
signal could not be decoded and had to be concealed. The de-
coder sends a negative acknowledgment (NACK) for an erro-

Fig. 10. Average decoder PSNR versusE =N for the sequenceForeman
(top) when comparing the results of optimal code rate and error model parameter
� for our approximate error modeling to more accurate error modeling.

neously received macroblock and a positive acknowledgment
(ACK) for a correctly received macroblock. In our simulations,
we assume that the feedback channel is error-free. The round
trip delay is assumed to be approximately 250 ms, such that
feedback is received 3 frames after their encoding.

In Fig. 11, we compare three feedback handling strategies for
the sequenceForeman. The simulation conditions are similar to
the previous results. The upper plot shows results obtained with
the TMN-10 codec while the lower plot shows results form the
LTMP codec. Note that the feedback handling depends on the
video codec used.

For the TMN-10 codec, the following three feedback schemes
are realized.

• ACK Mode:MCP is conducted by referencing the most
recent image for which feedback is available.

• NACK Mode:MCP is conducted as usual refer-
encing the most recently decoded frame; only in case of an
error indication via feedback, the image is referenced for
which that feedback is received after error concealment.

• Error Modeling: Conducted as the NACK mode, but mo-
tion estimation and mode decision are modified by the
error modeling term via setting

Again, the parameter space of code rates andvalues is sam-
pled so as to obtain maximum decoder PSNR for the various
channel conditions given by 30, 26, 22, 18, 14. The
space of code rates is sampled so as to show optimum perfor-
mance. Evaluating decoder PSNR in the upper plot of Fig. 11,
the differences between the three schemes are rather small. At

30 dB, the NACK mode and the error modeling work
best, while at 26 dB the error modeling is slightly
better. For lower values, the ACK mode outperforms the
other two schemes.

For the LTMP codec, the three strategies are implemented as
follows.

• ACK Mode:MCP is conducted by referencing the 10 most
recent images for which feedback is available.
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Fig. 11. Average PSNR versusE =N for the sequenceForemanrunning the
TMN-10 coder (top) and the LTMP coder (bottom) when feedback is utilized.
The various curves correspond to decoder and encoder PSNR for three different
feedback handling strategies.

• NACK Mode:MCP is conducted by referencing the most
recent 10 decoded frames when an error is indi-
cated via feedback from the decoder, the depending frames
are decoded again after error concealment in the feedback
frame.

• Error Modeling: Conducted as the NACK mode, but mo-
tion estimation and mode decision are modified by the
error modeling term via setting

The remaining simulation conditions regardingand code rates
are the same as for the TMN-10 codec. Here, the differences in
terms of decoder PSNR are more visible distinguishing the three
concepts. The error modeling approach is superior or achieves
similar performance comparing it to the ACK or NACK mode.
This is because the ACK or NACK mode in the LTMP codec are
special cases of the error modeling approach. The ACK mode is
incorporated via large values of Then, reference frames for

Fig. 12. Average PSNR versusE =N for the sequencesForeman(top) and
Mother and Daughter(bottom) for the optimal feedback strategy and without
feedback.

which no feedback is available are completely avoided since for
reference frames with feedback, the term in (9) and (11)
is set to 0. On the other hand, the NACK mode is incorporated
by simply setting Hence, it is not surprising that in the
case when ACK and NACK modes perform similarly “well” or
rather “badly,” the error modeling approach provides the largest
benefit. This can be seen for the results obtained at
26 dB. The error modeling approach releases the structural con-
straints of ACK and NACK modes and thus provides improved
overall performance.

Finally, in Fig. 12, the gains achievable with the LTMP codec
over the TMN-10 codec are depicted for the feedback case. We
also show results for the case without feedback to illustrate the
error mitigation by feedback. Fig. 12 shows comparisons for the
sequencesForeman(top) andMother and Daughter(bottom).
The decoder PSNR curves related to the case without feedback
are the same as in Fig. 9. For the feedback case, the optimum
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performance points in terms of decoder PSNR are taken from
Fig. 11 for theForemansequence. The points for the sequence
Mother and Daughterare generated in a similar manner. For the
Foremansequence, the error mitigation by feedback in terms of
average decoder PSNR is between 1.8 dB at 30 dB and
2.5 dB at 14. In the feedback case, the LTMP coder
provides a PSNR gain of 1.2 dB compared to the TMN-10 coder.
This decoder PSNR gain corresponds to a saving in terms of
power efficiency between 3.8 dB at 30 dB and 2.5 dB
at 14. The LTMP coder without feedback performs
close to the TMN-10 coder with feedback for dB.

V. CONCLUDING REMARKS

In this paper we propose long-term memory prediction for
efficient transmission of coded video over noisy channels. For
that, the coder control takes into account the rate-distortion
tradeoff achievable for the video sequence given the decoder as
well as the transmission errors introduced by the channel. Due
to the probabilistic nature of the channel, one has to consider
expected distortion measures. For simulation purposes, the
results for several channel realizations are averaged. The
proposed framework can be used to increase the robustness
against transmission errors when no feedback is available.
In experiments incorporating Rayleigh fading channels, the
PSNR gain at the decoder obtained for the sequenceForeman
is 1.8 dB at 22 dB.

When a feedback channel is available, the decoder can
inform the encoder about successful or unsuccessful transmis-
sion events by sending positive (ACK) or negative (NACK)
acknowledgments. Upon receipt of feedback, various strategies
are known in literature including error tracking, and ACK and
NACK modes. The presented framework unifies these concepts
and achieves a tradeoff between them by adjusting a simple
parameter. Hence, it is not surprising that in the case when ACK
and NACK modes perform similarly “well” or rather “badly,”
the error modeling approach provides the largest benefit. The
PSNR gain by the long-term memory scheme compared to
single-frame prediction is up to 1.2 dB. The error modeling
approach releases the structural constraints of ACK and NACK
modes and thus provides improved overall performance.

The ITU-T has decided to adopt long-term memory predic-
tion as an Annex to the H.263 standard. In this paper, we have
demonstrated that this concept can be employed for the trans-
mission of coded video over noisy channels with improved per-
formance.
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