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Abstract

This dissertation consists of three essays on macroeconomics in the frequency domain.

In the first essay, I show that whereas the High-Frequency volatility of the majority

of the macroeconomic series declined after the early 1980s, their Medium-Frequency

volatility did not. Moreover, the Medium-Frequencies capture a large fraction of

the volatility of these variables. In order to formally test whether a set of time-

series is characterized by a break in their variance at any frequency, I construct a

frequency domain structural break test. After deriving its asymptotic and small

sample properties, I apply the test to the main U.S. real macroeconomic variables

and conclude that the Great Moderation is just a High-Frequency phenomenon.

In the second essay I compute the welfare cost of the Great Moderation, using a

consumption based asset pricing model. The Great Moderation is modeled according

to the data properties of the stationary component of consumption, which displays a

reduction of the volatility at high frequencies, and an unchanged volatility at medium

frequencies. The theoretical model, calibrated to match the average asset pricing

variables in the data, relies on the evolution of the habit stock, which depends on

the lower frequencies of consumption. These two features generate a modest welfare

gain of the Great Moderation (0.6 percent). I show that this result depends mainly

on the medium frequency properties of consumption.

The third essay, which is joint work with Marija Vukotić, evaluates the effects of

a change in monetary policy on the decline of the volatility of real macroeconomic
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variables, and on its redistribution from high to medium frequencies during the post-

1983 period. By using a dynamic stochastic general equilibrium (DSGE hereafter)

model, we find that the monetary policy alone cannot account for the observed

changes in the spectral density of output, investment, and consumption. However,

when we also consider a change in the exogenous processes, a different monetary

policy accounts for 40 percent of the decline in the high-frequency volatilities and

partially accounts for the redistribution of the variance toward lower frequencies.
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1

Spectral Covariance Instability Test: An

Application to the Great Moderation

1.1 Introduction

The investigation of the properties of economic cycles plays a central role in macroe-

conomics, since the movements and co-movements of the variables along their trend

individuate booms and recessions. The literature on this topic is extensive, begin-

ning early in the 20th century (see Schumpeter (1927, 1939), Kuznets (1940, 1961),

Friedman and Schwartz (1963), Lucas (1977), and Hodrick and Prescott (1997)). As

a consequence, the identification of the cyclical component of macroeconomic vari-

ables has drawn attention in the discipline, both from a theoretical and an empirical

point of view. Burns and Mitchell (1946) are among the pioneers of business cycle

analysis, defining the business cycle as those fluctuations that occur in the economy

with periodicity up to ten years. Baxter and King (1999) formalized this definition

and provided tools to isolate the business cycle component of a time series from its

trend.

In the vast literature on the cyclical properties of the macroeconomic variable,
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the above-mentioned definition of the business cycle provided by Burns and Mitchell

(1946) is the conventionally adopted measure of the economic cycle. However, a

recent papers by Comin and Gertler (2006) examines the features of a more broadly

defined cycle, including fluctuations up to 50 years long. In this paper I follow a

similar strategy, studying the cyclical behavior of the macroeconomic variables when

the cycle includes fluctuations with larger periodicity than the conventional defini-

tions of business cycle. In particular, I define the High-Frequency component, as the

fluctuations included between 2 and 32 quarters, which corresponds to the common

definition of the business cycle, and I define the Medium-Frequency component as

those fluctuations between 32 and 80 quarters. The conventional business cycle liter-

ature includes only the High-Frequency component in the cyclical analysis, ignoring

the Medium-Frequency component. In the empirical section of this paper I show

that the Medium-Frequency component accounts for a larger fraction of the total

fluctuations in output (37 percent) with respect to the High-Frequency component

(25 percent). Therefore, ignoring the Medium-Frequencies fluctuations results in a

relevant loss of information on the behavior of the economic cycle.

I also find that the behavior of the Medium-Frequency components of U.S. macroe-

conomic variables in the post-war period evolved differently from that of the High-

Frequency component. Since the early 1980s the High-Frequency volatility of macroe-

conomic variables has sharply declined. The term Great Moderation was introduced

to define this well-known and amply documented phenomenon. Kim and Nelson

(1999), McConnell and Perez-Quiros (2000), Blanchard and Simon (2001), and Stock

and Watson (2002), among others, have contributed to this literature. However, the

Medium-Frequency component of the majority of the macroeconomic variables does

not display a similar decline in volatility after the early 1980s. Therefore, in this

paper I investigate whether the Great Moderation is a phenomenon robust to the

adopted measure of cyclicality or whether it is just a High-Frequency phenomenon.

2



To formally test the presence of moderation of the macroeconomic variables at

different frequencies, I introduce and define a tool, the Integrated Cospectrum, which

computes the variance and the covariance of a set of variables at any given interval

of frequencies. Since the goal of this paper is to study whether the variance and

covariances of the variables at different cycles has significantly changed throughout

the sample, I then define a structural break test in the frequency domain, the Spec-

tral Covariance Instability test. Although the literature on structural break tests is

large1, their application to the frequency domain is one of the novelties introduced

in this paper. I present three types of tests, the Spectral Average Wald test, the

Spectral Exponential test, and the Spectral Nyblom test. After deriving the asymp-

totic proprieties of the tests, I analyze their small sample proprieties using Monte

Carlo simulations. In addition, I compare the properties of the proposed frequency

domain approach, with a time domain GMM-based approach, which is a natural

alternative of calculating variances and covariances at any interval of frequencies. I

show that the frequency domain approach I propose performs significantly better in

small samples.

Finally, I apply the Spectral Covariance Instability test to three of the main U.S.

macroeconomic variables, namely output, consumption, and investment. Consis-

tent with the Great Moderation literature, the tests detect a break in the variance

of the three variables when only the High-Frequencies are considered. However,

when Medium-Frequencies are also included in the cyclical analysis, the tests sug-

gest absence of any moderation. This finding, supported by the descriptive evidence

mentioned above, reveals that the Great Moderation is just a High-Frequency phe-

nomenon, which is at least mitigated, if not absent, when a broader measure of cycle

is adopted.

The structure of the paper is as follows: in Section 1.2, I document the properties

1 See Perron (2005) for a review
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of the High-Frequency and Medium-Frequency components of U.S. macroeconomic

variables. In Section 1.3, I define the Spectral Covariance Instability tests and assess

their asymptotic properties. In Section 1.4, I analyze their small sample proprieties

using Monte Carlo simulations, with particular emphasis on the advantage of this

frequency domain approach with respect to the time domain GMM-based approach.

In Section 1.5, I apply the Spectral Covariance Instability tests to consumption,

output and investment. Section 1.6 concludes with some final remarks.

1.2 High Frequency and Medium Frequency Cycles

The cyclical behavior of economic variables has been one of the primary interests

in macroeconomics since the early stages of the discipline. During most of the last

century, research was devoted to the empirical characterization of the economic cycle.

Burns and Mitchell (1946) defined the business cycles as follows:

A cycle consists of expansions occurring at about the same time in

many economic activities, followed by similarly general recessions, con-

tractions, and revivals which merge into the expansion phase of the next

cycle; this sequence of changes is recurrent but not periodic; in duration

business cycles vary from more than one year to ten or twelve years; they

are not divisible into shorter cycles of similar character with amplitude

approximating their own.

This definition was formalized by Baxter and King (1999), which identify the

business cycle as those cycles with periodicity from 6 to 32 quarters. This definition

is the commonly adopted measure in the cyclical analysis of macroeconomic vari-

ables. Thus, all fluctuations with a periodicity larger than 32 quarters are included

in the trend, and therefore excluded from the investigation of the cyclical properties

of the economic series. Figure 1.1 displays the log-level of real per-capita U.S. Gross

4



Domestic Product (solid line) and the trend identified by eliminating the fluctua-

tions with periodicity up to 32 quarters (dashed line). The cyclical component is

defined as the difference between the level and the trend. However, notice that the

trend generated by this procedure displays evident waves that affect the medium-run

behavior of the series. This source of fluctuations has been ignored in business cycle

analyses that use the conventional definition of the cycle, as described above.

In this paper I study the properties of cycles with lower frequencies than the

conventional definition of the business cycle, and their impact on the analysis of

the cycle in the economy. The idea of a medium-run cycle was introduced at the

beginning of the 20th century; Schumpeter (1954) decomposes a stationary series in

four different waves, named after the economist that first introduced them, i.e.

• the Kitchin inventory cycle (2-5 years)

• the Juglar fixed investment cycle (7-11 years)

• the Kuznets infrastructural investment cycle (10-20 years)

• the Kondratieff wave or cycle (45-60 years) .

Therefore, the economic series is thought as a combination of these four compo-

nents. The purpose of this paper is to apply an idea similar to Schumpeter’s (1954).

Whereas the conventional analysis of the cycle is based on the business cycle, which

approximately includes the Kitchin inventory cycle and the Juglar fixed investment

cycles, I also consider the role of the Kuznets infrastructural investment cycle, which

corresponds to those fluctuations up to 20 years. Therefore, I ask whether a measure

of the cycle defined more broadly, including the latter fluctuations with periodicity

up to twenty years, provides additional and relevant information about the cyclical

behavior of macroeconomic variables.
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In order to clearly isolate the contribution of the different cyclical components, I

will refer to the High-Frequency component as fluctuations included between 2 and

32 quarters, and to the Medium-Frequency component as the fluctuation included

between 32 and 80 quarters. A formal definition of the cyclical components is pro-

vided as follows: Given a time series xt, the High-Frequency component (HF), xHF
t ,

corresponds to the cyclical component of xt with periodicity between 2 and 32 quar-

ters. In the frequency domain, these fluctuations belong to the interval
[

π, π
16

]

for

quarterly data. Given a time series xt, the Medium-Frequency, xMF
t , corresponds

to the cyclical component of xt with periodicity between 32 and 80 quarters. In

the frequency domain, these fluctuations belong to the interval
[

π
16
, π
40

]

for quarterly

data. Given a time series xt, the High-to-Medium Frequency component (HM),

xHM
t , corresponds to the cyclical component of xt with periodicity between 2 and 80

quarters. In the frequency domain, these fluctuations belong to the interval
[

π, π
40

]

for quarterly data.

1.2.1 Cyclical Components of Output

To study the behavior of the different cycles defined above, in Figure 1.2 I plot the

three cyclical components of output. Output is defined as the per-capita quarterly

real GDP series, in the period 1947:1-2007:42. The solid line displays the High-

Frequency component, the dashed line displays the Medium-Frequency component,

and the star line displays the High-to-Medium-Frequency component. The series

are computed using a bandpass filter, as presented by Christiano, Fitzgerald (2003).

Comin and Gertler (2006) present a similar figure, plotting the Medium Term Cycle

(whose maximum periodicity is 40 years) for the per-capita non-farm business output;

the following findings are consistent with their analysis.

2 Source: US Bureau of Economic Analysis (BEA)
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First, note that the magnitude of the Medium-Frequency component is not neg-

ligible if compared to the High-Frequency component; therefore, the booms and the

recessions identified by the High-to-Medium Frequency component are amplified with

respect to those identified by the High-Frequency component. For example, the sub-

stantial upward movement of output during the 1960s caused a growth of roughly

10 percent in the High-to-Medium-Frequency cycle, versus a 4 percent growth in the

High-Frequency cycle. Similarly, the decline of output at the end of the 1970s and at

the beginning of the 1980s was almost 10 percent in the High-to-Medium-Frequency

cycle and only 6 percent in the High-Frequency cycle.

In order to explore the contribution of different cycles to capturing the volatility of

output, in Table 1.1 I report the standard deviation of the three different components

and the total standard deviation of the linearly detrended output, both in levels and

percentage: the volatility of the Medium-Frequency component is larger than that

of the High-Frequency component. The former accounts for 38 percent of the total

variability of output, whereas the latter accounts for only the 25 percent of the total

variance of output.

Second, Figure 1.2 suggests that the correlation between the High-Frequency com-

ponent and the High-to-Medium-Frequency component declined in the last part of

the sample; whereas until the mid-1980s the two series have a similar pattern, in the

last two decades the two cycles diverge. To show this fact, I divide the sample into

two sub-samples: the first sub-sample includes observations in the period 1947:1-

1983:4; the second sub-sample includes observation in the period 1984:1-2007:4. The

sample correlation between the High-Frequency component and the High-to-Medium

Frequency component is 0.70 in the first sub-sample, and 0.40 in the second sub-

sample. This divergence can be attributed to the larger magnitude of the Medium

Frequency component in the second sub-sample. To explain this point, in Table 1.2,

I compute the standard deviations of the three components in both sub-samples.
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Although the total standard deviation of the linearly detrended output has declined

from 3.7 to 2.3 in the second sub-sample, this reduction might be located especially

at high frequencies. In fact, whereas in the pre-1984 period, the High-Frequency

component accounts for about 27 percent of the total volatility of output, this value

declines to 18 percent in the post-1984 period. On the other hand, the relative con-

tribution of the Medium-Frequency component doubled in the second sub-sample,

from 31 percent to 62 percent. As a consequence, in the second sub-sample the be-

havior of the High-to-Medium Frequency component is mostly driven by the Medium

Frequency component.

This descriptive evidence suggests that the Medium-Frequency component has

become more relevant in the last part of the sample, thus implying a divergence be-

tween the High-Frequency cycle and the High-to-Medium-Frequency cycle. In other

words, if a researcher who studies the fluctuations of the economy focuses just on

the high frequencies, she would not take into account the larger amount of fluctu-

ations now than in 1985. Obviously, this date is arbitrary, but the example above

suggests the importance of exploring the contribution of the Medium Frequencies on

capturing the fluctuations of the economy.

1.2.2 The High-Frequency and High-to-Medium Frequency Volatility Ratio

In the previous section, I showed that the correlation between the High-Frequency

component and the High-to-Medium-Frequency component has declined in the last

20 years. This implies that in this period the Medium-Frequency component has

increased its relative weight with respect to the High-Frequency component. Intu-

itively, if there were no fluctuations with periodicity between 32 and 80 quarters,

the High-to-Medium-Frequency component would exactly coincide with the High-

Frequency component; this obviously means that their correlation would be one. On

the other hand, the more fluctuations belong to the Medium-Frequency cycle, the

8



more the High-Frequency component and the High-to-Medium-Frequency component

diverge.

The intuition presented above is formally supported by Theorem 4, which pro-

vides a useful representation of this correlation in terms of the variances of the filtered

process. Let I1 = [ω1
L, ω

1
H ] and I2 = [ω2

L, ω
2
H ]be two disjoint set of frequencies, and

let I3 = I1∪ I2. Let x
1
t , x

2
t and x3t be the filtered series obtained by the same pro-

cess yt, isolating respectively the frequencies in I1, I2, and I3. Then, the correlation

between x1t and x3t is equal to the ratio of their standard deviation, i.e.

ρ
(

x1t , x
3
t

)

=

√

V ar (x1t )

V ar (x3t )
. (1.1)

It is worth noticing that this result holds when the frequencies in I1 , I2, and I3 are

perfectly isolated.

For simplicity of notation, I denote ρ = ρ
(

xHF
t , xHM

t

)

, σHF =
√

V ar (xHF
t ),

σHM =
√

V ar (xHM), and σMF =
√

V ar (xMF
t ) henceforth. These four parameters

are estimated using the sample correlation and the sample standard deviation of the

series, filtered at the appropriate frequencies with a bandpass filter.

In order to visualize the evolution of ρ̂ over time, I construct a rolling window

statistic as follows:

ρ̂t = ρ̂
(

{

xHF
J

}t

j=t−k
,
{

xHM
J

}t

j=t−k

)

for t = k + 1, ..., T,

where k indicates the length of the window, T is the length of the time series, and

{x}t2t1 represent the subset of observations of the time series x included between the

periods t1 and t2.

Accordingly, ρ̂t is the value of the correlation between the High-Frequency compo-

nent and the High-to-Medium-Frequency component computed by considering the k

observations of the series x prior to time t. Using a similar procedure, we can estimate

σ̂HF
t , σ̂HM

t , and σ̂MF .
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Figure 1.3 plots the rolling window statistics of output computed for a window-

length of 20 years (k = 80). The first panel shows the evolution of ρ̂t, whereas

the second panel shows the evolution of σ̂HF
t , σ̂HM

t , and σ̂MF .The correlation be-

tween the High-Frequency component and the High-to-Medium Frequency compo-

nent has declined in the second part of the sample, from a maximum value of 0.8 to

a minimum value around 0.2. As stated in the previous section, the decline of this

correlation is explained by the increase in the relative importance of the Medium-

Frequencies volatility with respect to the High-Frequencies volatility. In fact, the

lower panel shows that the High-Frequency standard deviation and the Medium-

Frequency standard deviation display a divergent pattern after the mid-eighties. In

fact, whereas the standard deviations of output at high frequencies declines, in the

same period the standard deviation of the medium frequencies increases. These facts

have two implications: first, the correlation between the High-Frequency and High-

to-Medium-Frequency components declines; second, the standard deviation of the

High-to-Medium-Frequency cycle does not drop as sharply as the High-Frequency

standard deviation does.

The decline of the volatility of the macroeconomic variables in the last twenty

years has attracted scrutiny in the recent macroeconomic literature. The term Great

Moderation was in fact created to refer to the evident stabilization of the macroe-

conomic variables3. However, the rolling window statistics presented above suggest

that the reduction of the volatility of output is concentrated only at high frequen-

cies, since the medium-frequency volatility actually increased. In the next sections

of the paper, I will first show that this pattern is common to other macroeconomic

variables, and then I will formally test the presence of moderation when the medium

frequencies are considered.

3 See Stock and Watson (2002) for a survey of the literature.
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In summary, the empirical evidence described in this section suggests that an

analysis of the fluctuations of output conducted just at high frequencies might be

misleading and incomplete on explaining the behavior of the volatility of the economy,

since the medium cycle has captured an increasing share of the total volatility of

output during the last twenty years.

1.2.3 Cyclical Components of Disaggregated Data

In the previous section I pointed out that the relative contribution of the Medium-

Frequency component to the total volatility of output in the last 25 years increased.

Similar descriptive evidence is found in the disaggregated components of GDP, as

I show in this section. The data set is composed of the quarterly real per-capita

NIPA series and covers the period 1947:1-2007:4. The list of the series and their

identification number can be found in Appendix A.

As in the previous section, I plot the evolution of ρ̂t, σ̂
HF
t , σ̂HM

t , and σ̂MF . From

Figure 1.4 to Figure 1.24 I plot these rolling window statistics for all the NIPA series.

Some evidence is common to the majority of the variables. The most important

feature is that all the series, although to a different degree, display a decline in the

variance of the High-Frequency component in the last part of the sample, which is

not associated with a similar decline of the High-to-Medium-Frequency and Medium-

Frequency variance. In fact, the Medium Frequency component generally has a

larger variance in the last two decades in all the series. As a consequence, the

correlation between the High-Frequency and the High-to-Medium-Frequency cycles

of many series drops from values around 0.7 to values around 0.2 in the last part of

the sample. These observations motivate the goal of this paper, which is to study

whether the Great Moderation is a phenomenon robust to the different definitions

of the cyclical components.
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Consumption

Figure 1.4 shows that the correlation between the High-Frequency and High-to-

Medium-Frequency components of the Personal Consumption Expenditure series has

dropped from its maximum of 0.7 in the early-80s to 0.2 in the last years. This de-

cline is due to the decrease of the High-Frequency volatility and to the increase of the

High-to-Medium-Frequency volatility, mainly driven by the rising Medium Frequency

volatility. The analysis of the component of Consumption (Durable, Non-Durable,

and Services, respectively, in Figure 1.5, Figure 1.6, and Figure 1.7), shows that the

standard deviation of the Medium-Frequency has risen especially for Durables and

Services. In particular, in the last two decades the Durable series, the most volatile

component of consumption, displays an evident divergence between the declining

standard deviation of the High-Frequencies, and the rising standard deviation of the

Medium-Frequencies. As a result, the correlation ρ̂t constantly drops in the Durables

series. The Service and Non-Durable series have similar features: the decline of the

High-Frequency volatility in the last two decades (although less severe than in the

Durables series), and the increase of the Medium-Frequency volatility.

Investment

The role of the Medium Frequency component is particularly evident in the Invest-

ment series, the most volatile component of GDP. As Figure 1.8 and Figure 1.9 show,

the Gross Private Domestic Investment and the Fixed Investment series display a

sharp decline of the correlation ρ̂t after 1990, from 0.9 to almost 0.4. This drop is

caused by both the decline of the High-Frequency volatility and the increase of the

Medium-Frequency volatilities in the last twenty years. An additional implication

of this fact is that in the last observations of the sample the standard deviation of

the Medium-Frequency component is much larger than the standard deviation of the

High-Frequency component.
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I also analyze the behavior of the different components of investment, i.e. the

Non-Residential (Figure 1.10) and Residential (Figure 1.13) investments. Several

important implications can be inferred from comparing the two components. First,

the High-Frequency volatility has declined in both Residential and Nonresidential

investment in the last two decades. On the other hand, the standard deviation of the

Medium-Frequency component has a different pattern in the two variables. In fact,

in Nonresidential investment, the standard deviation σ̂MF
t rises sharply after 1990

until the end of the sample, whereas it has increased in Residential Investment since

the early 80s, and it slightly decreases at the end of the sample. As a consequence, in

Residential Investment the volatility of the High-to-Medium-Frequency cycle follows

the increasing Medium-Frequency volatility and in the Nonresidential it is driven

by the decreasing High-Frequency volatility . For this reason, although Residential

Investment is more volatile than Non-Residential in most of the sample, this spread

has shrunk in the last decades.

Imports, Exports, and Government Spending

Since Imports, Exports and Government Spending together account for a smaller

fraction of output than Consumption and Investment, their impact on the cyclical

behavior of output is limited. However, Figure 1.14 and Figure 1.17 show that

Exports and Imports, respectively, share the same features as most of the series

analyzed above, i.e. the declining High Frequency volatility and the rising Medium

Frequency volatility in the last part of the sample. In contrast, the Government

Spending series, Figure 1.20, displays a large volatility only in the beginning of the

sample, mainly because of Korean war military spending. Afterwards the rolling

window standard deviations do not show relevant movements.
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1.3 Spectral Covariance Instability (SCI) Tests

The empirical evidence shows that the Medium-Frequency component contains a

large part of the information about the cyclical behavior of macroeconomic series,

since it captures a large portion of their total volatility. Moreover, the Medium-

Frequency components do not share similar properties with the High-Frequency com-

ponent. For example, whereas there was a reduction of the High-Frequency volatil-

ity after the early 1980s, there was not a similar decline of the Medium-Frequency

volatility in the same time period. Therefore, it is natural to ask whether the Great

Moderation is robust to a different definition of the cyclical component.

For this purpose, I introduce the Spectral Covariance Instability (SCI) test, an

useful tool to test whether a multivariate process has experienced a structural break

in its variance or covariance at any interval of frequencies of interest. The basic

concept at the base of this test is the Integrated Cospectrum, which computes the

variance and covariance attributable to any interval of frequencies4.

1.3.1 The Integrated Cospectrum

Let yt be a (N x 1) multivariate linear stationary process whose infinite moving

average, MA (∞) ,representation is:

yt = µ+Ψ (L) εt, (1.2)

where L is the lag operator, µ is the mean vector, and Ψ (L) =
∑

∞

k=0 ΨkL
k with

{Ψk}∞k=0 absolutely summable. The (N x 1) vector εt is a vector of white noise, i.e.:

E (εt) = 0

E (εtε
′

τ ) =

{

Ω for t = τ
0 otherwise

.

4 Ahmed, Levin, and Wilson (2004) used the Integrated Spectrum, the univariate version of the
Integrated Cospectrum in their analysis.
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The k−th autocovariance matrix of y is given by:

E
[

(yt − µ) (yt−k − µ)′
]

= Γ(k). (1.3)

and the autocovariance-generating function of y is:

GY (z) =
∞
∑

k=−∞

Γ(k)zk, (1.4)

with
{

Γ(k)
}

∞

k=−∞
absolutely summable and with z being a complex scalar. Then, the

population spectrum of the vector y is given by

sY (ω) = (2π)−1GY

(

e−iω
)

= (2π)−1
∞
∑

k=−∞

Γ(k)e−iωk, (1.5)

where i =
√
−1 and ω is a real scalar. Thus, sY (ω), known as the cross-spectrum,

is a (N x N) matrix in which the diagonal elements are real and the off-diagonal

elements are complex. The cross-spectrum can be written in terms of its real and

imaginary components, i.e.

s (ω) = c (ω) + iq (ω) . (1.6)

where c (ω) and q (ω) are known as the cospectrum and the quadrature of yt.

First, it is useful to recall some results of the frequency domain analysis in a

univariate framework. Let xt be a linear univariate stationary process with finite

variance and with an MA (∞) representation,

xt = µx + θ (L) εt, (1.7)

with mean µx and whose spectrum is denoted by sx (ω) . Then, the integral between

-π and π of the spectrum of xt is equal to its variance, that is:

∫ π

−π

sx (ω) = E (xt − µx)
2 .
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For a given frequency range [ω1, ω2], with 0 ≤ ω1 < ω2, the variance attributable

at that interval of frequencies can be computed with the Integrated Spectrum, as in

the following definition: Given a univariate process xt as in (1.7), the Integrated

Spectrum H(ω1, ω2) for the interval of frequencies [ω1, ω2], with 0 ≤ ω1 ≤ ω2, is the

integral of sx (ω)between ω1 and ω2, i.e.

H(ω1, ω2) = 2

∫ ω2

ω1

sx (ω) dω.
5 (1.8)

and it corresponds to the variance of the processes xt due to cycles identified by the

interval of frequencies [ω1, ω2] .

I now extend these results in the multivariate case; in fact, the integral of the

cross-spectrum corresponds to the variance-covariance matrix of the multivariate

process, i.e.:
∫ π

−π

s (ω) dω = E
[

(yt − µ) (yt − µ)′
]

. (1.9)

However, since q (ω) = −q (−ω) , the variance-covariance matrix can be computed

from the area below the Cospectrum:

∫ π

−π

c (ω) dω = E
[

(yt − µ) (yt − µ)′
]

, (1.10)

It is then straightforward to extend the concept of the Integrated Spectrum to

define the Integrated Cospectrum. Given a multivariate process yt as in (1.2), the

Integrated Cospectrum for the interval of frequencies [ω1, ω2], with 0 ≤ ω1 ≤ ω2, is

the integral of c (ω) between ω1 and ω2, i.e.

H(ω1, ω2) = 2

∫ ω2

ω1

c (ω) dω. (1.11)

5 Note that sx (ω) = sx (−ω) .
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and it corresponds to the variance-covariance matrix of the processes yt due to cycles

identified by the interval of frequencies [ω1, ω2] .

To provide a consistent estimate for the Integrated Cospectrum, I generalize

Priestley (1982)’s univariate approach to a multivariate process. Define the multi-

variate sample periodogram for a sample size T process yt as

Î (ω) =
1

2π

T−1
∑

j=1−T

Γ̂(j)e−iωj =
1

2π

T−1
∑

j=1−T

Γ̂(j) cos(ωj), (1.12)

where Γ̂(J) represents the sample autocovariance given by:

Γ̂(j) =
1

T

T−j
∑

i=1

(yt − ȳ)′ (yt−j − ȳ) . (1.13)

A consistent estimate of the Integrated Cospectrum H(ω1, ω2) is given by

Ĥ(ω1, ω2) = 2

∫ ω2

ω1

Î (θ) dθ (1.14)

= 2

∫ ω2

ω1

1

2π

T−1
∑

j=1−T

Γ̂(j) cos(θj)dθ

=
1

π

T−1
∑

j=1−T

Γ̂(j)

∫ ω2

ω1

cos(θj)dθ

=
1

π

[

Γ̂(0) +
T−1
∑

j=1

(

Γ̂(−j) + Γ̂(j)
) sin (ω2j)− sin (ω1j)

j

]

, (1.15)

where the second equality comes from (1.12), the third equality comes from switching

summation and integral, and the fourth equality comes from
∫

cos(θj)dθ = sin(θj)
j

.

To prove the asymptotic proprieties of Ĥ(ω1, ω2), it is convenient to recall some

general results about weighted integrals of the periodogram, as in the following
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Lemma6: Let φ1 (ω) and φ2 (ω), be two real valued functions defined in −π ≤ ω ≤ π,

each of which has at most a finite number of discontinuities and is both absolutely

integrable and square integrable, i.e. for i=1,2,

∫ π

−π

|φi (ω)| dω <∞ and

∫ π

−π

φ2
i (ω) dω <∞.

Let xt be a general univariate linear process as in (1.7) with normal εt, and whose

spectrum is sx (ω). Let, for i=1,2,

ψ̂i =

∫ π

−π

φi (ω) Î (ω) dω (1.16)

ψi =

∫ π

−π

φi (ω) sx (ω) dω, (1.17)

with Î (ω) being the sample periodogram of xt. Then:

1.

lim
T→∞

E
(

ψ̂i

)

= ψi, i = 1, 2.

2.

lim
T→∞

T cov
(

ψ̂1ψ̂2

)

= 4π

∫ π

−π

φ1 (ω) φ̄2 (ω) s
2
x (ω) dω

with φ̄2 (ω) =
1

2
[φ2 (ω) + φ2 (−ω)] .

In particular, when φ1 (ω) = φ2 (ω) = φ (ω) , we have:

3.

lim
T→∞

Tvar
(

ψ̂
)

= 4π

∫ π

−π

φ (ω) φ̄ (ω) s2x (ω) dω

with φ̄ (ω) =
1

2
[φ (ω) + φ (−ω)] 7

6 For the proof, see Priestley (1982) pp. 427
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The following Theorem shows the asymptotic proprieties of the element of the

Integrated Cospectrum:

Let yt be a multivariate linear process as in (1.2), where εt is a multivariate

normal. Then, the (m,n)-th element, m = 1, ..N , n = 1, ..N of the sample Integrated

Cospectrum in (1.15) has the following proprieties:

1. asymptotic unbiasedness:

lim
T→∞

E
(

Ĥm,n(ω1, ω2)
)

= Hm,n(ω1, ω2)

2. consistency:

Ĥm,n(ω1, ω2)
p
−→Hm,n(ω1, ω2)

3. asymptotic normality:

√
T
[

Ĥm,n(ω1, ω2)−Hm,n(ω1, ω2)
] d
−→
N
(

0,Φm,n(ω1, ω2)
)

,

with

Φm,n(ω1, ω2)= 8π

∫ ω2

ω1

c2m,n(ω)dω. (1.18)

In order to derive any inference result on the Integrated Cospectrum, we need

an estimate of its asymptotic variance-covariance matrix in (1.18). An obvious pro-

cedure is to substitute the co-spectrum c (ω) with the multivariate periodogram in

(1.12). Moreover, I approximate the integral in (1.18) with a discrete sum, dividing

the interval [ω1, ω2] into q segments of length ∆ω = ω2−ω1

q
, with q → ∞ as T → ∞.

The following Theorem assures the consistency of the estimate of Φm,n(ω1, ω2).

Let yt be a multivariate linear process as in (1.2), where εt is a multivariate

normal. Also, let 0 ≤ ω1 ≤ ω2, and define ∆ω = ω2−ω1

q
, with q → ∞ as T → ∞.
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Then, a consistency estimate of Φm,n(ω1, ω2), m = 1, ..N , n = 1, ..N is given by

Φ̂m,n= 4π

q
∑

i=1

[

1

2π

T−1
∑

j=1−T

Γ̂(j)
m,ne

−iωj

]2

∆ω. (1.19)

Hence, the approximated distribution of Ĥm,n(ω1, ω2) is given by:

Ĥm,n(ω1, ω2) ∼ N

(

0,
Φ̂m,n(ω1, ω2)

T

)

. (1.20)

1.3.2 Spectral Covariance Instability (SCI) Test

Once the asymptotic distribution of the Integrated Cospectrum is derived, I can use

its estimate for testing purposes. In particular, in what follows I derive a structural

break test for the element of the Integrated Cospectrum. In particular, let ym,t and

yn,t be two components of the process yt. An estimate of the covariance between ym,t

and yn,t at the frequencies in [ω1, ω2] is given by Ĥm,n(ω1, ω2). Even though in this

section I focus on the covariance between two series (m 6= n), the same procedure

can be applied when m = n, that is when the variance of ym,t is the object of the

analysis

Suppose one wants to test whether the population covariance attributable to the

frequencies in [ω1, ω2] , Hm,n (ω1, ω2) , has experienced a one-time structural change

in a known period τ. Let τ = [Tc] , with [·] being the integer part operator and c

∈ (0, 1) . i.e. the null and the alternative hypothesis and that define the test are:

H0 : H(1,c)
m,n (ω1, ω2) = H(2,c)

m,n (ω1, ω2) with c known

vs

H1 : H(1,c)
m,n (ω1, ω2) 6= H(2,c)

m,n (ω1, ω2) ,

where H(1,c) (ω1, ω2) denotes the value of the Integrated Cospectrum in the first

sub-period t = 1, .., τ , and H(2,c) (ω1, ω2) denotes its value in the second sub-period
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t = τ + 1, .., T. Note that the value of these parameters depends on c, as indicated

on the superscript. I define the Spectral Wald Statistic (SW
T , henceforth) as:

SW
T (ω1, ω2, c) =

T
[

H
(1,c)
m,n (ω1, ω2)−H

(2,c)
m,n (ω1, ω2)

]2

(

Φ̂
(1,c)
m,n (ω1,ω2)

c
+

Φ̂
(2,c)
m,n (ω1,ω2)

1−c

)

where Φ̂
(1,c)
m,n (ω1, ω2) is the estimate Φ̂m,n(ω1, ω2) computed in the first sub-sample

t = 1, .., τ , and Φ̂
(2,c)
m,n (ω1, ω2) is the estimate computed in the second sub-sample

t = τ + 1, .., T . Under the null hypothesis SW
T (ω1, ω2, c) has a χ

2 distribution with 1

degree of freedom.

However, in this paper I test the presence of a structural change at an unknown

date, i.e.

H0 : H(1,c)
m,n (ω1, ω2) = H(2,c)

m,n (ω1, ω2) with c unknown

vs

H1 : H(1,c)
m,n (ω1, ω2) 6= H(2,c)

m,n (ω1, ω2) .

For this purpose, I introduce the following three types of Spectral Covariance

Instability tests:

Let yt be a process as in (1.2) , and c ⊂ Π ≡ (0, 1) , for any interval of frequency

[ω1, ω2], with 0 ≤ ω1 ≤ ω2, we define the following Spectral Covariance Instability

tests:

• The Spectral Average Wald Test (SAW):

SAW =

∫

c∈Π

SW
T (ω1, ω2, c) dc.

• The Spectral Exponential Wald Test (SEW):

SEW = log

∫

c∈Π

exp

[

1

2
SW
T (ω1, ω2, c)

]

dc.
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• The Spectral Nyblom Test (SN):

SN =

∫

c∈Π

SW
T (ω1, ω2, c) c(1− c)dc.

An opportune choice of Π is Π = [0.15, 0.85]. The critical values for the three test

presented above are equivalent to their counterpart in the time domain, and they

are provided by Andrews, Lee, Ploberger (1996) for the SAW, and SEW test, and

by Sowell (1996) for the SN test.

1.4 Monte Carlo Simulations

In this section, I analyze the small sample proprieties of the Spectral Covariance

Instability tests by using Monte Carlo simulations. First, I compare the empirical

rejection frequencies and the power of the three Spectral Covariance Instability tests,

and then I examine the proprieties of an alternative approach to test a break in the

variances and covariances at particular frequencies using a Generalized Method of

Moments (GMM) based test.

1.4.1 Empirical Rejection Frequencies and Power

To study the small sample properties of the Spectral Covariance Instability tests,

I conduct the following experiment. First, I consider a theoretical model shown to

be able to generate macroeconomic variables with similar cyclical properties as their

data counterpart. For this purpose I consider as a data-generating process a factor-

hoarding real business cycle model introduced by Burnside and Eichenbaum (1995).

This choice is motivated by the fact that this model has a well-functioning propaga-

tion mechanism that generates a relevant amount of low-frequency fluctuations. A

brief description of the model and its calibration is reported in Appendix C. Then

I use this model to simulate two series, output and investment. Given any interval
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of frequencies, the parameters of interest are the variance of the two univariate pro-

cesses, H1,1 and H2,2, respectively, for output and investment, and their covariance,

H1,2, attributable at those frequencies. Consistently with the definitions used in the

empirical part of this paper, I consider two intervals of frequencies: the one that

defines the High-Frequency component (2-32 quarters), and the one that defines the

High-to-Medium Frequency component (2-80 quarters).

The first goal is to study the small sample properties of the Spectral Covariance

Instability tests. Therefore, I compute the empirical rejection frequencies for the

three tests when the nominal significance is 10 percent, 5 percent, and 1 percent.

The reported rejection frequencies are based on 1000 Monte Carlo repetitions.

Table 1.3 reports the empirical rejection frequencies for the SAW, SEW, and SN

tests when the sample size is T = 200. The coverage of the three tests is adequate,

although the SEW tests appears to perform worse than the other two tests at the

High-to-Medium frequencies. Table 1.4 reports the empirical rejection frequencies

for the SCI tests when the sample size is T = 500. The performance of the test only

slightly improves with respect to the previous case at High-Frequencies. However,

the increase in the sample size implies significantly better results when the lower

frequencies are taken into account. The same pattern is revealed when the sample

size is T = 1000, as shown in Table 1.5. Overall the behavior of the three tests in the

small sample is satisfactory, both at high and medium frequencies, and even when

the sample size is similar to the one available for the majority of macroeconomic

series.

The second goal is to compare the power of the three tests. For this purpose I

impose that the model generates a break in the variance and covariance matrix of

the vector composed by output, investment, and consumption at the middle of the

sample. I assume that the break causes a given percentage decline in the variance and

covariance between the first half of the sample and the second half of the sample.
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I consider four different magnitudes of the break, i.e. a 10 percent, 25 percent,

50 percent, and 75 percent decline in the variance and covariance. In Table 1.6 I

display the power of the tests at the 0.05 significance level, using a sample size of

length T = 500. Note that when the break in the variance covariance matrix is small

(a decline of 10 percent or 25 percent ) the SEW test dominates the SAW test,

which dominates the SN tests. However, since the break has a modest magnitude,

the powers are overall low. However, as expected, when the magnitude of the break

increases, the power of the test significantly improves: in particular, the SAW test is

the most powerful when the decline of the covariance is 50 percent, although the SN

test has a similar performance. Finally, with a 75 percent decline of the covariances,

the three tests have a power greater then 0.95.

In conclusion, the Monte Carlo simulations suggest that the SCI tests have good

small sample size performances, especially the SAW and SN test. Moreover, the SN

and SAW tests have higher power than the SEW test when the magnitude of the

break is large, in contrast to the small break case.

1.4.2 SCI Test Versus GMM: A Comparison

In this section I discuss an alternative approach for testing a break in the variance

and covariance of a series at particular frequencies using a GMM approach. I show

that the small sample proprieties of this approach are worse than for the SCI tests.

The GMM approach requires the following steps: first, the series of interest should

be filtered at a particular interval of frequencies using a bandpass filter. Their vari-

ance, or covariance, and their standard errors is computed using a GMM estimator.

Note that in order to calculate the optimal weighing matrix with the Newey and West

(1994) procedure, a bandwidth and a smoothing window must be selected. Finally,

the time domain equivalent of the SCI test, namely the Average LM test (ALM),

the Exponential LM test, or the Nyblom test (NYB), can be directly applied to test
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whether these parameters have experienced a structural break at an unknown date8.

The small sample proprieties, namely the empirical rejection frequencies, of these

tests are presented in Table 1.7, Table 1.8, and Table 1.9. respectively for T = 200,

T = 500, and T = 1000. I use a Bartlett window and its corresponding optimal

bandwidth. In particular Newey and West (1994) shows that asymptotically the

optimal bandwidth for this window is given by:

b =

[

4

(

T

100

)
2
9

]

As the Tables show, the GMM approach performs considerably worse than the SCI

test in the small sample, since its empirical rejection frequencies are far from their

nominal values for the three sample sizes considered, both at High-Frequencies and

at High-to-Medium-Frequencies, and for any for the sample sizes considered.

This result should not be surprising. den Haan and Levin (1996), and Kiefer,

Vogelsang, and Bunzel (2000) have discussed the unsatisfactory small sample pro-

prieties of GMM estimators, related in particular to the choice of bandwidth. In

fact, whereas the Bartlett windows have been shown to have satisfactory properties,

the choice of the bandwidth is a problematic issue. In fact, only asymptotic results

related to the optimal rate of convergence of a bandwidth have been proposed in the

literature, whereas there are no similar guidelines for the small sample problem. Sec-

ond, the choice of the bandwidth implicitly implies a trade-off between the bias of the

estimator and its variance. Therefore, the choice of the bandwidth in a small sample

is not a trivial concern in practice, and with my calculation I show that although

the choice of the bandwidth has been conducted considering an asymptotic optimal

rule, the imprecision of the test statistics is evident. Similar results are obtained if

the choice of the bandwidth is guided by the Andrew’s (1991) procedure.

8 See Nyblom (1989),Andrew (1993), Andrew et al. (1996).
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On the other hand, the Spectral Covariance Instability tests do not suffer from

the same problem. In fact, as stated in Priestley (1982), the Integrated Cospectrum

does not require any choice of a bandwidth. In fact, as shown in (1.14) , the Inte-

grated Cospectrum is estimated as the integral of the sample periodogram and the

integration procedure along the frequencies works directly as a smoothing function.

However, since the integration does not require the specification of any bandwidth

parameter, the Integrated Cospectrum does not suffer from any trade-off between its

bias and its variance of the estimation .

In conclusion, although a GMM approach can be followed to test for a break

for the variances and covariances at particular frequencies, this procedure requires a

not trivial choice of the bandwidth and has worse small sample properties than the

frequency domain approach presented in this paper.

1.5 Application of the SCI Tests

The empirical evidence discussed in this paper indicates that the macroeconomic

variables experienced a decline in the High-Frequency volatility, the Great Moder-

ation phenomenon, but the High-to-Medium Frequency volatility did not drop in

the same fashion. Using the Spectral Covariance Instability tests introduced in this

paper, I formally test whether the macroeconomic variables display a break on their

variance and covariance at these different frequency intervals.

I consider three important U.S. real per-capita macroeconomic variables, namely,

output (measured as the gross domestic product), consumption (measured as con-

sumption of nondurable goods and service goods), and investment (measured as

private investment). I then apply the Spectral Covariance Instability tests presented

in Section 3 to these series, to test the null hypothesis that there was no break

in their variance or covariance at an unknown period, considering separately their

High-Frequency and High-to-Medium Frequency components.
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Table 1.10 shows the p-values of the SCI test applied to the variance-covariance

matrix of consumption, investment and output. First consider the tests on the

variance of these series, i.e. the diagonal element of the 3x3 matrices. When the

High-Frequencies are considered, the three tests detect a break on the variance of

output at a 5 percent level of significance, consistent with the theory on the Great

Moderation. The same result is obtained when the High-Frequency variance of in-

vestment is analyzed. The SAW test rejects at the 5 percent level the hypothesis

of stability of the High-Frequency variance of consumption, whereas the SAW and

SN tests reject the hypothesis at the 10 percent level of significance. In summary,

the Spectral Covariance Instability tests confirm the presence of a moderation on

the High-Frequency variance of the main macroeconomic variables. However, when

the High-to-Medium-Frequencies are taken into account these results change dra-

matically. In fact, all the tests fail to reject at 5 percent the hypothesis of a stable

variance at these frequencies. Therefore, I conclude that the Great Moderation is

just a High-Frequency phenomenon, that disappears when the Medium-Frequencies

are taken into account.

Now consider the test on the covariance among the variables. At High-Frequencies

the SEW test detects a break in the covariance between investment and output at

5 percent level of significance. The SN and the SAW tests find this break at the 10

percent level of significance. Although this is the only case in which the stability

of a covariance is rejected, this result suggests that the high-frequency co-movement

between output and investment has significantly changed over time. This stylized

fact might be the starting point for a theoretical study on the dynamic relationship

between these two variables. However, this result only holds for the high-frequencies,

since the tests do not detect any breaks on any of the covariance when the High-to-

Medium-Frequency components are considered.
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1.6 Conclusions

The contribution of this paper is twofold. First, from an empirical point of view

I investigate the behavior of the economic cycle, when it is defined more broadly

than the conventional definition. In particular, I consider the role of the Medium-

Frequency cycle, which includes fluctuations between 32 and 80 quarters, in addition

to the role of the High-Frequency cycle, which includes fluctuations between 2 and 32

quarters. The conventional definition of the business cycle considers only the latter,

totally ignoring the former. However, I show that the Medium-Frequency component

captures the largest fraction of the fluctuation of many macroeconomic variables,

in particular in the last two decades. Therefore, in order to fully characterize the

properties of the economic cycle, a researcher should include the Medium-Frequencies

in her analysis. In addition, the empirical investigation of the cyclical components of

the macroeconomic variables provides another interesting stylized fact: whereas the

volatility of the High-Frequency component has declined from the early 1980s, the

so called Great Moderation, phenomenon, the volatility of the Medium-Frequency

component does not have a similar pattern. This fact raises the question: is the

Great Moderation just a High-Frequencies phenomenon?

The second contribution of this paper provides a tool to answer this question.

In particular, I define the Spectral Covariance Instability tests, which are useful

to test whether a set of variables experienced a break in its variance-covariance

matrix at any given interval of frequencies. This battery of tests is based in the

frequency domain and are built starting from the Integrated Cospectrum. After

deriving the asymptotic properties of the Spectral Covariance Instability tests, I

investigate their small sample properties, namely the empirical rejection frequency

and the power, using Monte Carlo simulations. I show that the test has a good

small sample behavior, in particular if compared with a time-domain GMM-based
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alternative. In fact, the procedure proposed in this paper does not require the choice

of any bandwidth parameter, a problematic choice in the GMM approach.

Finally, I apply the Spectral Covariance Instability tests to the some important

U.S. macroeconomic variables, namely consumption, investment, and output in the

postwar periods. The test formally detects a break in the variance of the three vari-

ables at High-Frequencies. However, the three tests are consistently unable to detect

that break when the Medium-Frequencies are included in the analysis. This formal

results shows that the Great Moderation is just a High-Frequency phenomenon.

1.7 Tables and Figures

Table 1.1: Standard Deviations of the Cyclical Components of Output and Relative
Contribution in Two Sub-Samples

Percent
Standard Deviation Relative Contribution

High Frequency 1.63 25.4
Medium Frequency 1.99 63.8
High-to-Medium 2.59 37.7

Linearly Detrended 3.24 100

Note: Output is defined in real per-capita terms, measured as the Gross Domestic
Product from NIPA. The cyclical components are isolated using a band-pass filter.
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Figure 1.1: GDP: Level and Trend

Note: Note: GDP is defined in real per-capita terms from NIPA. The sample includes
quarterly observation from 1947:1 to 2007:4 The cyclical components, which are the High-
Frequencies (HF, solid line), Medium-Frequencies (MF, dotted line), and High-to-Medium
Frequencies (HM, dashed line) are isolated using a band-pass filter.

Figure 1.2: GDP: Cyclical Components

Note:The cyclical components, which are the High-Frequencies (HF, solid line), Medium-
Frequencies (MF, dotted line), and High-to-Medium Frequencies (HM, dashed line) are
isolated using a band-pass filter
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Figure 1.3: GDP: Rolling Windows Statistics

Note: This figure, as well as Figures 1.4 to 1.24, displays the rolling window statistics of
the the macroeconomic time series from NIPA. The upper panel shows the evolution of the
correlation between the High-Frequency and Medium-Frequency components. The lower
panel shows the evolution of the standard deviation, in percent, of the High-Frequency
(solid line), Medium-Frequency (dotted line), and High-to-Medium Frequency (star line)
components. The length of the window is 80quarters.
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Figure 1.4: Personal Consumption Expenditure: Rolling Windows Statistics

Figure 1.5: Consumption Durables: Rolling Windows Statistics
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Figure 1.6: Consumption Nondurables: Rolling Windows Statistics

Figure 1.7: Consumption Services: Rolling Windows Statistics
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Figure 1.8: Gross Private Domestic Investment: Rolling Windows Statistics

Figure 1.9: Fixed Investment: Rolling Windows Statistics
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Figure 1.10: Nonresidential Fixed Investment: Rolling Windows Statistics

Figure 1.11: Structure Nonresidential Fixed Investment: Rolling Windows Statis-
tics
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Figure 1.12: Equipment and Software Nonresidential Fixed Investment: Rolling
Windows Statistics

Figure 1.13: Residential Fixed Investment: Rolling Windows Statistics
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Figure 1.14: Exports: Rolling Windows Statistics

Figure 1.15: Exports, Goods: Rolling Windows Statistics
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Figure 1.16: Exports, Services: Rolling Windows Statistics

Figure 1.17: Imports: Rolling Windows Statistics
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Figure 1.18: Imports, Goods: Rolling Windows Statistics

Figure 1.19: Imports, Services: Rolling Windows Statistics
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Figure 1.20: Government Consumption Expenditure and Gross Investment:
Rolling Windows Statistics

Figure 1.21: Federal Government Spending: Rolling Windows Statistics
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Figure 1.22: National Defense Government Spending: Rolling Windows Statistics

Figure 1.23: Nondefense Government Spending: Rolling Windows Statistics
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Figure 1.24: State and Local Government Spending: Rolling Windows Statistics
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2

Who Cares About The Great Moderation?

2.1 Introduction

The term Great Moderation describes the reduction in macroeconomic volatility

perceived by macroeconomists to have occurred after the early 1980s. The Great

Moderation has received an enormous amount of attention in the literature, much of

it devoted to assessing a range of possible causal factors.1 Relatively little research,

however, has addressed whether the Great Moderation is important in terms of

improving household welfare. In this paper I calculate the welfare improvement

caused by the Great Moderation, and conclude that it is more than likely modest,

equivalent to roughly a 0.6 percent increase in household consumption.

The procedure I follow to measure the welfare gain from the moderation is charac-

terized by two important features. First, I show that computed welfare gains depend

crucially on the assumed laws of motion of consumption before and after the Great

Moderation. Specifically, welfare calculations are sensitive to the spectral shape of

consumption fluctuations. Therefore, a careful accounting of how macroeconomic

1 Kim and Nelson (1999), McConnell and Perez-Quiros (2000), and Blanchard and Simon (2001)
are among the pioneers of the literature on the Great Moderation. A survey of this literature can
be found in Stock and Watson (2002).
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volatility changed at different frequencies is required in order to assess changes in

welfare. Additionally, because macroeconomic fluctuations are a source of risk for

households, it seems natural that we should assess the gain from reducing this risk

using a model which has empirically reasonable asset pricing implications2. After

all, these observed prices are our best measures of how actual agents value risk. A

second feature of my analysis, therefore, is to pay close attention to the asset pricing

implications of the models used in my analysis.

The vast literature on the Great Moderation focuses mainly on the significant

reduction in the variance of either the growth rates of macroeconomic variables, or

the business cycle components of these time series, isolated using a variety of filters.

I show, however, that when a wider range of frequencies is considered, there was

no apparent reduction in the variance after 1983. The decline in volatility at the

relatively high frequencies studied in the literature actually coincided with a modest

increase in volatility at medium to low frequencies. This finding is important, because

depending on the preferences used to measure agents’ welfare, we might actually

expect to find no gain, or even a reduction in utility in the post-1983 period.

The following example serves to illustrate the importance of linking welfare calcu-

lations to asset prices. Lucas (1987) assessed the welfare cost of business cycle fluc-

tuations using a simple representative-agent consumption-based asset pricing model

with time separable constant relative risk aversion (CRRA) preferences. In his cali-

brated example the implied welfare gain of eliminating fluctuations is equivalent to

a 0.01 percent increase in steady state consumption. Lucas’ model, however, implies

a negligible equity premium. If one calibrates the preference parameters, instead, so

that the equity premium in the model is 6 percent (its average value in the post-war

period), the welfare gain from eliminating fluctuations rises to 7.5 percent of steady

2 Alvarez and Jermann (2004) also analyze the relation between welfare cost of cycles and asset
pricing in a ”model-free” environment.
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state consumption.

With these considerations in mind, I proceed as follows. To model the Great

Moderation, I estimate a fourth order autoregressive model of real U.S. per capita

consumption for both the pre-1983 and post-1983 periods. This model is sufficiently

rich that I am able to capture both the high and medium frequency behavior of

the data in the two subsamples. To measure welfare gains, I use an endowment

economy framework with habit formation preferences. The model parameters are

calibrated such that the model is able to match key asset pricing moments (average

risk-free return, average risky asset-return, average equity premium) across the two

subsamples. The ability of the habit model to match the asset pricing moments is a

consequence of the assumption that the agent’s utility depends upon the consumption

surplus, the distance between consumption and the habit stock. Since the latter is a

smooth function of the past values of consumption, even a small degree of volatility

in consumption results in significant volatility of the stochastic discount factor, and

this generates a significant risk premium.

The increase in medium-frequency volatility experienced in the post-1983 pe-

riod is due to increased persistence in the endowment process, while the decrease

in high-frequency volatility is due to a decrease in the volatility of innovations to

consumption. Consequently, in response to a negative shock to consumption, a rep-

resentative agent expects his level of consumption to be close to the habit stock for

several periods. Welfare losses stemming from this undesirable (from the perspec-

tive of the agent) feature of the post-1983 endowment process offset the welfare gain

associated with the decline in high-frequency volatility. This explains my modest

estimate of the welfare gain brought about by the Great Moderation: about 0.6 per-

cent of steady-state consumption. To show that the medium-frequency behavior of

consumption is indeed responsible for this small estimate of the welfare improvement,

I consider a counterfactual scenario in which the variance of consumption is assumed
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to decline at all frequencies. In this experiment the persistence parameters are held

fixed at their pre-1983 values, while the variance of the innovation is set equal to its

post-1983 value (which is 47 percent lower). In the counterfactual scenario, agents

experience a bigger welfare gain, equal to about 2 percent of steady state consump-

tion. Finally, using a bootstrap procedure I compute a 95 percent confidence band

for my estimate of the welfare improvement: (−2.8, 3.7) percent. The wide range

of possibilities captured within the confidence set reflects the difficulty of precisely

estimating the parameters governing the low-frequency properties of consumption.

Consistent with my findings, Reis (2009) confirms that the persistence of the con-

sumption process is a crucial determinant of the welfare cost and that the point

estimate of this persistence is associated with large confidence bands.

My model of habit formation bears some similarity to the model proposed by

Campbell and Cochrane (1999). Despite their model’s attractive asset pricing qual-

ities, I depart from it for important conceptual reasons. In their model, the habit

stock depends non-linearly on past consumption. The particular form of the nonlin-

earity is problematic when computing the welfare change associated with a change

in the law of motion of the endowment. In particular, the parameters of the law

of motion of consumption implicitly affect the preference parameters that determine

the sensitivity of the agent to consumption fluctuations. The lower the variance

of consumption is, the more the habit stock responds to an endowment shock of a

given magnitude. This mechanism plays an important role in the model’s ability

to match specific asset pricing facts, namely the first and second moments of the

risk-free rate and the equity premium. However, unfortunately it obscures welfare

calculations, because it is not possible to isolate the effects of the changes in the ex-

ogenous process while holding the preference parameters fixed3. On the other hand,

3 Ljungqvist and Uhlig (2009) also examines some related implications of the Campbell and
Cochrane model for welfare calculations.
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in my linear habit model preference parameters are independent of the law of mo-

tion consumption, which allows me to study the effects of the Great Moderation on

welfare.

My model matches several asset pricing facts when calibrated to the full sample

(1947–2007). However, the pre and post-1983 processes for consumption present

a problem for my model, if I consider their separate asset pricing implications. In

a time separable consumption-based model, the law of motion of consumption has

similar implications for both the equity premium and welfare. A change in the law

of motion leading to a big increase in welfare also significantly reduces the equity

premium. Small changes in welfare are associated with small changes in the equity

premium. However, in my habit model, even though there is only a small decline in

welfare in the post-1983 period, there is a significant predicted decline in the average

equity-premium. This is because in the habit model the equity premium displays

more sensitivity to the behavior of the high frequency component of consumption

than does welfare. This result is in line with Otrok (2001) and Otrok et al. (2002),

which separately analyze the effects of habits on utility and on the equity premium.

The predicted decline in the equity premium is at odds with the data, in which there

is no significant change in the mean of the equity premium or other key asset pricing

moments in the post-1983 period. While I could solve this problem by allowing for a

change in the preference parameters, this solution would lead to the same criticism

of my model that I gave of the Campbell and Cochrane model.

To assess whether other models predict a low gain from the Great Moderation, I

consider two additional models in the recent macro-finance literature that have been

shown to successfully match key asset pricing facts: the rare disaster model4 and the

long-run risk model5. In these models only a small fraction of the equity premium

4 Rietz (1988), Barro (2005, 2009) among others.

5 Bansal and Yaron, (2006).
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depends on the high-frequency properties of the consumption process, whereas it is in

large part due to the probability and magnitude of rare disasters, and the importance

of the very long-run component of consumption growth. If the Great Moderation is

assumed to have left these features of the law of motion of consumption unchanged,

there is little predicted change in the moments of financial variables, and only a very

small welfare gain.

The paper is organized as follows. Section 2.2 presents the empirical analysis of

the effect of the Great Moderation on macroeconomic variables and asset pricing.

Section 2.3 illustrates the relationship between welfare cost, asset prices, and law

of motion of consumption. Sections 2.4 and 2.5 present the asset prices model and

its solution method. Section 2.6 illustrates the computed welfare costs of the Great

Moderation. Section 2.7 discusses the effects of the medium frequency on the asset

prices. Section 2.8 presents alternative models. Section 2.9 concludes with some

remarks.

2.2 Great Moderation: Stylized Facts on Macroeconomic Variables
and Asset Pricing

The extensive literature on the Great Moderation has mainly analyzed the stabiliza-

tion of the high frequency volatility of macroeconomic variables by documenting the

reduced variance of either the growth rate or the business cycle component of each

series. In this section I extend the analysis of the Great Moderation in two directions.

First, I analyze the behavior of some of the most relevant macroeconomic variables,

namely consumption, output, and investment at the medium frequencies, in addition

to the higher frequencies studied in the literature. I show that the large decline in

volatility at high frequencies during the Great Moderation does not coincide with

a reduction of the volatility at medium frequencies. Second, I investigate whether

the Great Moderation affected any of the key moments of some asset prices, such as
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the average values of the risk-free rate, the equity premium, and the price-dividend

ratio.

2.2.1 Macroeconomic Variables

Consider the following three U.S. macroeconomic variables measured in real per

capita terms: aggregate consumption, measured as non-durable goods plus services,

output, and investment. The dataset includes observations from the period 1947Q1-

2007Q4. I will refer to the subperiod 1947Q1-1982Q4 as Sample 1 (the period before

the Great Moderation), and the subperiod 1983Q1-2007Q4 as Sample 2 (the period

of the Great Moderation). The choice of 1983 as the break date for the beginning of

the Great Moderation is in line with the large literature on this topic (see Stock and

Watson, 2002).

Although many papers document the decline of the volatility of aggregate macroe-

conomic variables at the business cycle frequencies in the last twenty years, Pancrazi

(2009) shows that the Great Moderation phenomenon disappears when medium fre-

quencies are taken into account. In this section, I report some stylized facts that con-

firm the absence of moderation for the three macroeconomic variables when medium

frequencies are considered.

For this purpose, consistent with Pancrazi (2009), I decompose a stochastic pro-

cess as follows6:

Given a time series xt, its High-Frequency component (HF), xHF
t , corresponds to

the cyclical fluctuations of xt included in the period between 2 and 32 quarters. For

quarterly data, in the frequency domain, these fluctuations belong to the interval
[

π, π
16

]

.

Given a time series xt, its Medium-Frequency component (MF), xMF
t , corresponds

6 Comin and Gertler (2006) also analyze the medium-cycle properties of some economic series.
However their definition of medium-cycle includes fluctuations with periodicity up to 50 years.

58



to the cyclical fluctuations of xt included in the period between 32 and 80 quarters.

For quarterly data, in the frequency domain, these fluctuations belong to the interval
[

π
16
, π
40

]

.

Given a time series xt, its High-to-Medium frequency component (HM), xHM
t ,

corresponds to the cyclical fluctuations of xt included in the period between 2 and

80 quarters. For quarterly data, in the frequency domain, these fluctuations belong

to the interval
[

π, π
40

]

.

Figures 2.1, 2.2, 2.3 plot the three components defined above for consumption,

output, and investment, respectively. I use a band-pass filter (Christiano and Fitzger-

ald, 2003) to isolate the frequencies of interest in the data. The high-frequency com-

ponents (solid line) display lower volatility in the post-1983 period compared to the

pre-1983 period. This reduction of volatility at high-frequencies is a well-established

fact in the literature about the Great Moderation. However, the analysis of the

behavior of the three series at lower frequencies leads to some interesting and less

familiar evidence. First, the magnitude of the fluctuations at medium-frequencies

(dotted line) exceeds that of the high-frequencies fluctuations throughout the whole

sample, as measured by the peak-to-trough distances. This suggests that a con-

siderable part of the variability of consumption, output, and investment depends

on fluctuations beyond the business cycle. Second, the Great Moderation period

does not display any evident decline of the volatility of the medium-frequencies with

respect to the previous subsample. These two facts explain why the fluctuations

of the high-to-medium frequency component (dashed line) are mainly due to the

medium-frequencies, especially in the Great Moderation period.

To quantify the stylized facts presented above, Tables 2.1, 2.2, and 2.3 report

the standard deviations of the three macroeconomic variables at different intervals

of frequencies in the two subsamples. The standard deviations of consumption,

output, and investment at high-frequencies (2-32 quarters) declined by 44, 53, and
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35 percent, respectively, during the Great Moderation. Similar results are obtained if

the high-frequency component is defined using the first difference filter, rather than

the bandpass filter.

However, once the medium-frequencies are taken into account, there is no ap-

parent reduction in volatility during the Great Moderation. In fact, the standard

deviation of the medium-frequency component (32-80 quarters) in the post-83 period

actually increases by 25 percent for consumption, declines slightly, by 15 percent, for

output, and more than doubles for investment, with respect to the pre-83 period.

However, the standard errors suggest that these changes before and after the Great

Moderation are not statistically significant. These results suggest that the impact

of the Great Moderation on the spectrum of the macroeconomic variables is not ho-

mogenous throughout all the frequencies, since it has largely reduced their spectral

mass only at high frequencies.

As the plots of the cycles show, the medium frequency component determines a

substantial part of the total volatility of the three macroeconomics series. Therefore,

it is not surprising that the behavior of the high-to-medium frequency component

(2-80 quarters) during the Great Moderation is greatly affected by the medium fre-

quency properties. The standard deviation of the high-to-medium frequency compo-

nent of consumption decreased by only 6 percent during the Great Moderation, since

the large reduction of high frequency volatility is offset by the increase of its medium

frequency counterpart. The standard deviation of the high-to-medium frequency

component of output declined by about 30 percent during the Great Moderation pe-

riod, a value smaller than for the high frequency component. Finally, the standard

deviation of the high-to-medium frequency component of investment increased by 15

percent during the Great Moderation.

These facts lead to another interesting consequence of the Great Moderation.

Since the volatility at high frequencies for the macroeconomic variables was reduced

60



by a large amount and since the same reduction did not happen at lower frequencies,

the percentage contribution of the medium frequency component to the total variance

of the macroeconomic variables significantly increased in the second subsample. In

fact, the medium frequency component accounts for 47 percent of the variance of

the high-to-medium frequency component of consumption in the pre-1983 sample, 52

percent for output, and only 21 percent for investment. During the Great Moderation

period, the medium frequency component accounts for more than 80 percent of the

high-to-medium frequency variance for the three variables.

Given my analysis of the medium frequencies during the Great Moderation I draw

two important conclusions: the stabilization of the fluctuations of macroeconomic

variables is less evident at these frequencies, and the relative importance of medium

frequency fluctuations rose considerably.

2.2.2 Asset Prices

In contrast to the vast literature on the stabilization of macroeconomic variables dur-

ing the Great Moderation, relatively little attention has been paid to changes in the

behavior of financial variables7. In this section I analyze some key moments of asset

prices before and during the Great Moderation, to assess whether the reduction in

the volatility of macroeconomic variables at high frequencies coincides with changes

in the moments of financial variables. In particular, I first consider three time series:

the real annualized return of a risk-free asset, measured as the return of 3-month

Treasury bills, the annual real return of equity, measured using the value-weighted

market return defined by Fama and French8, and the risk premium, measured as the

difference between the risk-free return and the equity return.

Table 2.4 shows some moments of these variables in the two subsamples. The

7 Lettau, Ludvigson, and Wacther (2008) analyze the increase of the price-dividend ratio in the
1990s.

8 http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data library.html
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average returns of the assets rose during the Great Moderation, by 2.3 percentage

points for equities, and 1.6 percentage points for risk assets. As a result, the mean

of the equity risk-premium grew slightly in the post-1983 period, by 0.7 percentage

points. However, the standard errors and the Chow (1960) test statistic suggest

that this small increase in the average risk premium is not statistically significant.

Thus, I infer that the risk-premium did not change as a result of the Great Mod-

eration. Although in this paper I focus mainly on the level of the risk premium, it

is worth noting that its volatility was also approximately unchanged across the two

subsamples.

Other asset pricing variables of interest are the price-dividend ratio and the price-

consumption ratio9. Figure 2.4 displays these two series, where the first observation

is normalized to unity. The averages of the two variables in the two subsamples

are reported in Table 2.5. The price-dividend almost doubled during the Great

Moderation period, whereas the price-consumption ratio increased by only 27 percent

in the second subsample. The Chow tests suggest the presence of a structural break

in the mean of the variables. It is interesting to compute the effect of the new-

technology ”bubble” in the late 1990s on the price-dividend and price-consumption

ratios. To build a ”bubble-free” scenario, I assume a linear pattern between 1995

and 2003 for the two variables. In this scenario, the average price-dividend ratio in

the second subsample is 1.90, and the average price-consumption ratio is 1.89. When

the ”bubble” is eliminated, the Chow test cannot reject the null hypothesis of no

changes in the mean of the price-consumption ratio, although the Chow test detects

a break in the average price-dividend ratio.

9 These variable are extracted from Robert Shiller’s online database.
http://www.econ.yale.edu/˜shiller/data.htm
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2.3 Welfare and Asset Pricing

Lucas (1987) concludes that the welfare gain from eliminating business cycle fluctu-

ations is negligible. In this section I demonstrate, however, that welfare calculations

depend on two important features of a model: the specification of the exogenous

consumption process and the asset pricing implications of the model structure.

2.3.1 Revisiting Lucas’ Calculation

Lucas (1987) finds that the cost of business cycles is extremely low; an agent would

agree to give up less than 0.04 percent of his consumption to avoid them entirely.

However, to compute this cost Lucas (1987) uses two crucial assumptions: the log-

arithm of consumption is specified as an i.i.d. process around a linear trend, and

CRRA utility is calibrated with a small coefficient of risk aversion. In this section

I show that departures from these assumptions greatly affect the computed welfare

cost. Specifically, I compute the welfare cost using the same CRRA utility specifi-

cation as in Lucas, but I adopt the autoregressive process for consumption growth

specified as in Mehra and Prescott (1985), which is fit to the 1889-1978 sample of

U.S. data. I also calibrate the preference parameters so that the model matches the

average equity premium and average risk-free rate in the Mehra and Prescott data

set (1985).

To illustrate the sensitivity of welfare calculations to the model specification, in

the first step, I assume that the preference parameters and the consumption process

are specified as in Lucas (1987), i.e. the discount factor β is equal to 0.95, the

coefficient of risk aversion is equal to 2, and the logarithm of consumption is i.i.d.

around a linear trend, i.e.

log (Ct) = gt+ zt zt
iid∼ N

(

0, σ2
z

)

.

Following Lucas’(1987) calibration, the mean growth rate of consumption, g, is set
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equal to 0.03 and the standard deviation of the stationary component, σ, is set equal

to 0.013. As the first column of Table 2.6 shows, the model predicts a negligible

welfare cost from eliminating the fluctuations equal to 0.017 percent. Moreover, the

model is not able to predict a significant equity premium, as Mehra and Prescott

(1985) pointed out.

Similar results can be obtained maintaining the assumption of a CRRA utility

function, but assuming that the growth rate of consumption is an i.i.d. normal

random variable with mean µ and standard deviation σ, i.e.

log (Ct) = log (Ct−1) + εt εt
iid∼ N

(

µ, σ2
)

.

Calibrating µ = 0.03 and σ = 0.013 as estimated in the post-war period, the sec-

ond column of Table 2.6 shows that the model predicts an equity premium close to

zero, and a low welfare cost from eliminating the fluctuations equal to 0.1 percent

in consumption compensation. In both the trend stationary and difference station-

ary specifications of the consumption process, the model prediction of a low equity

premium is associated with a low welfare cost of the fluctuations.

The link between asset pricing and welfare cost can be defined analytically in a

basic consumption-based asset pricing model with time-separable CRRA utility, like

the one considered for the previous calculations. In what follows, I show the tight

relationship between the financial variables and welfare.

The representative agent maximizes the lifetime expected utility

E0

∞
∑

t=0

βtU (Ct) ,

where E0 denotes the conditional expectations given the information at time 0, U (·)

denotes the instantaneous utility function, Ct denotes consumption at time t, and β

is the discount factor. There is a competitive market for trading assets (trees) which
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pay dividends (fruits). Let Pt be the price of one unit of the asset and At be the

agent’s shareholding at time t, then the agent’s budget constraint is

Ct + PtAt+1 = (Pt +Dt)At,

where dt denotes the exogenous stochastic flow of fruits at time t. Since there is no

source of the consumption good other than the fruit, which is perishable, market

clearing implies that Ct = Dt.

As in Lucas, the agent has CRRA preferences, i.e.

U (Ct) =
C1−γ

t

1− γ
,

where γ > 1 is the coefficient of risk aversion. Since γ is positive, the agent in the

economy is risk-adverse.

The price of the asset is determined by the first order conditions as follows:

Pt = Et

[

β

(

Ct+1

Ct

)

−γ

(Pt+1 + Ct+1)

]

. (2.1)

To link the asset pricing variables and the welfare cost of fluctuations, it is useful

to rewrite (2.1) in terms of the price-dividend ratio Vt = Pt/Dt:

Vt = Et

[

β

(

Ct+1

Ct

)1−γ

(Vt+1 + 1)

]

. (2.2)

As in Lucas, I first assume that the logarithm of consumption, ct = log (Ct), is

an i.i.d. process around a linear trend, i.e.:

Ct = (1 + µ)t ezt−
1
2
σ2
z zt ∼ N

(

0, σ2
z

)

.

In this case, a first order approximation implies that the welfare gain from eliminating

fluctuations, expressed in consumption compensation terms, is:

λ =
1

2
γσ2

z , (2.3)
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and the approximated expected value of the equity premium is

E
(

REP
)

=
{

β−1 (1 + µ)−α − 1 + γ
}

(1 + µ) γσ2
z . (2.4)

where α = 1 − γ. Given equation (2.3) and equation (2.4) , it is evident that the

model prediction about the equity premium is tightly related to the welfare cost. In

fact, the two variables are proportional since:

λ =
1

2

{

β−1 (1 + µ)−α − 1 + γ
}−1

(1 + µ)−1E
(

REP
)

.

Moreover, notice that both the equity premium and the welfare cost are tied to the

coefficient of risk aversion, γ.

Alternatively, assume that the growth rate of the consumption, ∆ log(Ct), is

distributed as a normal with mean µ and standard deviation σ. Then the following

expression for the price-dividend ratio holds10:

V =
β exp

(

αµ+ 1
2
α2σ2

)

1− β exp
(

αµ+ 1
2
α2σ2

) . (2.5)

Under this assumption, the present value of the lifetime expected utility is a

function of the expected price-dividend ratio:

U0 =
1 + E (V )

α
. (2.6)

As stated in the previous section, the standard deviation of the growth rate of

consumption has declined 46 percent in the Great Moderation period. What would

the model predict about the effects of a significant decline of σ?

Clearly equation (2.5) implies that a decline of the volatility of the growth rate

of consumption, σ, would lead to a reduction of the price-dividend ratio. In fact, the

10 See Altug and Labadie (p.83, 1994)
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derivative of V with respect to σ is given by

∂V

∂σ
= α2σβ

e
1
2
α2σ2+µα

(

βe
1
2
α2σ2+µα − 1

)2 > 0,

and it is positive. Using equation (2.6) and the fact that ∂V
∂σ

> 0, I conclude that a

decline in the variance of consumption growth leads to a welfare improvement in the

economy, as long as γ > 1, (α < 0) .

2.3.2 Mehra and Prescott’s Calibration

In the second step, I show that the specification of the consumption process affects the

welfare computation. I follow Mehra and Prescott (1985), modeling the exogenous

process as a first order autoregressive process for consumption growth:

∆ log(Ct) = µ (1− ρ) + ρ∆ log(Ct−1) + σεt εt
iid∼ N (0, 1) ,

where the mean µ is calibrated to be 0.0179, the autoregressive coefficient ρ is cal-

ibrated to −0.139, and the standard deviation of the error term σ is calibrated to

0.0347. This model best fits the aggregate consumption data observed in Mehra and

Prescott’s (1985) sample period, 1889-1978. Using the same preference parameters

as in the previous step (β = 0.95 γ = 2), the welfare cost of business cycles is now

0.65 percent, 30 times larger than Lucas’ (1987) estimate. Obstfeld (1994) reaches

similar conclusions: under the unit-root assumption, innovations in growth have cu-

mulative effects, which greatly affect welfare. However, the cost of the business cycle

is still modest and, as Table 2.6 displays, the equity premium predicted by the model

is still small.

Finally, in the third step I maintain the assumption of the autoregressive process

for consumption growth, but I calibrate the preference parameters such that the

model predicts a risk-premium of 6 percent and a risk-free return of close to 1 percent,
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the average values observed in Mehra and Prescott’s (1985) sample. Table 2.6 shows

that a coefficient of risk-aversion equal to 17 and a discount parameter greater than

unity are able to generate asset returns whose first moments reasonably match the

data11. In this scenario, the welfare cost of the fluctuations is large, about 7.4 percent.

This result suggests that the welfare cost of business cycle fluctuations implied by a

model is tightly related to the ability of that model to generate a large price for risk.

However, as shown in the previous section, none of these calculations is appro-

priate for thinking about the effects of the Great Moderation because it did not lead

to a decline in volatility at all frequencies. There was an increase in volatility at

medium-frequencies coincident with the reduction in volatility at high frequencies.

Therefore, a basic exercise in which consumption growth is the exogenous stochastic

process, and the variance of its innovation declines, is completely silent about the

effects of medium frequencies on welfare and asset pricing.

In this paper I propose a particular solution to this problem, introducing a model

in which the consumption process is flexible enough to capture the behavior of the

data at both high and medium frequencies, and in which preferences are such that

the model can match the key moments of asset prices in the post-war period. With

this model I compute the effect of the Great Moderation on welfare, and conclude

that the gain implied by the Great Moderation is rather small, even though the

model predicts a large equity premium and a small risk-free rate.

2.4 An Asset Pricing Framework

In this section I introduce a model which is able to match some of the basic asset

pricing moments, that, given the analysis in Section 3, seem particularly relevant

to welfare calculations: the risk-free rate, the equity return, and the price-dividend

ratio. The model describes an endowment economy, in which the law of motion is

11 Kocherlakota (1990) obtains similar results in an analogous exercise.
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sufficiently rich that it captures both the high and medium frequency features of the

data emphasized in Section 2.

2.4.1 The Model

The economy is similar to the one described above, but I assume that utility is

time-nonseparable, by introducing external habits. The adoption of habits in asset

price models was introduced by Abel (1990), and Constantinides (1990), and used by

Campbell and Cochrane (1999) in their models. The representative agent maximizes

his lifetime expected utility

E0

∞
∑

t=0

βU (Ct, Xt) .

The agent’s instantaneous utility depends on the consumption surplus, which is the

difference between present consumption, Ct, and the habit stock, Xt:

U (Ct, Xt) =
(Ct −Xt)

1−γ − 1

1− γ
, (2.7)

where Ct is the agent’s consumption at time t, Xt is the external stock of habit,

and γ governs the curvature of the utility function. In this setting the coefficient

of relative risk aversion is time-dependent and is affected by the magnitude of the

consumption surplus. The local coefficient of relative risk aversion is defined as

CRRAt ≡ −CtUcc

Uc

= γ
Ct

Ct −Xt

.

When consumption is close to the habit stock, the agent’s utility declines and his

aversion to risk increases, for any given γ.

All output in the economy is derived from an asset that produces a stochastic

endowment of a single perishable good for each unit of the asset that the agent owns

at the beginning of time t.
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The budget constraint is

Ct + PtAt+1 = (Pt +Dt)At,

where At is the quantity of asset owned at time t, Pt is the price of the asset, and

Dt is the dividend generated by the asset.

The Euler equation governing the agent’s optimal choice of consumption is

Pt (Ct −Xt)
−γ = βEt (Ct+1 −Xt+1)

−γ (Pt+1 +Dt+1),

which can be rewritten in terms of the price-dividend ratio, Vt = Pt/Dt, as:

VtDt (Ct −Xt)
−γ = βEt (Ct+1 −Xt+1)

−γ (Vt+1 + 1)Dt+1.

Since, in equilibrium, Dt = Ct, we have

Vt = Et

[

Mt+1 (Vt+1 + 1)
Ct+1

Ct

]

, (2.8)

where Mt+1 is the stochastic discount factor, defined as:

Mt+1 = β

(

Ct+1 −Xt+1

Ct −Xt

)

−γ

. (2.9)

I now specify the nature of the process of consumption Ct and of the external habit

stock Xt. I assume that the level of consumption is the product of a deterministic

time trend, egt, and a stationary component, C̃t, that governs the fluctuations around

the trend:

Ct = egtC̃t.

Here g is the mean growth rate of consumption. Although one of the basic consumption-

based models presented in the previous section and other habit-models, like Campbell

and Cochrane (1999), parameterize consumption as a difference stationary process,

my choice of a trend stationary process is motivated by the ability of the stationary
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component C̃t to capture the medium-frequency properties of the U.S. consumption

time-series.

Denoting with lower-case the logarithm of a variable, i.e. zt = log (Zt) , it follows

that

ct = gt+ c̃t. (2.10)

I assume that the stock of habit is an infinite geometric average of the aggregate

level of consumption, Ca
t i.e.

Xt =

[

∞
∏

i=0

(

Ca
t−1−i

)φi

]1−φ

.

In logarithms we have:

xt = (1− φ)
∞
∑

i=0

φicat−1−i.

In equilibrium identical individuals choose the same level of consumption, therefore

Ct = Ca
t . Thus, I drop the superscripts in what follows, since they are not essential.

Applying the decomposition in (2.10), we have:

xt = (1− φ)
∞
∑

i=0

φi [g (t− i− 1) + c̃t−1−i] = gt− ω + x̃t,

where x̃t = (1− φ)
∑

∞

i=0 φ
ic̃t−1−i, and ω = (1− φ) g

∑

∞

i=0 φ
i (i+ 1) .

The constant ω can be analytically computed as

ω = (1− φ) g
∞
∑

i=0

φi (i+ 1) =
g

1− φ
.

The stochastic discount factor in (2.9) can be rewritten in terms of stationary

variables:

Mt+1 = β

(

Ct+1 −Xt+1

Ct −Xt

)

−γ

= βe−gγ

(

C̃t+1 − ΩX̃t+1

C̃t − ΩX̃t

)

−γ

,

71



where Ω = e−ω.

Finally, the Euler equation in (2.8) becomes:

Vt = βe(1−γ)gEt

[(

C̃t+1 − ΩX̃t+1

C̃t − ΩX̃t

)

−γ

(Vt+1 + 1)
C̃t+1

C̃t

]

. (2.11)

Numerical methods, to be described below, allow me to solve this equation to obtain

a pricing function that expresses the price-dividend ratio Vt as a function of the rel-

evant state variables, which depend on the parametric specification of the exogenous

process for the stationary component of consumption, c̃t.

2.4.2 The Law of Motion of the Endowment

In order to close the model, I define a process for the stationary component of con-

sumption, c̃. A simple first-order autoregressive AR (1) process, which is commonly

used in quantitative macroeconomic models, is not suitable for this purpose since its

spectral shape, which is a function of only two parameters, is not flexible enough

to match the reduction of the volatility at high-frequencies and the increase of the

volatility at the medium frequencies observed in my sample period.

Therefore, I consider a higher-order autoregressive process, whose spectrum is

more flexible since it is a function of a larger number of parameters. The Schwarz

Information Criterion suggests that a fourth-order autoregressive, AR (4) , process

of the form

c̃t = θ1c̃t−1 + θ2c̃t−2 + θ3c̃t−3 + θ4c̃t−4 + σεεt εt
iid∼ N (0, 1) ,

is the best candidate among all the autoregressive processes, in the sense that it max-

imizes a penalized likelihood. Thus, I estimate the parameters of an AR (4) process

for consumption in each of the two subsamples. Define Θ1 the set of parameters of

the AR (4) process estimated using data from Sample 1 (1947:1-1982:4) and define
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Θ2 the set of parameters of the AR (4) process estimate in Sample 2 (1983:1-2007:4):

Θ1 =













θ1 = 1.000
θ2 = 0.030
θ3 = −0.068
θ4 = −0.097
σε = 0.0055













Θ2 =













θ1 = 1.147
θ2 = −0.127
θ3 = 0.294
θ4 = −0.360
σε = 0.0029













.

As Table 2.7 shows, these estimated processes are able to match the pattern of

the sample moments of consumption at different frequencies. The Sample 2 process

is characterized by a large reduction in high frequency volatility and an increase

in medium frequency volatility, relative to the Sample 1 process. As a result the

standard deviation of the combined high and medium frequencies is similar for the

two processes. Although the magnitude of the medium frequency volatility is smaller

than in the data, the relative change of the implied standard deviations in the two

subsamples is identical to their sample counterpart.

The ability of these processes to capture the changes in the shape of the spectrum

of consumption relies on two factors, as Table 2.8 suggests. First, the decline of

the standard deviation of the innovation, σε, from Sample 1 to Sample 2 implies a

proportional downward shift of the spectrum, resulting in a decline of the volatility at

all frequencies. Second, the changes in the estimates of the autoregressive parameters

imply an increasing persistence of the process from the first to the second subsample,

as suggested by the higher largest root of the lag polynomial estimated in Sample

2. Such increased persistence generates a redistribution of the mass of the spectrum

from higher to lower frequencies. Therefore, the effect of the decline of the variance

of the error term is offset by the increase of the persistence at medium-frequencies,

whereas the two effects go in the same direction at higher frequencies.

Finally, in some of my quantitative experiments I consider an additional coun-

terfactual process for consumption in which the autoregressive parameters are held
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constant at the estimates obtained in Sample 1, but the variance of the innovation is

calibrated such that the resulting process has the same high frequency variance as in

Sample 2. Let us define as ΘC the parameters of the AR (4) process that generates

this counterfactual scenario:

ΘC =













θ1 = 1.000
θ2 = 0.030
θ3 = −0.068
θ4 = −0.097
σ = 0.0034













.

This counterfactual scenario is of interest because it allows me to assess what the

welfare gain of the Great Moderation would have been, had there been an across-

the-board decline in volatility at all frequencies. This helps me highlight the extent

to which my welfare calculations depend on the spectral shape of consumption, not

just the degree of volatility at high frequencies. Figure 2.5 plots the spectral density

of the three different processes. In order to show more clearly the differences of the

processes at medium frequencies, I truncate the x-axes to the frequency 0.6, since

the three spectra have low power at higher frequencies. Note that the area below

the spectrum in a particular interval of frequencies measures the variance of the

process attributable to those frequencies. Figure 2.6 plots the log-spectra of the

three processes in the support of frequencies
[

0, π
4

]

.

2.5 Solution Method: Parameterized Expectations

In order to solve the model presented in Section 4, I use the Parameterized Expec-

tations approach12. I assume that the price dividend ratio can be approximated

by a parametric function of the 21 state variables defined by the complete set of

12 See Judd (1998), Den Haan and Marcet (1990), Marcet and Marshall (1994), and Marcet and
Lorenzoni (1998).
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polynomials of total degree 2 in the five variables, C̃t, X̃t, C̃t−1, C̃t−2, C̃t−3, i.e.

Vt ≃ ψ (st; Φ) ,

where st is a vector containing the constant, the five variables listed above, their

square values, and all the possible cross-product of degree 2, and Φ is a set of pa-

rameters. I assume that ψ is a linear function of Φ and st :

ψ (st; Φ) = Φ′st.

The Euler equation in (2.11) implies that

ψ (st; Φ) ≃ βe(1−γ)gEt

[(

C̃t+1 − ΩX̃t+1

C̃t − ΩX̃t

)

−γ

(Vt+1 + 1)
C̃t+1

C̃t

]

.

Define

ϑ (st, st+1,Φ) = βe(1−γ)g

[(

C̃t+1 − ΩX̃t+1

C̃t − ΩX̃t

)

−γ

(ψ (st+1; Φ) + 1)
C̃t+1

C̃t

]

.

The solution for Φ is the vector of parameters that minimizes the distance between

ψ (st; Φ) and Et {ϑ (st, st+1,Φ)} . In particular, given a vector of parameters Φ(n−1),

I can obtain successive Φ(n)s using the recursion:

Φ(n) = argmin
Φ
M
(

Φ,Φ(n−1)
)

,

with

M
(

Φ,Φ(n−1)
)

= E
{

ϑ
(

st, st+1,Φ
(n−1)

)

− ψ (st; Φ)
}2
.

The first order conditions for this optimization problem imply

E

(

{

ϑ
(

st, st+1,Φ
(n−1)

)

− ψ (st; Φ)
} ∂ψ (st; Φ)

∂Φj

)

= 0, (2.12)

for j = 1, .., J, where J is the dimension of Φ.

75



Since ψ (st; Φ) is linear in Φ, we have that:

∂ψ (st; Φ)

∂Φj

= st,j,

where st,j denotes the j-th element of st.

Therefore, the first order condition can be rewritten as

E
({

ϑ
(

st, st+1,Φ
(n−1)

)

− ψ (st; Φ)
}

st,j
)

= 0 for j = 1, ..., J,

or, equivalently,

E
{

ϑ
(

st, st+1,Φ
(n−1)

)

st,j
}

= E {ψ (st; Φ) st,j} ,

and since ψ (st; Φ) = Φ′st, we have

E
{

ϑ
(

st, st+1,Φ
(n−1)

)

st,j
}

= E {[Φ′st] st,j} .

Defining a J ×1 vector b whose j-th element is

bj = E
{

ϑ
(

st, st+1,Φ
(n−1)

)

st,j
}

,

and a J ×J matrix A whose ij-th element is

Aij = E {st,ist,j} ,

then the optimality condition is simply

b = AΦ,

or

Φ(n) = A−1b.

The procedure can be recursively iterated until Φ(n) ≈ Φ(n−1).
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In order to compute the matrix A and the vector b we need to solve the expec-

tations. For this purpose I use a simulation-based numerical approximation. Note

that

bj = E

[

βe(1−γ)g

[(

C̃t+1 − ΩX̃t+1

C̃t − ΩX̃t

)

−γ

(ψ (st+1; Φ) + 1)
C̃t+1

C̃t

]

st,j

]

.

The expectation depends on the values of st+1 and their probabilities, and the values

of st and their probabilities. In order to calculate the unconditional expectations, I

approximate the expectations with the mean of M Monte Carlo simulations for the

process c̃t.

Therefore, we have

bj =
1

M

M
∑

m=1

{

βe(1−γ)g

[(

C̃m
t+1 − ΩX̃m

t+1

C̃m
t − ΩX̃m

t

)

−γ
(

ψ
(

smt+1; Φ
)

+ 1
) C̃m

t+1

C̃m
t

]

smt,j

}

.

Analogously, the elements of the matrix A are defined as

Aij =
1

M

M
∑

m=1

(

smt,is
m
t,j

)

.

2.6 Welfare Gain from the Great Moderation

Throughout this paper I have emphasized that the welfare cost of the fluctuations

computed from a model is related to its asset price implications. Thus, in order to

compute a plausible welfare gain from the Great Moderation, the model needs to

be calibrated to match key asset pricing moments. However, here I face a difficult

challenge. Not only should the model do well at explaining asset prices, on average,

in the post-war period, but it should also do well in the separate pre- and post-Great

Moderation subsamples. Moreover, to isolate the effects of the different exogenous

processes of consumption in the two periods, the preference parameters of the model

must be assumed to be unchanged throughout the post-war period.
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I first estimate an AR (4) process for consumption in the entire sample 1947:1-

2007:4. Let ΘALL denote my parameter estimates:

ΘALL =













θ1 = 1.072
θ2 = 0.011
θ3 = −0.020
θ4 = −0.143
σ = 0.0047













.

Throughout the paper I set the value of the average growth rate of consumption,

g, equal to its full-sample estimate 0.0052, and I assume the parameter governing

the persistence of the habit stock is φ = 0.91. Finally, I calibrate the value of the

discount factor, β, and the parameter of the curvature of the utility function, γ, to

match the average risk-free rate and average equity-premium in the post-war period.

The resulting values of the preference parameters are β = 0.996, and γ = 1.40.

Table 2.9 shows that the model is able to perfectly match these moments. However,

most importantly, the sample average returns in the two subsamples belong to the

95 percent confidence band computed for the full sample calibration of the model by

Monte Carlo simulations.

These results allow me to assume that the preference parameters, β and γ, did

not change with the Great Moderation. In fact, the average returns from the data

in the pre- and post-Great Moderation are plausibly generated by the model with a

finite number of observations. This property is necessary to isolate the effects of a

different law of motion of consumption during the Great Moderation on welfare.

Using the proposed model, which is able to match the average risk-premium before

and during the Great Moderation, I calculate the percentage of consumption that

the representative agent would be willing to give up, in order to have an alternative

law of motion of consumption. This approach is equivalent to Lucas’ calculation of

the welfare cost of the business cycle. Let c and c̃ be two different processes for

consumption. Let U be the present value of the lifetime expected utility under the
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exogenous process c, i.e.

U = E [U0 (c)] .

I define the parameter λ such that the following equation holds

Ū = E [U0 ([1− λ] c̄)] = E [U0 (c)] = U,

which means that λ is the fraction of his consumption that an agent with income

stream c̄ would be willing to give up to avoid the fluctuations associated with income

stream c.

The lifetime expected utility depends both on the set of preference parameters

and on the law of motion of the exogenous process, Θ. To compute the cost or the gain

brought about by the Great Moderation, I compute the cost in consumption terms,

λ, when the agent’s endowment evolves according to the law of motion estimated

for the first subsample, Θ1, rather than the law of motion estimated for the second

subsample, Θ2. As shown in the first row of Table 2.10, the Great Moderation

causes a very modest gain in the agent’s welfare, equal to about 0.6 percent in

consumption-equivalent terms. This result might be surprising, since we observed a

large reduction in the high-frequency volatility of macroeconomic variables during

the Great Moderation. I attribute the small welfare gain to the role of the medium

frequencies. In fact, as pointed out above, the exogenous process for consumption,

when governed by Θ2, has more volatility at medium frequencies, as well as less

volatility at high frequencies, compared to Θ1. Since in the proposed habit model

the agent cares about lower frequency fluctuations because they drive the behavior of

the habit-stock, the welfare loss due to the increase of the medium frequency volatility

offsets the welfare gain due to the decline in high frequency volatility. This intuition

is supported by the second row of Table 2.10, which shows the welfare gain implied

by the counterfactual exogenous process, ΘC . If the agent faced a consumption

process characterized by the same decline of high-frequency variation as in the second
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subsample as well as by a reduction of variance at all frequencies, then the welfare

gain would be larger, equal to 2 percent in consumption-equivalent terms. This

highlights the importance of medium frequency fluctuations in welfare calculations,

if we adopt a model of habit formation. Indeed, we can also calculate the change

in welfare if the agent faced a change in endowment process, from one governed by

ΘC to one governed by Θ2. Here the volatility of the endowment increases, but only

at medium frequencies. The third row of Table 2.10 illustrates that this increase

in medium frequency volatility has a large negative impact on welfare, equal to -

1.45 percent in consumption-equivalent terms. Finally, the literature on the welfare

cost of economic fluctuations usually considers the welfare gain that an agent would

obtain from eliminating all the fluctuations in the economy. The fourth row of

Table 2.10 computes the welfare benefit from completely eliminating the variance

of the processes of consumption in the pre-Great Moderation period. It is equal to

3.10 percent in consumption-equivalent terms. This result indicates that the agent’s

welfare in the model is potentially largely affected by the volatility of the consumption

process, since the welfare gain from having a deterministic path for consumption is

considerable.

A natural question to ask is, how precise are these estimated welfare gains and

losses? To address this question I use a bootstrapping procedure to compute confi-

dence bands. The point estimate of 0.57 percent has a large 95 percent confidence

band, whose bounds are -2.39 percent and 3.50 percent. The wide confidence inter-

val is a consequence of the difficulty of obtaining precise estimates of the parameters

that determine the importance of the medium frequency component of consumption

in the two subsamples, and the fact that the welfare calculations are very sensitive

to these parameters.
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2.7 Medium Frequency Fluctuations and Asset Prices

I have shown that how we model the law of motion of consumption has a big impact

on welfare calculations. In this section, I more thoroughly explore the role played by

the medium frequency features of the law of motion of consumption in determining

asset prices. The exercise runs as follows. Keeping the preference parameters β, γ,

and φ as previously calibrated, I derive the expected value for the risk-free rate, the

equity return, and the equity risk premium, when the three sets of parameters for

the consumption process, Θ1, Θ2, and ΘC are considered.

Table 2.11 reports the moments predicted by the model. The model cannot

replicate the average returns in the two subsamples when the different processes for

consumption are considered as exogenous processes, as Table 2.11 displays. In fact,

the 7.70 percent equity premium in the pre-83 period is not included in the 95 percent

confidence interval for its model counterpart, although the mean-equity return (8.68

percent in the data) and the mean risk-free rate (0.98 percent in the data) are close

to the model predictions.

The performance of the model is more problematic when I consider the process

estimated for the Great Moderation period, Θ2. In this case the model-predicted

equity premium is very low (2.82 percent) compared to the data (8.11 percent).

The small risk premium is a result of the large increase in the average risk-free rate

and the contemporaneous decline of the equity return. Most importantly, the third

row of Table 2.11 shows that the contribution of medium frequency fluctuations to

asset prices is rather small, since the average returns implied by the counterfactual

process, ΘC , are very similar to the average returns implied by the process Θ2.

Since the two processes are distinguishable only by medium frequency volatility, I

conclude that the asset pricing variables in this model are mainly driven by the

variance of the unpredictable component of consumption, rather than the variance
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of the consumption process at medium frequencies.

This result is in contrast to the welfare implications of the model, where the

medium frequencies play a big role. Therefore, the habit model does not share

the close links between welfare calculations and asset prices that we saw for the

simple consumption-based model. In addition, the asset prices moments implied

by the model in the two sub-samples should be interpreted as steady-state values

resulting from two different processes for consumption. On the other hand, the data

moments do not have the same interpretation. In fact, it would not be realistic

to think about the Great Moderation as of a sudden shift to a new steady-state.

Moreover, since in the model the agent forms habit that depends on the past value of

consumption, these calculations do not take into account the transitional dynamics

of having a new process for consumption while forming habits driven by the old

process of consumptions. The effects of this transition are not take into account in

the moments of the asset prices presented in the table and are interesting material

for future research.

2.8 Alternative Models

The inability of my model to match the behavior of the financial variables across the

two subsamples might raise the question of whether my estimated small gain brought

on by the Great Moderation is robust to alternative modeling choices. In this section

I analyze the predictions of three alternative models that are successful in solving

the equity premium puzzle: the habit model of Campbell and Cochrane (1999), the

rare disaster model of Barro (2009) and the long-run risk model of Bansal and Yaron

(2004).
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2.8.1 Campbell and Cochrane Model

My model shares several features with the habit model introduced by Campbell and

Cochrane (1999), which is successfully able to reconcile model predictions for many

financial variables with their sample counterparts. However, one crucial difference

distinguishes the two models, namely, the relationship between preference param-

eters and the parameters of the exogenous laws of motion. In conducting welfare

calculations we generally want to hold preference parameters fixed, while experi-

menting with the law of motion of consumption. This is impossible with Campbell

and Cochrane’s model, and motivates the design of my model of habits.

There are three important features of the Campbell-Cochrane model. First, ex-

ternal habit formation, second, a slow response of habit to consumption, and third,

a non-linear relationship between habit and consumption. In particular, the agent’s

instantaneous utility has the same form as in (2.7). Define the surplus consumption

ratio, St as

St =
Ct −Xt

Ct

.

The law of motion of the habit stock is modeled specifying a heteroskedastic AR(1)

process for the log surplus consumption ratio, st, i.e.

st+1 = (1− φ) s̄+ φst + λ (st) (ct+1 − ct − g) ,

where s̄, g, and φ are parameters, and ct+1 − ct − g = vt+1 is an i.i.d. normal process

with mean 0 and standard deviation σ. The function λ (st) is the sensitivity function

specified as follows

λ (st) = {. 1
S̄

√

1− 2 (st − s)− 1 if st ≤ smax0 if st > smax,

with smax = s̄+ 1
2

(

1− S̄2
)

. The parameter S̄ is the steady state surplus consumption

ratio and is defined as follows, imposing some useful conditions on the sensitivity
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function13:

S̄ = σ

√

γ

1− φ
.

The sensitivity function measures the response of the surplus consumption ratio

to innovations in consumption growth. Notice that since S̄ is proportional to σ,

a less volatile consumption growth process, such as that experienced in the Great

Moderation, implies a lower steady-state surplus consumption ratio. Moreover, the

functional form of the sensitivity function indicates that a less volatile consumption

growth process is associated with higher values of the sensitivity function, holding

γ and φ constant. As a result, fixing the percentage deviation of the log-surplus

consumption ratio from its steady state, st− s, the distribution of st associated with

a less volatile consumption growth process shifts to the left and does not change its

variance, since the lower volatility of the vt process is amplified by a larger sensitivity

function.

Although this mechanism helps to reconcile the model predictions with several

otherwise puzzling asset pricing data moments, namely, the average risk-free return

and the average equity premium as well as their volatilities, and the Sharpe ratio of

equity returns, it also creates some counter-intuitive welfare implications. In fact, a

reduction of the volatility of consumption growth leads to a decline of the surplus

consumption ratio, which is the variable from which the agent gains utility. Thus, a

less volatile growth rate of consumption has a negative effect on utility.

In the previous section I showed that the volatility of consumption growth has

declined from 0.62 percent in the pre-1983 sample to 0.34 percent in the post-1983

sample. When these estimates are applied to the Campbell and Cochrane model,

the welfare loss implied by the less volatile consumption process is 5 percent in

consumption-equivalent terms. This result seems paradoxical since we usually expect

13 See Campbell and Cochrane (1999), p.213.
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that a risk-averse agent would prefer a smoother consumption process. However, the

left-ward shift on the distribution of the surplus consumption ratio is equivalent to a

change in the preference parameters of the agent, or, in other words, to a re-scaling

of the variable from which the agent gains utility Therefore the decline in utility

implied by this calculation is mainly due to the cardinal value of the utility function,

which has no meaning in terms of welfare.

2.8.2 Rare Disaster Model

In the rare disaster model the equity premium is generated by two components; the

first one is proportional to the variance of consumption growth, and the second one

depends on the probability and magnitude of the rare disaster. In particular, the

expression for the equity premium is

RRP = γσ2 + pE
(

b
[

(1− b)−γ − 1
])

,

where γ is the coefficient of relative risk aversion, σ2 is the variance of consump-

tion growth, p is the probability that a disaster occurs, and b is the magnitude of

the disaster. Using Barro’s calibration, the risk-premium implied by the model is

5.9 percent. However, only 0.16 percent is due to the first component. Therefore,

the impact of the volatility of consumption growth is negligible if compared to the

contribution of the rare disaster. This observation suggests that a reduction in the

volatility of consumption growth will have a small impact on welfare calculations

based on this model. In fact, assuming that the probability and the magnitude of a

disaster did not change in the Great Moderation, a 50 percent decline of the standard

deviation of consumption growth, as experienced in the post-1983 sample, implies

a welfare gain of 0.84 percent. Since the agent in this model is mainly concerned

about disaster risk, and this is what is being priced in the equity markets, a change

in day-to-day “normal” volatility has only a limited effect on welfare.
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2.8.3 Long-Run Risk Model

The Long-Run Risk model, introduced by Bansal and Yaron (2004), is an alternative

model which is able to successfully predict several stylized facts about asset prices.

The two main features of the model are the adoption of recursive preferences, and the

presence of a small but very persistent component that drives the long-run behavior

of consumption growth. Tallarini (2000) analyzes the welfare cost of fluctuations

using recursive preferences and concludes, using an Epstein-Zin utility function, that

the welfare cost of fluctuations is much higher than in Lucas’ calculation. 14

Croce (2006) separates the welfare effects of the short run component, which de-

pends on the volatility of consumption growth, and the welfare effects of the long-run

component. Assuming an intertemporal elasticity of substitution equal to unity to

be consistent with Tallarini’s calibration, Croce (2006) finds that the largest fraction

of the welfare cost of fluctuations depends on the long-run component, since it in-

creases the amount of risk and it increases the effective discount factor. In addition,

the long-run risk component is the predominant source of the expected risk premium.

In fact, the risk premium in this model is given by the sum of two components:

RRP = cσ2 + cxσ
2
x,

where c and cx are constants, σ2 is the variance of the error term of consumption

growth, and σ2
x is the variance of the long-run component of consumption growth.

Using Croce’s calibration to match a 6 percent annual risk premium, the first com-

ponent accounts for 0.35 percentage points of the premium, while the second com-

ponent accounts for the remaining 5.65 percentage points. Moreover, Croce (2006)

finds that the total welfare cost of fluctuations is large, but its largest fraction (80

percent) depends on the long-run risk component.

14 See Epstein and Zin (1989, 1991), Kreps and Porteus (1978), and Weil (1990).
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What would be the implied gain from the Great Moderation in this model? I

assume that the variance of the error term of consumption growth decreases by 50

percent, as in the data, whereas the volatility of the long-run component does not

change. Although changes in the long-run risk component are not directly observable

in the data, my assumption is supported by two facts: first, the medium frequency

component of consumption did not display a decline in its volatility, and second,

the equity premium stayed approximately unchanged across the pre- and post-Great

Moderation periods. Therefore, a Great Moderation characterized by a decline in

the volatility of the growth rate of consumption and by an unchanged long-run risk

component implies an unchanged risk-premium and a small effect on welfare, since

it is the long-run risk component that mainly affects the two variables.

2.9 Conclusions

In this paper I estimated the welfare improvement brought about by the Great

Moderation, the reduction in the high frequency volatility of macroeconomic vari-

ables after the early 1980s. Using simple consumption-based asset pricing models, I

showed that the welfare estimates and the moments of asset prices are very sensitive

to the time-series properties of the consumption processes that are fed into these

calculations.

The contribution of this paper is to take very seriously the need for welfare cal-

culations to be based on plausibly calibrated laws of motion of consumption, and on

models which have reasonable predictions for asset prices. I document that the re-

duction in volatility in the Great Moderation period is a high frequency phenomenon,

since medium frequency volatility did not change significantly after 1983. Therefore,

I develop an asset pricing model with habit in which the law of motion of consump-

tion captures the different behavior of consumption at high and medium frequencies.

With a set of calibrated preference parameters, the proposed model delivers sensible
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asset price behavior over the full sample. The implied welfare gain brought about by

the Great Moderation is modest, and equal to 0.6 percent in consumption-equivalent

terms. This result is not surprising, given that the welfare gain generated by the

reduction in high frequency volatility is offset by the loss caused by the increasing

persistence of the consumption process.

2.10 Tables and Figures
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Table 2.1: Variability of Components of Consumption

Standard Deviations (Percent)

Sample 1 Sample 2
1947Q1-1982Q4 1983Q1-2007Q4

First Differenced ∆ log (Ct) 0.62
[0.06]

0.34
[0.04]

High-Frequencies CHF
t (2-32Q) 0.90

[0.09]
0.51
[0.04]

Medium-Frequencies CMF
t (32-80Q) 0.91

[0.09]
1.14
[0.17]

High-to-Medium Frequencies CHM
t (2-80Q) 1.32

[0.06]
1.24
[0.15]

Note: Consumption is defined in real per-capita terms, measured as non durable
goods plus services from NIPA. The cyclical components are isolated using a band-
pass filter. Heteroskedasticity consistent standard errors computed with the Newey-
West (1987) procedure in brackets.

Table 2.2: Variability of Components of Output

Standard Deviations (Percent)

Sample 1 Sample 2
1947Q1-1982Q4 1983Q1-2007Q4

First Differenced ∆ log (Yt) 1.18
[0.08]

0.56
[0.05]

High-Frequencies Y HF
t (2-32Q) 1.89

[0.18]
0.88
[0.07]

Medium-Frequencies Y MF
t (32-80Q) 2.05

[0.15]
1.73
[0.28]

High-to-Medium Frequencies Y HM
t (2-80Q) 2.84

[0.17]
1.92
[0.23]

Note: Output is defined in real per-capita terms, measured as Gross Domestic Prod-
uct from NIPA. The cyclical components are isolated using a band-pass filter. Het-
eroskedasticity consistent standard errors computed with the Newey-West (1987)
procedure in brackets.
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Table 2.3: Variability of Components of Investment

Standard Deviations (Percent)

Sample 1 Sample 2
1947Q1-1982Q4 1983Q1-2007Q4

First Differenced ∆ log (It) 3.02
[0.27]

1.79
[0.14]

High-Frequencies IHF
t (2-32Q) 5.53

[0.67]
3.55
[0.31]

Medium-Frequencies IMF
t (32-80Q) 3.04

[0.36]
6.83
[1.07]

High-to-Medium Frequencies IHM
t (2-80Q) 6.65

[0.83]
7.67
[0.93]

Note: Investment is defined in real per-capita terms, measured as private investment
from NIPA. The cyclical components are isolated using a band-pass filter. Het-
eroskedasticity consistent standard errors computed with the Newey-West (1987)
procedure in brackets.
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Table 2.10: Welfare Change

Consumption Compensation for the different laws of motion (Percent)

Welfare Change
From Sample 1 to Sample 2 U (Θ1) =⇒ U (Θ2) 0.57
From Sample 1 to Counterfactual U (Θ1) =⇒ U

(

ΘC
)

2.00
From Counterfactual to Sample 2 U

(

ΘC
)

=⇒ U (Θ2) -1.45
From Sample 1 to Deterministic U (Θ1) =⇒ U (0) 3.10

Note: The welfare change is computed with Monte Carlo simulation (100000 repeti-
tions).
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Figure 2.1: Cyclical Components of Consumption

Note: Consumption is defined in real per-capita terms, measured as non durable goods plus
services from NIPA. The sample includes quarterly observation from 1947:1 to 2007:4 The
cyclical components, which are the High-Frequencies (HF, solid line), Medium-Frequencies
(MF, dotted line), and High-to-Medium Frequencies (HM, dashed line) are isolated using
a band-pass filter.

Figure 2.2: Cyclical Components of Output

Note: Output is defined in real per-capita terms, measured as Gross Domestic Product
from NIPA. The sample includes quarterly observation from 1947:1 to 2007:4 The cyclical
components, which are the High-Frequencies (HF, solid line), Medium-Frequencies (MF,
dotted line), and High-to-Medium Frequencies (HM, dashed line) are isolated using a band-
pass filter.
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Figure 2.3: Cyclical Components of Investment

Note: Investment is defined in real per-capita terms, measured as private investment from
NIPA. The sample includes quarterly observation from 1947:1 to 2007:4 The cyclical com-
ponents, which are the High-Frequencies (HF, solid line), Medium-Frequencies (MF, dotted
line), and High-to-Medium Frequencies (HM, dashed line) are isolated using a band-pass
filter.

Figure 2.4: Price-Dividend and Price-Consumption Ratios

Note: The Price-Dividend ratio (solid blue line) and Price-Consumption ratio (dashed red
line).are normalized to one in the first observation of the sample 1947:1-2007:4. The straight
lines during the period 1995-2003 represent the bubble-free scenario for the evolution of
the two variables.
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Figure 2.5: Spectra of the AR4 Processes for Consumption

Note: The figure shows the spectral density of the three AR (4) processes of consumptions
within the frequencies 0 and π/6. The Medium Frequencies are defined in the interval
[

π
16 ,

π
40

]

, the High-Frequencies are defined in the interval
[

π, π
16

]

.

Figure 2.6: Log-Spectra of the AR4 Processes for Consumption

Note: The figure shows the log-spectral density of the three AR4 processes of consumptions
within the frequencies 0 and π/4. The Medium Frequencies are defined in the interval
[

π
16 ,

π
40

]

, the High-Frequencies are defined in the interval
[

π, π
16

]

.
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3

Medium-Run Effects of Monetary Policy During

the Great Moderation

3.1 Introduction

The large reduction in macroeconomic volatility that occurred after the early 1980s

has attracted an enormous amount of consideration in the last decade. Stock and

Watson (2003) introduced the term “Great Moderation” to indicate this period of

significant stabilization in economic fluctuations. Kim and Nelson (1999), McConnel

and Perez-Quiros (2000), Blanchard and Simon (2001), Stock and Watson (2003) and

many others, contributed formal tests of the presence of such moderation. Moreover,

several authors investigated what are the sources of the reduction in macroeconomic

volatility during the last three decades.1 Whereas the majority of macroeconomists

(see e.g. Stock and Watson (2002, 2003), Ahmed, Levin and Wilson (2004), Primiceri

(2005), Gaĺı and Gambetti (2009), Liu, Waggoner and Zha (2009)) attribute the de-

cline in macroeconomic volatility to a reduction in the variance of exogenous shocks,

others have focused on changes in the policy conducted by the monetary authority.

1 Giannone, Lenza and Reichlin (2008) provide a detailed summary of the literature about the
sources of the Great Moderation.
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In fact, Clarida, Gaĺı and Gertler (2000), Cogley and Sargent (2001,2005), Lubik

and Schorfheide (2004), and Boivin and Giannoni (2006) have argued that monetary

policy has become more aggressive since the early 1980s and that this change of

attitude could have induced the observed changes in macroeconomic volatility.

The vast majority of the studies on the Great Moderation isolate the cyclical

component of macroeconomic variables using high frequency filters, such as the first

difference filter or the Hodrick-Prescott (1997) filter. These filters exclude a large

portion of the total volatility of the variables from the analysis of cyclical behavior.

More recently, Pancrazi (2009) documents that the Great Moderation is mainly a

high-frequency phenomenon. By using a broader set of filters, Pancrazi (2009) shows

that whereas the high-frequency variance of macroeconomic variables declined after

the early 1980s, the medium-frequency variance did not. This implies that during

the Great Moderation the spectral shape of real variables substantially changed,

since the decline in volatility was not uniform at all frequencies. This result appears

to be in contrast with Ahmed, Levin and Wilson (2004), who conclude that the

spectral density of output growth before and during the Great Moderation period

differs only by a proportional factor, and Stock and Watson (2002) who conclude

that the coefficient of the univariate autoregressive model for GDP growth is time

invariant. However, as pointed out, the first difference filter has high power mainly

at high frequencies and therefore might be missing relevant information at medium

frequencies.

The first contribution of this paper is, therefore, to explore the main sources of

both observed properties of the Great Moderation: the reduction of high-frequency

volatility of the real macroeconomic variables, and its observed spectral redistribution

from high to medium frequencies. Specifically, we investigate whether these two facts

are caused by the altered monetary policy or by different statistical properties of the

shocks in the post-1983 period. Using a medium-scale DSGE model, we find that
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the change in the variance and persistence of the exogenous shocks are the main

contributors to the change in the level of the spectral density (i.e. on the variance)

of consumption, output, and investment, as well as to the redistribution of their

spectral density (i.e. on the shape of the spectrum). In fact, if the exogenous shocks

had been the same as in the pre-1983 period, a more aggressive monetary policy would

have had no effect on the volatility of the real variables. However, when we consider

the statistical changes of the variance and persistence of the shocks as estimated in

the post-1983 period, the different monetary policy contributes to approximately 40

percent of the total decline in the variance of the three macroeconomic variables.

Moreover, whereas the changed monetary policy affects mainly the high-frequency

volatility, it only slightly influences the medium-frequency volatility.

In order to provide some intuition about how a change in monetary policy could

effect the spectral density and spectral distribution of the real variables, we first con-

sider a simple New Keynesian model, as in Gaĺı (2008). The model is characterized

by two rigidities: imperfect competition in the goods market and price stickiness.

The dynamics of the model are driven by two shocks: a technology shock and a

monetary policy shock. Using this simple model, we show that a change of the mon-

etary policy rule toward a more aggressive inflation targeting has a large effect on the

shape of the spectrum of output, causing a decline in its level and a redistribution of

its density from high to medium frequencies. In particular, we show that a change

of the monetary policy affects the weights of the two shocks in the total variance

of output; a larger response of monetary policy to inflation increases the relative

weight of the technology shock with respect to the monetary shock. Since, in our

calibrated, model the technology shock is more persistent than the monetary shock,

its increased weight causes the redistribution of the volatility of output toward lower

frequencies.

Even though this model is very useful for providing intuition, it is rather unre-
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alistic, since it abstracts from the investment sector, it has few rigidities, and it is

driven only by two shocks. For quantitative analysis of the effects of monetary policy

and exogenous shocks, a rich medium-scale model is more appropriate. Therefore,

as a theoretical framework, we use a fairly standard, DSGE model in the spirit of

Christiano, Eichenbaum and Evans (2005) (CEE hereafter) and Smets and Wouters

(2003). The model is augmented by a number of real and nominal rigidities. The

nominal rigidities include price and wage stickiness, and indexation to past inflation.

The real rigidities stem from habit formation in consumption, monopolistic compe-

tition in factor and product markets, and investment adjustment costs. The model

is driven by four shocks: a neutral technology shock, an investment-specific shock, a

fiscal policy shock, and a monetary policy shock.2

We consider two subsamples. The first subsample covers the period 1947:I-

1978:IV, whereas the second subsample covers the period 1983:I-2007:IV. Following

Ahmed, Levin and Wilson (2004), we eliminate the four years from 1978 to 1982

from the sample, since it is generally believed that the monetary policy rule followed

in that period was rather different from the monetary policy rules used in all other

sub-periods. We estimate the parameters governing the four exogenous processes

separately in the two subsamples, using their data counterparts. Since the goal of

this paper is to assess effects of different shocks on the change of variance of the real

variables during the Great Moderation, we assume that the structural parameters of

the model are constant throughout the whole sample. The structural parameters of

the model are calibrated, using corresponding data statistics or conventional wisdom.

Our model, when driven by the estimated exogenous processes, generates realistic

high-frequency dynamics of the macroeconomic variables, in both subsamples. The

performance of the model at medium frequencies is less satisfying, as it largely under-

2 For example, Giannone, Lenza and Reichlin (2008) show that a simple stylized model with
few variables is subject to misspecification, which leads to an overestimate of the contribution of
exogenous shocks to the overall behavior of macroeconomic variables.
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estimates the standard deviations of real variables. Nevertheless, the model correctly

predicts a large redistribution of the variance from high to lower frequencies during

the Great Moderation, as observed in the data. Performing a counterfactual exercise

in the spirit of Stock and Watson (2002, 2003), Ahmed, Levin and Wilson (2004),

Primiceri (2005), Boivin and Giannoni (2006), we obtain several interesting results.

First, if the statistical properties of the exogenous shocks are held fixed at their pre-

1983 values, the change in monetary policy does not have any effect on the variance

of the real variables. Second, when the persistence and the variance of exogenous

shocks are as estimated in the post-1983 period, the change in monetary policy has

a large effect on the reduction of high-frequency volatilities. In fact, approximately

40 percent of the overall decline of the high-frequency volatilities of consumption,

output, and investment is due to the altered monetary policy rule. The rest of the

high-frequency volatilities’ decline is due to the changed parameters of the exogenous

processes. Third, the main cause of the redistribution of the spectral density of the

macroeconomic variables from high to medium frequencies is the increased persis-

tence of the total factor productivity shock and investment-specific technology shock.

However, the changed monetary policy partially contributes to the redistribution of

the spectral density, since its effect on the volatilities is much smaller at medium

frequencies than at high frequencies.

The rest of the paper is organized as follows. In Section 3.2 we provide an intuition

about the role of a monetary policy change on the spectral density of the variables

using a simple New Keynesian model. In Section 3.3, we describe a medium-scale

DSGE model. In Section 3.4 we present the estimation and calibration procedures.

In Section 3.5 we describe the main findings of the paper, and Section 3.6 concludes

with several final remarks.
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3.2 Monetary Policy and Spectral Density

In order to provide some intuition about the effects of the change in monetary policy

on the level and on the redistribution of the spectral density of real variables, we

first consider a basic New Keynesian Model, as in Gaĺı (2008). This model is charac-

terized by two rigidities. First, the perfect competition assumption is abandoned by

assuming that each firm produces a differentiated good and sets its price. Second,

firms set their prices a lá Calvo (1983), i.e. in any given period, only a fraction of

randomly picked firms is allowed to reset their prices.

The non-policy block of the model is composed of the New Keynesian Phillips

Curve

πt = βEtπt+1 + κỹt,

and the dynamic IS equation, given by

ỹt = − 1

σ
(it − Etπt+1 − rnt ) + Et (ỹt+1) .

Here, Et denotes expectation conditional on the information at time t, πt denotes

the inflation rate at time t, rnt is the natural real interest rate, ỹt is the output gap

defined as the deviation of output from its flexible price counterpart, β is the discount

factor, κ = λ
(

σ + ϕ+α
1−α

)

with λ = (1−θ)(1−βθ)(1−α)
θ(1−α+αε)

, σ is the inverse of intertemporal

elasticity of substitution, 1−α is the labor share in the production function, ϕ is the

inverse of Frisch elasticity of labor supply, θ is the price stickiness parameter, and

ε is the elasticity of substitution among the differentiated goods. The dynamics of

the model are governed by two exogenous processes. First, the level of technology,

which we denote as at, follows a first order autoregressive (AR (1)) process:

at = ρaat−1 + εat , where ε
a
t ∼ N (0, 1) .

Second, the monetary policy shock, denoted as νt, follows a similar first order au-
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toregressive process:

vt = ρvvt−1 + εvt , where ε
v
t ∼ N (0, 1) .

The monetary policy shock is considered to be an exogenous component of the nom-

inal interest rate rule:

it = ρ+ φππt + φyỹt + vt,

where it is the nominal interest rate at time t, and ρ is the household’s discount rate,

with ρ = − log (β). Up to a first order approximation, total output can be written

as the following function of the two exogenous processes,

yt = Λv (φπ, φy, ρv,Θ) vt + Λa (φπ, φy, ρa,Θ) at, (3.1)

where Λa and Λv are functions of the Taylor rule parameters (φπ, φy) , the persis-

tence parameters of the exogenous processes (ρa or ρv), and all the other structural

parameters of the model gathered in the Θ. In particular, Gaĺı (2008) shows that

Λv (φπ, φy, ρv,Θ) = − (1− βρv)

(1− βρv) (σ (1− ρv) + φy) + κ (φπ − ρv)
(3.2)

Λa (φπ, φy, ρa,Θ) = ψ

(

1− σ (1− ρa) (1− βρa)

(1− βρa) (σ (1− ρa) + φy) + κ (φπ − ρa)

)

, (3.3)

where ψ = 1+ϕ
σ(1−α)+ϕ+α

and κ is defined as above. These expressions imply that

the relationship between the persistence of the exogenous shocks and the level of

output is non-linear in the monetary policy parameters. Assuming that εat and εvt

are independent, it is trivial to obtain the variance of output:

V ar (yt) = [Λv (φπ, φy, ρv,Θ)]2
1

1− ρ2v
+ [Λa (φπ, φy, ρa,Θ)]2

1

1− ρ2a
, (3.4)

and its spectrum:

Sy (ω) = [Λv (φπ, φy, ρv,Θ)]2 Sv (ω) + [Λa (φπ, φy, ρa,Θ)]2 Sa (ω) , (3.5)
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where Sy (ω) denotes the spectrum of output at frequency ω. Following Gaĺı (2008),

we can derive similar expressions defining the relationship between inflation and the

two exogenous processes, as well as the variance and spectrum of inflation.3 Now

assume that the parameters of the Taylor rule change from (φπ, φy) to
(

φ′

π, φ
′

y

)

, as

a result of a change in monetary policy. Moreover, assume that all the parameters

in Θ, and the persistence parameters of the exogenous process, ρa and ρv, remain

unchanged. In this case, since Λa and Λv depend on the parameters of the Taylor rule,

the unconditional variance of output changes. In addition, provided that ρa 6= ρv,

the relative contributions of the two shocks to the variance of output also change,

thus implying a different shape of the output spectrum.

To illustrate the magnitude of the effects of a change in monetary policy to the

spectral density and spectral distribution of the economic variables, we perform a nu-

merical exercise. First, we calibrate preference and technology parameters following

Gaĺı’s baseline calibration: β = 0.99, σ = 1, α = 1/3, ε = 6, and θ = 2/3. The values

of the autoregressive coefficients of the two shocks and the coefficients of the Taylor

rule are the following: ρa = 0.8, ρv = 0.5, φπ = 1.5, and φy = 0.125. Given this

parameterization, using (3.4) and (3.5), we can compute several statistics of interest.

In particular, we consider the standard deviation of output, the standard deviations

of inflation, and the spectral distribution of the two variables. To obtain information

about the shape of the spectrum of the two variables, following Pancrazi (2009) we

consider two intervals of frequencies: the high frequencies, defined as the fluctuations

with periodicity between 2 and 32 quarters, and the medium frequencies, defined as

the fluctuations with periodicity between 32 and 80 quarters. The standard deviation

3 The expressions are: πt = Λπ
v (φπ, φy, ρv,Θ) vt + Λπ

a (φπ, φy, ρa,Θ) at
with Λπ

v (φπ, φy, ρv,Θ) = − κ
(1−βρv)(σ(1−ρv)+φy)+κ(φπ−ρv)

Λπ
a (φπ, φy, ρa,Θ) = −ψ

(

σ(1−ρa)κ
(1−βρa)(σ(1−ρa)+φy)+κ(φπ−ρa)

)
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of output and inflation at these intervals of frequencies are reported in Table 3.1.

Now assume that the monetary authority decides to respond to inflation more

aggressively, which implies a larger φπ. Therefore, keeping all other parameters of

the model constant, we set φπ to be 6. The resulting standard deviations implied

by the model are shown in Table 3.2. To illustrate the change from a different

angle, in Table 3.3 we compute the percentage change of the variances driven by

the new-monetary policy. These tables present some interesting findings. First, a

change of the response of monetary authority to inflation has effects both on the

stabilization of inflation itself and on the stabilization of output. In our exercise, the

effect on inflation is larger: the variance of inflation declines by 87 percent, whereas

the variance of output declines by 10 percent. Second, the decline of the volatility of

output differs across the different frequencies. In fact, while at high frequencies the

decline of the variance of output is 24 percent, the new monetary policy induces a

slightly larger variance of output at medium frequencies. In contrast, the stabilization

effect on inflation appears to be fairly uniform at all frequencies. This result can be

visualized in Figures 3.1 and 3.2, where we plot the normalized spectrum of output

and inflation under the two different monetary policies.4 As the figures show, the

change in monetary policy largely affects the shape of the spectrum of output and

inflation.

Why does the shape of the output spectrum change with a change of φπ? As

equations (3.1) , (3.2) , and (3.3) suggest, a different φπ leads to a change of the

relative weight of the two shocks in output. In other words, Λv and Λa do not

change proportionally, since they depend on the autocorrelations of the two different

exogenous processes. To explore the effects of the change in φπ we compute the

variance decompositions of output and inflation, displayed in Table 3.4. The variance

4 The normalized spectrum is a useful tool for exploring the relative contribution of different
frequencies to the total variance of a variable. Since output has different total variance in the two
scenarios, we rescale the spectra so that those variables have variance equal to unity.
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decomposition indicates the fraction of the variance attributable to the monetary

shock and to the technology shock. Since in this experiment we assume that the

exogenous processes do not change, the variance decomposition is affected only by

the change in the Λ functions. In particular, the increase in φπ implies that the

dynamics of output are driven to a larger degree by the technology shocks, at, than

by the monetary shocks, vt with respect to the model with a lower φπ. Since the

technology shock is more persistent than the monetary shock, there is a redistribution

of the volatility of output toward lower frequencies.

The purpose of this simple example was to illustrate that different monetary

policy could have large effects on the level of the spectral density of the real macroe-

conomic variables and on its distribution. However, the model considered above is

relatively unrealistic, since it abstracts from the investment sector, it features few

rigidities, and it is driven only by two shocks. Therefore, in the following sections

we consider a richer theoretical framework. This framework allows us to address the

question whether a change in the monetary policy after the early 1980s affected the

variances of the real variables and their temporal distributions.

3.3 Medium-Scale DSGE Model

We use a fairly standard DSGE model, in the spirit of CEE and Smets and Wouters

(2003). The model is driven by four shocks: a neutral technology shock, an investment-

specific shock, a fiscal policy shock, and a monetary policy shock. The model is aug-

mented by a number of real and nominal rigidities. The nominal rigidities include

price and wage stickiness, and indexation to the past inflation. The real rigidities

evolve from the habit formation in consumption, monopolistic competition in factor

and product markets, and investment adjustment costs.
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3.3.1 Households

The economy is populated by a continuum of households indexed by j ∈ [0, 1]. House-

hold’s preferences are defined over consumption, cjt, and labor, ljt. Each household

j maximizes lifetime utility that takes the following form:

U = Et

∞
∑

t=0

βt

{

log (cjt − bcjt−1)− ψ
l1+γ
jt

1 + γ

}

, (3.6)

where β denotes the subjective discount factor, b is the habit persistence parameter

and γ is the inverse of Frisch labor supply elasticity.5

Households own physical capital. The capital stock, kt, is assumed to evolve over

time according to the following law of motion

kt+1 = (1− δ) kt + µt

(

1− S

(

xt
xt−1

))

xt, (3.7)

where δ is the depreciation rate of capital stock, xt represents the gross investment,

and µt is the investment-specific technology shock that follows an autoregressive

process, given by

log (µt) = ρµ log (µt−1) + σµεµ,t, where εµ,t ∼ N (0, 1) .

The function S (·) is an investment adjustment cost function, as introduced by CEE.

We assume that in the steady state S = S ′ = 0 and S ′′ > 0, which implies no

adjustment costs in the vicinity of the steady state. We assume the following function

form:

S

(

xt
xt−1

)

=
κ

2

(

xt
xt−1

− 1

)2

.

The first-order conditions with respect to consumption, capital, capacity uti-

lization, and investment are fairly standard, whereas the first-order conditions with

5 We can omit the subscript j with consumption, because households are assumed to have access
to a complete set of Arrow-Debreu securities, and can fully ensure against the idiosyncratic risks.
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respect to labor and wages are more complex. We follow the set-up of Erceg, Hender-

son and Levin (2000) and assume that each household supplies differentiated labor

services to the production sector. In order to avoid this heterogeneity spilling over

into consumption heterogeneity, they assume that utility is separable in consumption

and labor, and that, because of the existence of complete markets, households can

fully ensure against the employment risks. In addition, we assume that a represen-

tative labor aggregator combines households’ labor in the same proportion as firms

would choose. This ensures that her demand for j− th household’s labor is the same

as the sum of the firms’ demands for this type of labor.

Specifically, the labor aggregator uses the following production technology:

ldt =

(
∫ 1

0

l
η−1
η

jt dj

)

η

η−1

, (3.8)

where η ∈ [0,∞) is the elasticity of substitution among different types of labor, and

ldt is the aggregate labor demand. She maximizes profits subject to (3.8), taking

as given all differentiated labor wages wjt and the aggregate wage index wt. Her

demand for the labor of household j is given by

ljt =

(

wjt

wt

)

−η

ldt ∀j. (3.9)

Households set their wages following Calvo setting, i.e. in any given period, a

fraction θw ∈ [0, 1) of randomly picked households is not allowed to optimally set

their wages. Instead, they partially index their wages to the past inflation, Πt−1,

which is controlled by the indexation parameter χw ∈ [0, 1]. The remaining fraction

of households who are allowed to reset their wages, choose the same optimal wage,
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i.e. w∗

t = wjt ∀j, that maximizes (3.6). The first-order condition to this problem is:

η − 1

η
w∗

tEt

∞
∑

k=0

(βθw)
k λt+k

(

k
s=1

Πχw

t+s−1

Πt+s

)1−η (
w∗

t

wt+k

)

−η

ldt+k

= Et

∞
∑

k=0

(βθw)
k

(

ψ

(

k
s=1

Πχw

t+s−1

Πt+s

w∗

t

wt+k

)−η(1+γ)
(

ldt+k

)1+γ

)

,

where λt is the Lagrangian multiplier associated with the household’s budget con-

straint.

3.3.2 The Final Good Producer

The final good producer aggregates intermediate goods, yit, into the homogenous

final good, ydt , using a Dixit and Stiglitz (1997) production function:

ydt =

(
∫ 1

0

y
ε−1
ε

it di

)

ε
ε−1

, (3.10)

where ε is the elasticity of substitution among the intermediate goods. The final

good producer chooses the bundle of goods that minimizes the cost of producing ydt ,

taking all intermediate goods prices pit, final domestic good price pt, and the quantity

of intermediate goods yit as given. The unit price of the output unit is equal to its

unit cost pt :

pt =

(
∫ 1

0

p1−ε
it di

)

1
1−ε

.

The input demand function yit for each intermediate good i is then given by:

yit =

(

pit
pt

)

−ε

ydt ∀i,

where ydt is the aggregate demand.
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3.3.3 Intermediate Goods Producers

There is a continuum of intermediate goods producers indexed by i on the unit

interval. Each differentiated good is produced by a single intermediate firm i that

rents capital services kit, and labor services ldit, using the production function:

yit = Atk
α
it

(

ldit
)1−α

,

where α is the capital share in the production function and At represents the neutral

technology process, given by the following autoregressive process:

log (At) = ρA log (At−1) + σAεA,t, where εA,t ∼ N(0, 1).

Each intermediate goods firm chooses amount of kit and l
d
it to rent, taking the

input prices rt and wt as given. The standard static first-order conditions for cost

minimization imply that real marginal cost is the same for all firms. Therefore it

does not have a subscript i associated with it. The real marginal cost is given by

mct =

(

1

1− α

)1−α(
1

α

)α
w1−α

t rαt
At

.

We assume that the intermediate goods firms set their prices a lá Calvo (1983) and

Yun (1996). That is, in each period, a fraction θp ∈ [0, 1) of firms is not allowed to

change their prices, and can only index them by the past inflation, which is controlled

by the indexation parameter χp ∈ [0, 1]. The remaining 1− θp firms that are allowed

to reset their prices in period t, choose optimal price p∗t , which is the solution to the

following maximization problem:

max
pit

Et

∞
∑

k=0

(βθp)
k λt+k

λt

{(

k
s=1Π

χp

t+s−1

pit
pt+k

−mct+k

)

yit+k

}

subject to:

yit+k =

(

k
s=1Π

χp

t+s−1

pit
pt+k

)

−ε

ydt+k.
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If we define recursively:

g1t = λtmcty
d
t + βθpEt

(

Π
χp

t

Πt+1

)−ε

g1t+1

g2t = λtΠ
∗

ty
d
t + βθpEt

(

Π
χp

t

Πt+1

)1−ε(
Π∗

t

Π∗

t+1

)

g2t+1,

where Π∗

t =
p∗t
pt
, the first-order condition to this problem can be written as εg1t =

(ε− 1) g2t .

Finally, considering the price setting, the aggregate price index is:

p1−ε
t = θp

(

Π
χp

t−1

)1−ε
p1−ε
t−1 + (1− θp) (p

∗

t )
1−ε .

3.3.4 The Government Problem

The monetary authority follows the interest rate rule given by:

Rt

R
=

(

Rt−1

R

)γR
((

Πt

Π

)γΠ
(

ydt
yd

)γy)1−γR

exp (mt) , (3.11)

where Rt is the nominal gross return on capital in period t, Π represents the target

level of inflation which is equal to the inflation in the steady state, R is the steady

state nominal gross return on capital, yd is the steady-state level of output, and mt

represents the shock to monetary policy with the following law of motion:

mt = σmεmt, where εmt ∼ N(0, 1).

Interest rate smoothing, i.e. the presence of Rt−1 in the Taylor rule, is justified

because we want to match the smooth profile of the interest rate, observed in the

U.S. data.

The fiscal authority, or government, runs a balanced budget. Government spend-

ing, gt, is modeled as an exogenous autoregressive process, given by

log(
gt
g
) = ρg log(

gt−1

g
) + σgεg,t, where εg,t ∼ N (0, 1) .
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Here g represents the steady-state level of government spending, defined as a constant

portion, Sg, of the steady-state level of output.

3.3.5 Aggregation

The aggregate demand is given by

ydt = yt + xt + gt + µ−1
t a (ut) kt, (3.12)

where ut is the variable capacity utilization and µ−1
t a (ut) is the physical cost of use

of capital in resource terms. Following Altig, Christiano, Eichenbaum and Lindé

(2005) and CEE, we assume that ut = 1 in the steady state and a(1) = 0, and that

the value of the curvature of a in the steady state, a′ (1) /a′′ (1) ≥ 0. We assume the

functional form that satisfies these properties, given by

a (ut) = γ1 (ut − 1) +
γ2
2
(ut − 1)2 .

After some manipulations, the goods market clearing condition is:

ct + xt + gt + µ−1
t a (ut) kt =

At (kt−1)
α (ldt

)1−α

vpt
,

where vpt =
∫ 1

0

(

pit
pt

)

−ε

di is the price dispersion term that is, considering the Calvo

price setting, given by

vpt = θp

(

Πχ
t−1

Πt

)−ε

vpt−1 + (1− θp) (Π
∗

t )
−ε .

Finally, the labor market clearing condition is obtained by integrating (3.9) over

all households j :

ldt =
1

vwt
lt,
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where vwt =
∫ 1

0

(

wjt

wt

)

−η

dj is the wage dispersion term that is, considering the Calvo

wage setting, given by

vwt = θw

(

wt−1

wt

Πχw

t−1

Πt

)−η

vwt−1 + (1− θw) (Π
w∗

t )−η ,

where Πw∗

t =
w∗

t

wt
.

3.4 Estimation and Calibration

3.4.1 Estimation

The goal of this paper is to assess whether changes in the monetary policy after

the early 1980s contributed to the decline of the variance of the real variables and

to its temporal redistribution. To address this question, we first split the sample

into two subsamples. The first subsample covers the period 1947:I-1978:IV, whereas

the second subsample covers the period 1983:I-2007:IV. We eliminate the four years

from 1978 to 1982 from the sample, since it is generally believed that the monetary

policy rule being followed in that period was very different from the other sub-

periods.6 We then estimate the processes for the investment-specific technology, the

total factor productivity, the exogenous component of the monetary policy rule, and

the exogenous process of government spending. We use their observable counterparts

in the estimation process.

First, let us consider the monetary policy rule as in (3.11). We obtain ordinary

least squares estimates of the Taylor rule parameters in the two subsamples and

estimate the monetary policy shock, mt, as the residual from this regression. This

allows us to estimate the variance of the monetary policy shock. After taking logs,

6 Ahmed, Levin and Wilson (2006) use a similar approach.
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equation (3.11) becomes:

log

(

Rt

R

)

= γR log

(

Rt−1

R

)

+ (3.13)

(1− γR) γπ log

(

Πt

Π

)

+ (1− γR) γy log

(

ydt
y

)

+mt,

mt = σmε
m
t ,

where Π is the average inflation in each subsample, and R = Π/β is the steady state

interest rate. Inflation, Πt, is measured as the percentage change in the consumption

deflator from NIPA. The real interest rate, Rt, is measured as three-month T-bills

rate obtained from the International Financial Statistics, and ydt /y is the output gap,

defined as the cyclical component of the real per capita gross domestic product. To

take into account the role of the medium frequencies, we use a bandpass filter as

implemented by Christiano and Fitzgerald (2003) to isolate the fluctuation between

2 and 80 quarters.

To obtain the parameters of the investment-specific technology process, we use

the relative price of investment with respect to consumption as the observable. In

fact, equation (3.7) and equation (3.12) imply that the relative price of the invest-

ment good with respect to the consumption good is 1/µt. Therefore, the level of

the investment-specific technology, µt, can be estimated as the inverse of this rel-

ative price. National Income and Product Accounts (NIPA) provide data for both

the investment deflator and the consumption deflator. The consumption deflator

is computed as the real consumption price index of nondurables and services. The

investment deflator is computed as the real price of private investment. The issue

of the quality improvement of capital goods over time and its effects on the mea-

sured relative price of investment is well-explored in the macroeconomics literature.

Gordon (1989) provides estimates of the quality adjusted price of several types of

durable equipment. However, Gordon’s time series covers only the postwar period
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until 1983. Cummins and Violante (2002) and Pakko (2002) extended Gordon’s pro-

cedure using forward extrapolation to obtain updated quality-adjusted price series.

However, Moulton (2001) revealed that NIPA currently takes into account the quality

adjustment for electronic equipment, the component of investment intuitively more

subject to quality changes. Since the two procedures deliver the same qualitative

results, as illustrated by Pakko (2002), and since the forward extrapolation relies on

some questionable assumption, e.g. that the quality bias in the price indexes has

not changed since 1983, in this paper we use the price series from NIPA. We then

estimate the parameters of an AR (1) process on the relative price of investment to

obtain point estimates of ρµ and σµ in each of the two subsamples.

We follow a similar approach to estimate the parameters of the TFP process. We

account for the variable capacity utilization by constructing a measure of TFP as:

TFPt =

(

Yt

L1−α
t (UtKt)

α

)

.

We set the labor share, 1− α, equal to 0.64, which is obtained as the average value

of the labor share series recovered from the Bureau of Labor Statistics (BLS). From

the same source we recover annual data on capital services, Kt. We interpolate the

capital services series to obtain quarterly series, assuming constant growth within the

quarters of the same year. Non-farm business measures of hours, Ht, and output, Yt,

are also retrieved from the BLS. Finally, the series of capacity utilization, Ut, is re-

trieved from the Federal Reserve Board. This measure is based on the manufacturing

data.

Finally, we estimate the parameters governing the government spending process

using data on government consumption expenditure from NIPA, and obtain the point

estimates of ρg and σg in the two subsamples.

Table 3.5 shows the estimates of the parameters governing the four exogenous

processes. First, the persistence of both the TFP and investment-specific technology
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processes increased, with a larger increase of the TFP persistence. In contrast, the

persistence of the government spending shock did not change. Second, the standard

deviation of the innovations decreased for all the shocks, except for the monetary

policy. The decrease of the standard deviation is more remarkable for the government

spending innovation. This result is somewhat expected, since the first subsample

includes the Korean War and since the government spending was more stable in the

second subsample.

Since our goal is to explore the role of the different monetary policies and the

different technology processes before and during the Great Moderation, we gather

the estimated parameters of the Taylor rule in vectors Γi, and the parameters of the

exogenous processes in Θi, with i = 1, 2, where i indicates the subsample used for

the estimation.

3.4.2 Calibration

Since the goal of this paper is to assess the role of the different shocks in the change

of variance of the real variables during the Great Moderation, we assume that the

structural parameters of the model are constant during the entire post-war period.

We calibrate the structural parameters of the model, using the corresponding data

statistics or the conventional wisdom. We choose the subjective discount factor β

to be 1.03−1/4, which corresponds to the annualized real interest rate of 3 percent.

Following CEE, we set the habit persistence parameter, b, to 0.65. The preference

parameter associated with labor, ψ, is chosen so that the agents allocate one-third of

their time endowment to work. The depreciation rate parameter, δ, is set equal to

0.025, which implies an annual capital depreciation rate of 10 percent. We assign a

value of 0.36 to the capital share in production function to match the steady state

share of labor of 64 percent. Following Altig et al. (2005), we set the elasticity of

substitution between different types of labor equal to 21, and the elasticity of sub-
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stitution between differentiated intermediate goods equal to 6. The price stickiness

parameter is set at 0.6, which implies price contracts lasting 2.5 quarters, whereas the

wage stickiness parameter is set at 0.64, implying wage contracts lasting 2.8 quarters.

Both values are taken from CEE. We assume no price indexation, following Cogley

and Sbordone (2004) and Levin et al. (2005), who find that there is no indexation

in product prices. Finally, the wage indexation is very close to unity, following Levin

et al. (2005) who find a high degree of wage indexation. Values of the calibrated

parameters are summarized in Table 3.6.

3.5 Results

3.5.1 Model Performance

After we estimate the exogenous processes of the model in both subsamples and

feed them into the model, we assess if the model is able to generate reasonable

predictions for the behavior of the macroeconomic variables. Table 3.7 displays the

model predictions for the high-frequency standard deviations of output, consumption,

and investment in two subsamples. In particular, we define asM (Γi,Θj) , i, j = 1, 2,

the model in which the Taylor rule parameters, Γi , are estimates of (3.13) using data

from subsample i, and the parameters of the exogenous processes, Θj, are estimated

using data from subsample j.We also report the estimates of the corresponding data

moments for comparison.7

The model performs remarkably well in replicating the behavior of the standard

deviations of the variables in the two subsamples. Although the model slightly

underestimates the volatility of output and investment in the first subsample, it is

7 The data on consumption, output, and investment are retrieved from the NIPA. The consumption
series is given by real per capita personal consumption expenditures on nondurables and services
series. Output is measured by real per capita gross domestic product series, and investment by real
per capita private investment. To obtain estimates of the high- and medium-frequency standard
deviations as defined in Section 2, all data are filtered using the band pass filter implemented by
Christiano and Fitzgerald (2003).
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able to match the ratios of the standard deviations of output, consumption, and

investment. Moreover, the model matches almost exactly the standard deviations

of the variables in the second subsample, and also predicts the decline of the high-

frequency volatility during the Great Moderation period. This result confirms that

our model, driven by the estimated exogenous processes, generates realistic high-

frequency dynamics of the macroeconomic variables.

However, since we want to explore the changes in the spectral shapes of the

macroeconomic variables during the Great Moderation, we are also interested in

the model predictions of the medium-frequency volatilities. Table 3.8 displays the

model medium-frequency standard deviations of output, consumption, and invest-

ment, as well as their data counterparts. The model largely underestimates the

standard deviations of the variables at medium frequencies. Therefore, the propaga-

tion mechanism governing the intertemporal dynamics of the model appears to be

weak, since it cannot generate fluctuations at medium frequencies similar in mag-

nitude to those observed in the data. Although the model fails to quantitatively

capture the medium-frequency behavior of the macroeconomic variables, it produces

rather interesting qualitative implications. The model correctly predicts the absence

of moderation at medium frequencies, as observed in the data. Whereas the standard

deviation at high frequencies largely declines from the first to the second subsample,

the standard deviation at medium frequencies exhibits a different behavior. In fact,

it largely increases for investment, slightly increases for output, and marginally de-

clines for consumption. Hence, the model is able to qualitatively predict the spectral

redistribution of the variance from high frequencies to low frequencies during the

Great Moderation.

To assert this implication, in Table 3.9 we present the percentage contribution of

the high-frequency variance to the total variance of the variables in the two subsam-

ples, implied both by the data and by the model. Two important results emerge.
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First, the data show a redistribution of the variance from high to medium frequencies

during the Great Moderation. In fact, whereas the high frequencies account for ap-

proximately 40 percent of the total variance of the output and consumption and for

66 percent of the total variance of investment in the pre-1978 period, the contribu-

tion of the high frequencies for all the variables drops to about 20 percent during the

Great Moderation. This result is a consequence of the specific nature of the Great

Moderation, which is characterized by a sharp decline of the volatility only at high

frequencies of the macroeconomic variables.8 Since the high-frequency volatilities

declined remarkably, and the medium-frequency volatilities did not, the medium fre-

quencies capture a larger fraction of the total variance during than before the Great

Moderation. Second, as already pointed out, the model is not well suited to explain

the medium-frequency fluctuations of the variables, since the largest fraction of the

total variability of output, consumption, and investment is captured only by the high

frequencies. Nevertheless, the model correctly predicts a large redistribution of the

variance from high frequencies to low frequencies during the Great Moderation. Our

primary goal in this paper is to explore what the main driving force is behind this

redistribution of the variance from high to medium frequencies.

3.5.2 Counterfactuals: The Role of Monetary Policy

In Section 2, by using a simple model we showed that a change in the monetary

policy parameters could potentially imply a redistribution of the spectral density of

real variables. In this section, we evaluate the role of a change in the monetary policy

during the Great Moderation period in explaining both the decline in the variance

and its redistribution from high to medium frequencies, as observed in the data,

performing two counterfactual exercises.

First, we compute the standard deviations implied by the model M (Γ2,Θ1),

8 See Pancrazi (2009).
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where the exogenous processes are kept as estimated in the first subsample, Θ1, but

we allow the monetary policy to adopt the rule estimated in the second subsample,

Γ2. As Table 3.10 shows, the role of the monetary policy change is negligible. The

model moments at both intervals of frequencies are essentially unaffected when we

allow only the parameters of the Taylor rule to change. Therefore, we conclude

that a different monetary policy during the post-1983 period alone could not have

played a significant role in the decline of the high-frequency volatilities of the real

macroeconomic variables, nor in the redistribution of their volatilities from high to

medium frequencies.

Then, in the second counterfactual exercise, we consider the model M (Γ1,Θ2).

We fix the coefficients of the Taylor rule as estimated in the first subsample, Γ1,

but we now feed into the model the exogenous processes estimated in the second

subsample, Θ2. Table 3.11 shows the implied model moments. In this scenario,

the standard deviations of the real macroeconomic variables are strongly affected

at both high and medium frequencies. However, the change in the estimates of the

exogenous processes alone does not reproduce the same moments as in the case in

which both the exogenous processes and the coefficients of the Taylor rule change,

M (Γ2,Θ2). In particular, the decline of the high-frequency volatilities when the

Taylor rule coefficients are fixed to their first subsample values, Γ1, is smaller than

when the Taylor rule coefficients are estimated in the Great Moderation period, Γ2.

The difference between these scenarios is much more pronounced at high frequencies

than at medium frequencies. Therefore, once we assume that the exogenous processes

have changed from the Pre-Great Moderation to the Great Moderation period, the

role of monetary policy is not anymore negligible. In particular, when both exogenous

processes and the Taylor rule coefficients change, the contribution of the monetary

policy to the total reduction of the high-frequency volatilities of the macroeconomic

variables is evident; 38 percent of the overall decline of the high-frequency variance
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of output and investment, and 43 percent for consumption, is due to the different

monetary policy.

The change in the exogenous processes and the change in the monetary policy

have opposite effects at medium frequencies. In fact, the larger persistence of the

total factor productivity and investment-specific technology causes an increase of the

medium-frequency volatility of output and investment. In contrast, the change in

monetary policy mitigates this increase, since it drives down the medium-frequency

volatilities. However, the effect of the monetary policy on the medium-frequency

volatilities is significantly smaller than on the high-frequency volatilities.

This finding is supported when we compute the percentage contribution of the

high frequencies to the total variance of the macroeconomic variables in this counter-

factual scenario, as reported in Table 3.12. The change in the exogenous processes

alone implies a redistribution of the spectral density of output, investment, and

consumption from high to medium frequencies, as suggested by the decline in the

percentage contribution of high frequencies. This redistribution is mainly caused by

the increase in persistence of the TFP, and of the investment-specific technology,

since they are the major contributors to the overall variance of the real variables, as

we show in the next section. However, the change in monetary policy amplifies this

effect, since the different monetary policy causes a large decline in the high-frequency

volatility and it has only a marginal effect on the medium-frequency volatility. There-

fore, the monetary policy in the Great Moderation period contributed to the change

of the spectral shape of the real macroeconomic variables, since it unequally altered

the volatilities at different frequencies.

3.5.3 Variance Decomposition

Another interesting question we address is, what fraction of the high-frequency and

medium-frequency variances is attributable to each of the four exogenous shocks that
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drive the dynamics of the model? Tables 3.13 and 3.14 display the variance decompo-

sitions of output, consumption, and investment in the two subsamples, respectively.

If we consider the model fitted to the pre-Great Moderation period, M (Γ1,Θ1), the

largest fraction of the high-frequency variance of output depends on the TFP shock.

Monetary shocks explain only about 2 percent of the total variance of the real vari-

ables, whereas the investment-specific and government spending shocks together are

the source of less than 10 percent of the total variance for each of the three variables.

However, the percentage contributions of the shocks change significantly when we

consider medium-frequency fluctuations. First, notice that although the TFP shock

explains most of the medium-frequency variances of both output and investment, its

share drops sharply with respect to the high-frequency contribution. The sharpest

decline of the TFP shock share is for consumption; it drops from 83.6 percent at high

frequencies to 30.8 percent at medium frequencies. Therefore, the other shocks be-

come relatively more important when lower frequency fluctuations are considered. In

fact, the government spending shock is the main source of medium-frequency move-

ments in consumption. The importance of the investment-specific technology shock

for all three macroeconomic variables increases notably when medium frequencies

are considered. Finally, the effect of the monetary policy shock on the variances also

remains negligible at medium frequencies.

Table 3.14 displays the variance decompositions of the three macroeconomic vari-

ables implied by the model driven by the exogenous processes estimated during the

Great Moderation period, M (Γ2,Θ2). At high frequencies, the TFP shock drives

the largest fraction of the fluctuations of all three real variables. The contribution

of the monetary policy shock in the total variance drops essentially to zero for all

variables. The investment-specific technology shock explains approximately 5 per-

cent of the total variance, as in the model estimated in the pre-Great Moderation

period, whereas the contribution of the government spending shock at high frequen-
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cies significantly declines in the second subsample. At medium frequencies, the TFP

remains the largest driving force for the fluctuations of the real variables. The role of

the investment-specific shock increases, especially for consumption (from 4.8 percent

to 24.2 percent) and investment (from 8 percent to 21.4 percent), which makes it the

second most important shock. The government spending shock and the monetary

policy shock play a minor role in explaining the medium-frequency fluctuations of

the variables.

Using a simpler model, we showed that different monetary policy can potentially

alter the variance decomposition of real variables. In order to explore whether that

was the case during the Great Moderation period, we compute the variance decom-

position of the counterfactual process M (Γ1,Θ2) , shown in Table 3.15. Since in this

model only the parameters of the exogenous processes are fixed to their second sub-

sample values, the differences between the decompositions in Tables 3.14 and 3.15 are

driven solely by the change in monetary policy. Therefore, by comparing the results,

we infer the effects that the monetary policy adopted during the Great Moderation

had on variance decompositions of output, consumption, and investment. The differ-

ences are negligible, not greater than 3 percent for any of the four shocks. Therefore,

we conclude that the monetary policy did not alter the variance decompositions of

the real macroeconomic variables.

3.6 Conclusions

In this paper, we focus on the two main characteristics of the Great Moderation: the

significant reduction of the high-frequency volatility of real macroeconomic variables,

which has been largely explored in the literature, and the absence of moderation

of their medium-frequency volatility, as recently observed by Pancrazi (2009). In

particular, using a medium scale DSGE model as in CEE, we explore whether the

more aggressive monetary policy in the post-1983 period accounts for the reduction
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of the variance and its different temporal distribution in the last three decades. We

show that the “good luck” hypothesis, the notion that the nature of the exogenous

processes has changed during the Great Moderation period, mainly accounts for both

facts.

As a theoretical framework, we consider a model driven by four shocks: a neutral

technology shock, an investment-specific technology shock, a government spending

shock, and a monetary policy shock. The structural parameters of the model are

calibrated and kept constant throughout the whole sample, whereas the parameters

governing the exogenous processes are estimated in the two subsamples, pre-Great

Moderation and the Great Moderation period, and fed into the model.

Using the predictions of this model when performing several counterfactual exer-

cises, we conclude that a change in monetary policy during the post-1983 period alone

did not play a significant role in accounting for the two facts characterizing the Great

Moderation: the decline of the high-frequency volatilities of the real macroeconomic

variables and the redistribution of their volatilities from high to medium frequen-

cies. It is only with a simultaneous change in both the exogenous processes and

monetary policy, that the contribution of the monetary policy to the total reduction

of the high-frequency volatilities of the macroeconomic variables becomes evident;

it accounts for 38 percent of the overall decline of the high-frequency variance of

output and investment, and 43 percent of the decline in the case of consumption.

Moreover, we document that the effects of the monetary policy are much larger at

high frequencies than at medium frequencies.

The change in the exogenous processes alone largely accounts for the redistribu-

tion of the spectral density of output, investment, and consumption from high to

medium frequencies. This redistribution is mainly caused by the increase in per-

sistence of the TFP and the investment-specific technology processes, as two major

contributors to the overall variance of the real variables. However, the change in
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monetary policy amplifies this effect, since it has a much larger effect on the high-

frequency volatility. This leads us to conclude that monetary policy in the Great

Moderation period contributed to the transformation of the spectral shape of the real

macroeconomic variables, even though much less than the change of the exogenous

processes.

We also perform a variance decomposition exercise, and show that in both sub-

samples the TFP shock and the investment-specific technology shock are the two

most important driving forces of the variances at both high and medium frequencies.

In both subsamples, the role of the investment-specific shock increases at medium

frequencies. The role of the monetary policy shock is negligible in both subsamples at

all frequencies. The fiscal policy shock is relatively more important in the first sub-

sample, and at medium frequencies. However, its role is only relevant in explaining

medium-frequency movements of consumption. Finally, we show that these results

are not affected by the change in monetary policy.

3.7 Tables and Figures

Table 3.1: Standard Deviations of Output and Inflation when φπ = 1.5

Percentage

σ σHF σMF

Output 2.02 1.40 0.91
Inflation 0.43 0.32 0.19

Note: The table reports the standard deviation of output and inflation implied by the
New Keynesian model when the inflation parameter in the Taylor rule is φπ = 1.5. The
first column reports the total standard deviations, the second column reports the high-
frequency standard deviations, defined as the fluctuations between 2 and 32 quarters,
and the third column reports the medium-frequency standard deviations, defined as the
fluctuations between 32 and 80 quarters.
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Table 3.2: Standard Deviations of Output and Inflation when φπ = 6

Percentage

σ σHF σMF

Output 1.92 1.22 0.97
Inflation 0.15 0.12 0.05

Note: The table reports the standard deviation of output and inflation implied by the
New Keynesian model when the inflation parameter of the Taylor rule is φπ = 6. The
first column reports the total standard deviations, the second column reports the high-
frequency standard deviations, defined as the fluctuations between 2 and 32 quarters,
and the third column reports the medium-frequency standard deviations, defined as the
fluctuations between 32 and 80 quarters.

Table 3.3: Change of the Variances Driven by Different Monetary Policies

Percentage

σ σHF σMF

Output -10 -24 14
Inflation -87 -86 -91

Note: The table reports the percentage change in the variance of output and infla-
tion from an increase of the inflation parameter of the Taylor rule from 1.5 to 6.
The first column reports the percentage change in the total variances, the second
column reports the percentage change in the high-frequency variances, defined as
the fluctuations between 2 and 32 quarters, and the third column reports percentage
change in the medium-frequency variances, defined as the fluctuations between 32
and 80 quarters.
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Table 3.6: Calibration of the Structural Parameters

Parameter Calibrated value
β− Subjective discount factor 0.9926
b− Habit persistence in consumption 0.65
ψ− Preference parameter with labor 5
γ− Inverse of Frisch labor supply elasticity 1
δ− Depreciation rate of capital 0.025
α− Capital share in the production function 0.36
ε− EOS among differentiated intermediate goods 6
η− EOS among different types of labor 21
κ− Investment adjustment cost parameter 1.5
Sg− Share of Government spending in GDP 0.17
γ2 − Coefficient of the capital utilization function 0.0655
θw− Wage stickiness 0.64
χw− Wage indexation 0.98
θp− Price stickiness 0.6
χp− Price indexation 0

Note: The table reports the values of the calibrated structural parameter of the
DSGE model.
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Table 3.7: Model and Data High-Frequency Standard Deviations

Percentage

M (Γ1,Θ1) Data: 1947-1978 M (Γ2,Θ2) Data: 1983:2007
Output 1.64 1.94

[0.20]
1.07 0.97

[0.09]

Consumption 0.81 0.88
[0.11]

0.51 0.60
[0.05]

Investment 4.59 5.44
[0.67]

2.97 2.96
[0.23]

Note: The table reports the high-frequency standard deviations of output, con-
sumption, and investment implied by the model and estimated in the data. The
high-frequencies correspond to fluctuations between 2 and 32 quarters. The first
column reports the moments implied by the model M (Γ1,Θ1), where Γ1 is the set
of parameters of the Taylor rule estimated using data in the first subsample (1947:1-
1978:4), and Θ1 is the set of parameters of the exogenous processes estimated using
also data in the first subsample. The second column reports the data moments in
the first subsample. The third column reports the moments implied by the model
M (Γ2,Θ2), where Γ2 is the set of parameters of the Taylor rule estimated using
data in the second subsample (1983:1-2007:4), and Θ2 is the set of parameters of the
exogenous processes estimated using also data in the second subsample. The fourth
column reports the data moments in the second subsample.
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Table 3.8: Model and Data Medium-Frequency Standard Deviations

Percentage

M (Γ1,Θ1) Data: 1947-1978 M (Γ2,Θ2) Data: 1983:2007
Output 0.80 2.44

[0.24]
0.95 1.94

[0.35]

Consumption 0.53 1.10
[0.09]

0.47 1.55
[0.23]

Investment 0.81 3.56
[0.37]

3.01 5.96
[1.10]

Note: The table reports the medium-frequency standard deviations of output, con-
sumption, and investment implied by the model and estimated in the data. The
medium-frequencies correspond to fluctuations between 32 and 80 quarters. The
first column reports the moments implied by the model M (Γ1,Θ1), where Γ1 is the
set of parameters of the Taylor rule estimated using data in the first subsample
(1947:1-1978:4), and Θ1 is the set of parameters of the exogenous processes esti-
mated using also data in the first subsample. The second column reports the data
moments in the first subsample. The third column reports the moments implied by
the model M (Γ2,Θ2), where Γ2 is the set of parameters of the Taylor rule estimated
using data in the second subsample (1983:1-2007:4), and Θ2 is the set of parameters
of the exogenous processes estimated using also data in the second subsample. The
fourth column reports the data moments in the second subsample.

Table 3.9: Contributions of the High Frequencies to the Total Variance

Percentage

Data Model

1947-1978 1983:2007 M (Γ1,Θ1) M (Γ2,Θ2)
Output 38 20 80 55

Consumption 38 14 69 53
Investment 66 20 72 48

Note: The table reports the percentage contributions of the high frequency vari-
ance to the total variance for output, consumption, and investment. The first and
second columns report these statistics estimated from the data in the two subsam-
ples, respectively. The third and fourth columns report the statistics implied by the
model.
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Table 3.12: Contribution of High Frequencies to the Total Variance

Percentage

Model

M (Γ1,Θ1) M (Γ2,Θ2) M (Γ1,Θ2)
Output 80 55 62

Consumption 69 53 60
Investment 72 48 56

Note: The table reports the model implied percentage contributions of the high
frequency variance to the total variance for output, consumption, and investment.

139



T
ab

le
3.
13
:
V
ar
ia
n
ce

D
ec
om

p
os
it
io
n
in
M

(Γ
1
,Θ

1
)

P
er
ce
n
ta
ge

M
on

et
ar
y

In
ve
st
m
en
t-
sp
ec
ifi
c

T
F
P

G
ov
er
n
m
en
t
S
p
en
d
in
g

H
ig
h
F
r.

M
ed
iu
m

F
r.

H
ig
h
F
r.

M
ed
iu
m

F
r.

H
ig
h
F
r.

M
ed
iu
m

F
r.

H
ig
h
F
r.

M
ed
iu
m

F
r.

O
u
tp
u
t

2.
2

0.
7

3.
0

20
.0

93
.8

74
.3

1.
1

5.
0

C
on

su
m
p
ti
on

2.
0

0.
2

4.
6

28
.7

83
.6

30
.8

9.
8

40
.3

In
ve
st
m
en
t

2.
0

0.
6

7.
6

37
.7

87
.3

52
.1

3.
1

9.
6

N
ot
e
:
T
h
e
ta
b
le

re
p
re
se
n
ts

th
e
p
er
ce
n
ta
ge

co
n
tr
ib
u
ti
on

of
th
e
fo
u
r
sh
o
ck
s
to

th
e
h
ig
h
-f
re
q
u
en
cy
,
w
h
ic
h
co
rr
es
p
on

d
s
to

fl
u
ct
u
at
io
n
s
b
et
w
ee
n
2
an

d
32

q
u
ar
te
rs
,
an

d
m
ed
iu
m
-f
re
q
u
en
cy
,
w
h
ic
h
co
rr
es
p
on

d
s
to

fl
u
ct
u
at
io
n
s
b
et
w
ee
n
32

an
d
80

q
u
ar
te
rs
,
va
ri
an

ce
of

ou
tp
u
t,

co
n
su
m
p
ti
on

,
an

d
in
ve
st
m
en
t
in

th
e
m
o
d
el
M

(Γ
1
,Θ

1
)
,
w
h
er
e
Γ
1
is

th
e
se
t
of

p
ar
am

et
er
s

of
th
e
T
ay
lo
r
ru
le

es
ti
m
at
ed

u
si
n
g
d
at
a
in

th
e
fi
rs
t
su
b
sa
m
p
le

(1
94
7:
1-
19
78
:4
),

an
d
Θ

1
is

th
e
se
t
of

p
ar
am

et
er
s
of

th
e

ex
og
en
ou

s
p
ro
ce
ss
es

es
ti
m
at
ed

u
si
n
g
al
so

d
at
a
in

th
e
fi
rs
t
su
b
sa
m
p
le
.

140



T
ab

le
3.
14
:
V
ar
ia
n
ce

D
ec
om

p
os
it
io
n
in
M

(Γ
2
,Θ

2
)

P
er
ce
n
ta
ge

M
on

et
ar
y

In
ve
st
m
en
t-
sp
ec
ifi
c

T
F
P

G
ov
er
n
m
en
t
S
p
en
d
in
g

H
ig
h
F
r.

M
ed
iu
m

F
r.

H
ig
h
F
r.

M
ed
iu
m

F
r.

H
ig
h
F
r.

M
ed
iu
m

F
r.

H
ig
h
F
r.

M
ed
iu
m

F
r.

O
u
tp
u
t

0.
1

0.
0

3.
1

9.
7

96
.4

89
.8

0.
3

0.
5

C
on

su
m
p
ti
on

0.
1

0.
0

4.
8

24
.2

92
.4

69
.9

2.
6

6.
0

In
ve
st
m
en
t

0.
1

0.
0

8.
0

21
.4

91
.2

77
.5

0.
7

1.
0

N
ot
e
:
T
h
e
ta
b
le

re
p
re
se
n
ts

th
e
p
er
ce
n
ta
ge

co
n
tr
ib
u
ti
on

of
th
e
fo
u
r
sh
o
ck
s
to

th
e
h
ig
h
-f
re
q
u
en
cy
,
w
h
ic
h
co
rr
es
p
on

d
s
to

fl
u
ct
u
at
io
n
s
b
et
w
ee
n
2
an

d
32

q
u
ar
te
rs
,
an

d
m
ed
iu
m
-f
re
q
u
en
cy
,
w
h
ic
h
co
rr
es
p
on

d
s
to

fl
u
ct
u
at
io
n
s
b
et
w
ee
n
32

an
d
80

q
u
ar
te
rs
,
va
ri
an

ce
of

ou
tp
u
t,

co
n
su
m
p
ti
on

,
an

d
in
ve
st
m
en
t
in

th
e
m
o
d
el
M

(Γ
2
,Θ

2
)
,
w
h
er
e
Γ
2
is

th
e
se
t
of

p
ar
am

et
er
s

of
th
e
T
ay
lo
r
ru
le

es
ti
m
at
ed

u
si
n
g
d
at
a
in

th
e
se
co
n
d
su
b
sa
m
p
le

(1
98
3:
1-
20
07
:4
),

an
d
Θ

2
is

th
e
se
t
of

p
ar
am

et
er
s
of

th
e

ex
og
en
ou

s
p
ro
ce
ss
es

es
ti
m
at
ed

u
si
n
g
al
so

d
at
a
in

th
e
se
co
n
d
su
b
sa
m
p
le
.

141



T
ab

le
3.
15
:
V
ar
ia
n
ce

D
ec
om

p
os
it
io
n
in
M

(Γ
1
,Θ

2
)

P
er
ce
n
ta
ge

M
on

et
ar
y

In
ve
st
m
en
t-
sp
ec
ifi
c

T
F
P

G
ov
er
n
m
en
t
S
p
en
d
in
g

H
ig
h
F
r.

M
ed
iu
m

F
r.

H
ig
h
F
r.

M
ed
iu
m

F
r.

H
ig
h
F
r.

M
ed
iu
m

F
r.

H
ig
h
F
r.

M
ed
iu
m

F
r.

O
u
tp
u
t

2.
52

0.
32

2.
2

8.
5

95
.0

90
.8

0.
2

0.
4

C
on

su
m
p
ti
on

2.
66

0.
20

3.
5

22
.2

91
.7

72
.0

2.
1

5.
6

In
ve
st
m
en
t

2.
33

0.
35

5.
5

19
.0

91
.5

79
.7

0.
6

1.
0

N
ot
e
:
T
h
e
ta
b
le

re
p
re
se
n
ts

th
e
p
er
ce
n
ta
ge

co
n
tr
ib
u
ti
on

of
th
e
fo
u
r
sh
o
ck
s
to

th
e
h
ig
h
-f
re
q
u
en
cy
,
w
h
ic
h
co
rr
es
p
on

d
s
to

fl
u
ct
u
at
io
n
s
b
et
w
ee
n
2
an

d
32

q
u
ar
te
rs
,
an

d
m
ed
iu
m
-f
re
q
u
en
cy
,
w
h
ic
h
co
rr
es
p
on

d
s
to

fl
u
ct
u
at
io
n
s
b
et
w
ee
n
32

an
d
80

q
u
ar
te
rs
,
va
ri
an

ce
of

ou
tp
u
t,

co
n
su
m
p
ti
on

,
an

d
in
ve
st
m
en
t
in

th
e
m
o
d
el
M

(Γ
1
,Θ

2
)
,
w
h
er
e
Γ
1
is

th
e
se
t
of

p
ar
am

et
er
s

of
th
e
T
ay
lo
r
ru
le

es
ti
m
at
ed

u
si
n
g
d
at
a
in

th
e
fi
rs
t
su
b
sa
m
p
le

(1
94
7:
1-
19
78
:4
),

an
d
Θ

2
is

th
e
se
t
of

p
ar
am

et
er
s
of

th
e

ex
og
en
ou

s
p
ro
ce
ss
es

es
ti
m
at
ed

u
si
n
g
d
at
a
in

th
e
se
co
n
d
su
b
sa
m
p
le

(1
98
3:
1-
20
07
:4
).

142



Figure 3.1: Spectrum of Output in the New Keynesian Model with Two Alternative
Monetary Policies

Note: The figure plots the normalized spectrum of output implied by the New Key-
nesian model when the inflation parameter of the Taylor rule is 1.5, solid line, and
6, dashed line.

Figure 3.2: Spectrum of Inflation in the New Keynesian Model with Two Alterna-
tive Monetary Policies

Note: The figure plots the normalized spectrum of in.ation implied by the New
Keynesian model when the inflation parameter of the Taylor rule is 1.5, solid line,
and 6, dashed line.
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Appendix A

Appendix to Chapter 1

A.1 Data

The macroeconomic series analyzed in Section 2 are extracted by the NIPA dataset.

The sample includes quarterly observation from 1947:1 to 2007:4. The series consid-

ered are the following:

#1 Gross domestic product

#2 Personal consumption expenditures

#3 Durable goods

#4 Nondurable goods

#5 Services

#6 Gross private domestic investment

#7 Fixed investment

#8 Nonresidential

#9 Structures

#10 Equipment and software

#11 Residential
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#12 Exports

#13 Goods Exports

#14 Service Exports

#15 Import

#16 Good Imports

#17 Services Imports

#18 Government consumption expenditures and gross investment

#19 Federal

#20 National defense

#21 Nondefense

#22 State and local
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A.2 Proofs to the Results in Chapter 1

Theorem 5. Let I1 = [ω1
L, ω

1
H ] and I2 = [ω2

L, ω
2
H ]be two disjoint set of frequencies,

and let I3 = I1∪ I2. Let x
1
t , x

2
t and x

3
t be the filtered series obtained by the same pro-

cess yt, isolating respectively the frequencies in I1 , I2, and I3. Then, the correlation

between x1t and x3t is equal to the ratio of their standard deviation, i.e.

ρ
(

x1t , x
3
t

)

=

√

V ar (x1t )

V ar (x3t )
(A.1)

Proof. By definition

ρ
(

x1t , x
3
t

)

=
Cov (x1t , x

3
t )

√

V ar (x1t )V ar (x
3
t )
.

Since I3 = I1∪ I2 and I1 ∩ I2 = ∅, then x3t = x1t + x2t . Therefore,

Cov
(

x1t , x
3
t

)

= Cov
(

x1t , x
1
t + x2t

)

= V ar
(

x1t
)

+ Cov
(

x1t , x
2
t

)

= V ar
(

x1t
)

where the last equality depends on the the fact that I1 ∩ I2 = ∅. Thus,

ρ
(

x1t , x
3
t

)

=
Cov (x1t , x

3
t )

√

V ar (x1t )V ar (x
3
t )

=
V ar (x1t )

√

V ar (x1t )V ar (x
3
t )

=

√

V ar (x1t )

V ar (x3t )
.

Theorem 8. Let yt be a multivariate linear process as in (1.2), where εt is a

multivariate normal. Then, the (m,n)-th element , m = 1, ..N , n = 1, ..N of the

sample Integrated Cospectrum in (1.15) has the following proprieties:
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1. asymptotic unbiasedness :

lim
T→∞

E
(

Ĥm,n(ω1, ω2)
)

= Hm,n(ω1, ω2)

2. consistency :

Ĥm,n(ω1, ω2)
p
−→Hm,n(ω1, ω2)

3. asymptotic normality :

√
T
[

Ĥm,n(ω1, ω2)−Hm,n(ω1, ω2)
] d
−→
N
(

0,Φm,n(ω1, ω2)
)

,

with

Φm,n(ω1, ω2)= 8π

∫ ω2

ω1

c2m,n(ω)dω (A.2)

Proof. Define the function φ (ω) as

φ (ω) =

{

2 for ω1 ≤ ω ≤ ω2

0 otherwise
. (A.3)

Then, for any element (m,n) of the N x N matrices, we have from (1.16)

ψ̂m,n = 2

∫ ω2

ω1

Îm,n (ω) dω.

Note that this expression is the element (m,n) of Ĥ(ω1, ω2) as defined in (1.14) .

Therefore, the asymptotic unbiasness comes directly from result (1) of Lemma 1.

Result 3 of Lemma 1 implies that

lim
T→∞

Tvar
(

ψ̂m,n

)

= 4π

∫ ω2

ω1

φ (ω) φ̄ (ω) c2m,n (ω) dω, with φ̄ (ω) =
1

2
[φ (ω) + φ (−ω)] ,

which implies

lim
T→∞

Tvar
[

Ĥm,n(ω1, ω2)
]

= 4π

∫ ω2

ω1

φ (ω) φ̄ (ω) c2m,n (ω) dω. (A.4)
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Since φ (ω) as defined above is a fixed bounded function, it is clear that

var
[

Ĥm,n(ω1, ω2)
]

= O

(

1

T

)

as T → ∞,

thus implying the consistency of Ĥm,n(ω1, ω2). Finally, the asymptotic variance

√
T
(

Ĥm,n(ω1, ω2)−Hm,n(ω1, ω2)
)

can be derived substituting (A.3) into (A.4) , i.e.:

lim
T→∞

Tvar
[

Ĥm,n(ω1, ω2)
]

= 8π

∫ ω2

ω1

c2m,n (ω) dω

= Φm,n(ω1, ω2)

Theorem 9. Let yt be a multivariate linear process as in (1.2), where εt is a

multivariate normal. Also, let 0 ≤ ω1 ≤ ω2, and define ∆ω = ω2−ω1

q
, with q → ∞

as T → ∞ Then, a consistency estimate of Φm,n(ω1, ω2), m = 1, ..N , n = 1, ..N is

given by

Φ̂m,n= 4π

q
∑

i=1

[

1

2π

T−1
∑

j=1−T

Γ̂(j)
m,ne

−iωj

]2

∆ω. (A.5)

Proof. The proof come directly from the result showed by Lomnicki and Zaremba

(1959) and Hannan (1960), which implies that

p lim
T→∞

1

2

∫ ω2

ω1

Î2m,n (ω) dω =

∫ ω2

ω1

c2m,n (ω) dω.

p lim
T→∞

1

2

∫ ω2

ω1

[

1

2π

T−1
∑

j=1−T

Γ̂(j)
m,ne

−iωj

]2

dω =

∫ ω2

ω1

c2m,n (ω) dω
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Moreover, since when T → ∞, ∆ω → 0, so that

p lim
T→∞

4π

q
∑

i=1

[

1

2π

T−1
∑

j=1−T

Γ̂(j)
m,ne

−iωj

]2

∆ω = 8π

∫ ω2

ω1

c2m,n (ω) dω
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A.3 The Model and its Parameterization

The Data Generating Process used for the Monte Carlo simulation is the factor

hoarding model by Burnside and Eichenmbaum (1996).

The economy is populated by a large number of infinitely-lived agents. The time

t instantaneous utility of each agent is

ln (Ct) + θ ln (T − ζ −Wtf)

where T denotes the agent’s time endowment, Ct denotes consumption, and Wt

denotes labor effort. The time T output is produced according to

Yt = (KtUt)
1−α (NtfWtXt)

α

with 0 ≤ α ≤ 1, where Kt denotes the capital stock, Ut represent the capital utiliza-

tion rate, Nt denotes the number of agents at work at time t, and Xt represent the

level of technology. The stock of capital evolves according to:

Kt+1 = (1− δt)Kt + It

where It denotes the gross investment, and the time dependent depreciation rate

depends on the utilization rate, i.e.:

δt = δUφ
t .

I assume that the only source of uncertainty is the level of technology, Xt, which is

described by an autoregressive process:

ln (Xt) = ρ ln (Xt−1) + εt εt
iid∼ N (0, σa) .

The preference parameters of the models are calibrated as in Burnside and Eichen-

baum (1996), i.e., T = 1369, β = 1.03−
1
4 , f = 324.8, ζ = 60, δ = 0.0195, and

α = 0.674. The parameters for the evolution of technology are ρ = 0.7, σa = 0.009.
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