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Abstract

Essays on the Economics of Education

by

Hosung Sohn

Doctor of Philosophy in Public Policy

University of California, Berkeley

Professor Steven Raphael, Chair

This dissertation addresses three questions in the economics of education. Chap-

ter 1 analyzes whether segregating students by gender is beneficial for students’

academic achievement. Students or parents often choose peer groups by selecting

school types, assuming that peers are important determinants of one’s academic

achievement. Among the various types of peer effects, this study addresses whether

segregating students from the opposite sex is beneficial for one’s academic perfor-

mance by making use of the variation created by randomly assigning students to

either same- or mixed-sex high schools. By using seven years of administrative data

on scores in college entrance exams, I find that both male and female students ben-

efit by being in same-sex schools. Moreover, the quantile regression analysis reveals

that the effect is greater for students located at the middle quantile of the distri-

bution of test scores. I conducted a sensitivity analysis by using a different type of

test that students take, and the results are robust.

In Chapter 2, unlike estimating the effect of conventional incentive mechanisms

in which good schools are rewarded and bad schools are punished, I estimate the

impact of “rewarding” poor-performing schools on students’ academic achievement.

Because of the simple discontinuous eligibility that determines the provision of cat-

egorical school funding to underachieving schools, I use regression discontinuity de-

signs to causally estimate the treatment effect. The results of the analysis reveal that

students’ academic performance in poor-performing schools improved significantly

(7 to 10 percentile points) after the treatment. Moreover, the ratio of underachiev-

ing students decreased in schools that received funding (5 to 10 percentage points),

relative to those that did not receive funding.
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Finally, in Chapter 3, I explore whether grouping students by ability benefits

students. Local education agencies often engage in educational reforms with limited

resources aimed at improving the academic achievement of students. One of the low

cost methods that the agency frequently employs is the use of ability tracking. In

this chapter, by making use of the randomized social experiment conducted in Seoul,

I provide causal estimates of the effect of ability tracking on students’ achievement,

using administrative data on students’ test scores. Based on the results, I find that,

on average, tracking promotes achievement of not only high-achieving students, but

also of low-achieving students. Moreover, the magnitude of the treatment effect is

similar across various quantiles of the distribution of students’ performance. There-

fore, contrary to the view that tracking may be detrimental to the learning of low-

achieving students, tracking may not worsen inequality in students’ achievement.
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1 Distributional Impact of Gender Segregation

on Student Performance: Evidence from Ran-

domized Block Designs

1.1 Introduction

Across all ages throughout the world, education is considered to be the most com-

pelling means to attain upward social mobility and economic wealth. As a conse-

quence, parents put much consideration into the choice of educational alternatives

such as teacher quality insomuch that their decisions affect their child’s academic

achievement. Among many alternatives, parents carefully choose their child’s peer

group believing that peer group is an important determinant of one’s academic and

also non-academic achievement.

There are many kinds of peer effects, and most researchers in the economics

literature have focused on analyzing the ability peer effect.1 Epple and Romano

(2011) and Sacerdote (2011) also provide surveys of many of these peer effect studies.

Recently, researchers have focused on estimating the causal estimate of gender peer

effects. The rationale for estimating the gender peer effect is that social interactions

between boys and girls often have critical effects on academic performance of both

genders. For example, students may feel less distracted when the opposite sex is not

present in their class or at school, and accordingly, this helps students focus more

on their academics. Moreover, it is possible that the level of fatigue that teachers

experience may increase when teachers have to face both genders.

As demonstrated in Manski (1993), estimating the gender peer effect is difficult

because, in general, a peer group is an endogenous consequence of individual choice.

To overcome the endogeneity issue, one must control for all the observed confounding

variables. Even if one succeeds in controlling for all of the observed characteristics

of students, however, there still exists unobservable attributes that determine the

selection of peer groups and unobservable factors that affect students’ performance,

and these will introduce bias to estimates of peer effect.

1Some of the evidence of ability peer effects appear in Sacerdote (2001), Hanushek et al. (2003),
Zimmerman (2003), Arcidiacono and Nicholson (2005), Foster (2006), Ding and Lehrer (2007),
Carrell, Fullerton and West (2009), and Ammermueller and Pischke (2009).
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The most convincing method to tackle the endogeneity problem is to randomize

the gender peer group. Fortunately, middle school students in Seoul, the capital city

of South Korea, are randomly assigned to either single- or mixed-sex high schools

upon their graduation. Hence, in this study, I exploit the random variation in gender

composition created by Seoul’s random assignment policy to analyze the effect of

gender segregation on students’ academic achievement.

I estimate both the mean effects and the distributional effects of gender segre-

gation using the conventional linear regression method and the quantile regression

method. The results of the analysis show that, on average, both boys and girls in

boys-only and girls-only schools scored 2 to 3 percentile points higher in reading,

English, and basic mathematics sections of college entrance exams compared with

boys and girls in coeducational schools. Furthermore, quantile regressions show

heterogeneity in the estimated treatment effect. Gender segregation is highly favor-

able for students in middle quantiles of the distribution of percentile ranks. The

estimated treatment effect for these students ranges from 4 to 6 percentile points.

However, the magnitude of the treatment effect is inconsequential for students in

the very bottom and the very top quantiles of the distribution.
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1.2 Literature Review

There are various theoretical arguments for and against single- or mixed-sex educa-

tion. These arguments can be classified into academic and non-academic theories.

Regarding the former, some argue that male students are often distracted by the

presence of female students, and vice versa. As to non-academic standpoints, people

oppose single-sex education and contend that in single-sex schools, peer-bullying is

prevalent. Since the aim of this paper is to estimate the effect of gender segregation

on students’ academic achievement, however, I will focus only on studies relevant

to academic arguments.2

The earliest study is conducted by Coleman (1961). In a two-year study, he

finds that the coeducational high school setting is detrimental to student’s academic

achievement because students are likely to focus more on non-academic issues such

as dates. Building upon Coleman’s (1961) work, researchers, especially psychol-

ogists and sociologists, have examined the single-sex school effect (e.g. Schneider

and Coutts, 1982; Lee and Bryk, 1986; Marsh, 1991; Harker, 2000). Mael (1998)

provides an excellent literature review of most of the work performed before 2000.

Moreover, Sax’s (2006) book on the effectiveness of segregating gender raises mul-

tifarious scientific evidence in favor of offering same-sex schools. The findings from

these research, however, is inconclusive as to whether single-sex education is better

or not.

Even though many of the earlier works have presented convincing arguments, all

used methods such as ordinary least squares (OLS) and analysis of variance. These

methods are limited in addressing problems of selection bias in studies of observa-

tional data (e.g., High School and Beyond Survey), and unforgiving consequences

of not addressing the selection bias in an empirical analysis are well recognized and

are not reiterated here.

Starting with Hoxby (2000), however, the economics literature have focused on

the issue of endogeneity when estimating the gender peer effect and used various

identification strategies to tackle the bias incurred by potential endogeneity. Hoxby

(2000) and Lavy and Schlosser (2011), for example, exploit exogenous sources of

variations generated in gender composition within the classroom and the school.

2Besides, there is insufficient data to analyze the effect of gender segregation on “non-academic”
perspectives.
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Using administrative data from the Texas Schools Project and the Israel Ministry

of Education, both studies find that both male and female students benefit from an

increase in the ratio of female students. Hoxby (2000) notes that the channels of

the effect may be reduction in classroom disruptions and an improvement in intra-

student relationship, and these channels have been confirmed in Lavy and Schlosser’s

(2011) study.

Even though the above two studies make use of credible idiosyncratic variations

of gender compositions, more compelling identification of gender peer effects can be

obtained by using randomized data. Using a widely recognized randomized data

set, Tennessee’s Project STAR, Whitmore (2005) makes use of random variations

in classroom sex compositions. In this data set, a mean ratio of female students

in a classroom is 49% with a within-school standard deviation of 11 percentage

points. Using these random variations, Whitmore (2005) reports that an increase

in the proportion of female students has a positive effect on boys as well as girls

from kindergarten to second grade. For students in third grade, however, she finds

that boys’ test scores tend to decrease when they were in a classroom with a higher

fraction of girls.

Rather than focusing on the class- or school-level gender peer effects, Lu and

Anderson (2011) estimate gender peer effects within a sub-classroom. In China,

middle school students are randomly assigned to classroom seats. Accordingly, Lu

and Anderson (2011) exploit random variations of neighboring students that are

generated within the subgroups of classrooms. The results show that both boys and

girls benefit from having female deskmates. On the other hand, while an increased

share of girls have positive spillover effects on girls, they do not find that boys are

affected by a higher share of girls.

Oosterbeek and van Ewijk (2010) estimate gender peer effects in a post-secondary

setting. They conducted an experiment using first-year college students in economics

and business classes by manipulating the ratio of female students in workgroups.

From the experiment, they observe that boys’ dropout ratios are delayed when

the ratio increased. Contrarily, boys underperformed on mathematically intensive

courses when they were in a workgroup with a higher percentage of girls. Nonethe-

less, Oosterbeek and van Ewijk (2010) do not find statistically significant gender

peer effects.

Although all of the above studies find positive spillover effects of girls’ ratios, in
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general, one cannot generalize the results of these studies to the question of whether

“segregating” boys from girls (and vice versa) are beneficial for students’ academic

achievement compared to coeducational environments. Since the amendments of

Title IX (prompted by the No Child Left Behind Act) have allowed school districts

to offer single-sex classes or schools, however, estimating the effect of gender segre-

gation is of great importance to current policy practice (Cable and Spradlin, 2008).

In addition, as some studies find that boys’ scores tend to decrease as they are sur-

rounded by more girls, it is desirable to investigate whether boys will benefit from

being in boys-only classes or schools.

In fact, Jackson (2012) estimated the effect of attending single-sex schools using

the data from Trinidad and Tobago by exploiting the rule-based assignments used

to assign students to either same- or mixed-sex schools. By simulating the rule used

by the Ministry of Education, he extracts exogenous variations in school attendance

and finds little evidence of single-sex school advantages. Moreover, two studies in

a recent psychology literature conducted experiments to test the effectiveness of

single-sex schooling. First, Inzlicht and Ben-Zeev (2000) experimented using 70 to

90 undergraduate students at Brown University to test a hypothesis that female

students experience a so-called “stereotype threat” when they were outnumbered

by male students, and thereby create a performance deficit of female students. The

result of the experiment shows that female students’ performance in math tests

are raised under the same-sex setting. Second, using 401 students in eighth grade,

Kessels and Hannover (2008) tested whether girls’ self-concept of ability with respect

to physics is promoted under girls-only classes. Their results confirm that this is,

indeed, the case. Finally, Eisenkopf et al.’s (2011) study also estimated the effect

of same-sex education by making use of a couple of hundred female students who

are randomly assigned to either mixed- or same-sex classes within a particular high

school in Switzerland.3 According to their analysis, math scores of female students

were improved when these students were assigned to female-only classes.

Even though the three studies mentioned above used randomized experiments

to estimate the effect of gender segregation, there exists several limitations. To

begin with, the results are restricted to the impacts of female-only classes and we

cannot infer from these studies whether male-only schooling is beneficial for male

3The high school used in their study is catered specifically to students who intend to attend a
college of education upon graduation.
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students. Second, since their studies rely on a small number of observations, the

external validity of those results is limited. Besides, all of the research have been

conducted using particular sets of students, and accordingly, it is somewhat hard

to generalize their results to students in general. Next, to analyze the effect of

gender segregation on students’ performance at a secondary or a higher education

level, gender segregation implemented at the school level or at the grade level is

a more pertinent way of measuring the treatment since students at these levels

spend less amount of time in their classes (Lavy and Schlosser, 2011). Lastly, it is

natural to think that the effect of gender segregation is heterogeneous. That is, the

treatment may have differential effects on students’ academic achievement depending

on students’ performance, and one cannot capture “distributional” impact of gender

segregation on students’ performance from these studies.
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1.3 Random Assignment Mechanism

The average age at which a child enters the education system in South Korea is

six. The school year for all grades begins at the beginning of March. Currently,

six years of elementary school and three years of middle school are compulsory for

all children in South Korea. Upon completing nine years of compulsory education,

students enter three-year high school. In Korea, there are mainly three types of

high schools. Special purpose high schools serve students who intend to major in

arts, music, or physical education. These schools also specialize in science or foreign

languages. The second type is vocational high schools. Students who graduate from

vocational high schools normally enter the job market right after their graduation

or go on to two-year vocational colleges. The third type is called the general high

school and the majority of middle school graduates enter high schools of this type.

Students are not randomly assigned to the first two types of high schools. Hence,

in this paper, I will use data pertaining to students attending general high schools.

I also note that random assignment of students was conducted in Seoul until 2009.

From 2010, the Office of Education changed its policy and students are no longer

randomly assigned to general high schools.

An assignment to the general high school is conducted as follows.4 First, when

students graduate from middle school, the Office of Education assigns each student

a high school district based on their residence. In Figure 1.1, I show a number of

school districts in Seoul for 2009. I also show a number of coeducational, boys-only,

and girls-only schools in each district, and as can be seen from the figure, three

kinds of schools exist in every school district. Next, within the assigned school

district, each student is classified into one of three blocks based on their middle

school graduate standing percentile rank. I show, using Figure 1.2, how students

are randomly assigned to high schools based on these three blocks. The first block

includes students whose middle school graduate standing percentile rank is between

0.001 to 9.999 (upper-ranked). The second block contains students with the graduate

standing percentile rank within 10.000 to 49.999 (middle-ranked). Lastly, students

with percentile rank 50.000 or above (lower-ranked) are placed in the third block.

Next, the Office of Education randomly assigns students in each block to schools

using a computer-assisted lottery system. (See Figure 1.2 for the case with four

4All information are based on the Office of Education’s annual official documents.
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Figure 1.1: School Districts in Seoul (2009)

schools in a school district).

Hence, the Office of Education uses randomized block designs to assign students

to high schools. By implementing the randomized block design-type assignment, the

Office of Education ascertains that within the school district, the ratio of upper-,

middle-, and lower-ranked students is equally distributed among schools. Using the

middle school graduate standing percentile rank for dividing blocks is favorable for

equalizing the average performance level of students across high schools because in

Korea, almost all students are randomly assigned to middle schools after completing

elementary school, and as a result, the academic level of students in middle schools

are highly homogeneous across schools.

This kind of random assignment in Seoul has been adopted since 1974 and rea-

sons for adopting the random assignment policy are twofold. First, prior to 1974,

parents in Korea suffered from paying the high costs of private education for their

children. At that time, admissions to high schools were determined by the high

school entrance exam. Accordingly, in order to admit their children to prestigious

8



Figure 1.2: Random Assignment Mechanism

high schools in Seoul, parents desperately relied on private tutoring so that their

children may earn high scores in the entrance exam. Second, as a result of soaring

competition among middle school students, a formal middle school education sys-

tem was no longer viable as teachers in middle school focused on preparing their

students solely for the entrance exam rather than “educating” their children. To

resolve these problems within the education system, the Korean government de-

cided to change the high school admission system from the test-based system to a

no-test-based system. Furthermore, because the above problems were more serious

in the capital city, the Seoul Metropolitan Office of Education complemented the

no-test-based system with random assignment of students to high schools within the

school district (Ministry of Education, 1998).5

5Compared to Seoul, other cities allow students to list several schools.
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1.4 Data

To draw a causal estimate of gender segregation on student performance, I use sev-

eral sources of data. For student-level data, I use administrative records of the

College Scholastic Aptitude Test (CSAT) and the National Assessment of Educa-

tional Achievement (NAEA) maintained by the Ministry of Education, Science and

Technology in Korea. For school-level data, I make use of the data that are publicly

available at the School Information Website (SIW)6. Furthermore, I use school-level

information that I personally obtained from both the Ministry of Education and the

Seoul Metropolitan Office of Education. Lastly, I use the Statistical Yearbook of

Seoul Education.

1.4.1 CSAT and NAEA

The CSAT is similar to the SAT in the U.S. Unlike the SAT, however, the CSAT is

a high-stakes test that most students in Korea can take only once at the end of their

third year of high school. For example, students who entered high school in 2009

took the CSAT at the end of 2011. The CSAT held in 2011 is called CSAT 2012,

rather than CSAT 2011. Although figures vary by year and university, CSAT scores

typically determine 50 to 100% of college admissions. Because of its importance in

determining students’ futures, and since the test begins at 8:00 A.M., every firm

and government office delays commuting hour to 9:00 A.M. to obviate rush hours

so that students are not late for the exam. Moreover, middle school students and

students in the first and second grade of high school are given the day off because

both middle schools and high schools are used as testing centers during the exam

day. The test runs from 8:00 A.M. to 6:00 P.M., and students are, in general, tested

on five sections; reading, English, mathematics, social studies, and science studies.

The CSAT has been conducted since 1993, and with an exception of the test held

in 1993, it is conducted only once per year.

The NAEA, on the other hand, is analogous to the National Assessment of

Educational Progress in the U.S. The purpose of the NAEA is to assess whether

each student in all levels of education is keeping up with the curriculum. The

test has been conducted annually since 2008. The NAEA data is available from

6www.schoolinfo.go.kr. The website is operated by the Ministry of Education, Science and
Technology.
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2009, and in 2009, first year high school students were tested on basic knowledge

in reading, mathematics, science, social studies, and English. In 2010, the same

students (who became second grade high school students) were again tested on

reading, mathematics, and English. From 2010 onwards, second year high school

students are tested on these three subjects.

Administrative records of these two tests have not been made public until 2009

due to concerns that the results might reveal educational gaps among schools and

promote a sense of incongruity. However, after several years of administrative lit-

igations filed by the members of National Assembly, researchers, and parents, the

Supreme Court ruled in favor of the disclosure and ordered the government to pub-

licize the test scores solely for the purpose of scientific research. As a consequence,

the government has allowed researchers to apply for the data starting from 2010.

In order to obtain the data, one has to first submit research plans to the Ministry

of Education, and by following necessary administrative procedures, I received the

data for CSAT from 2002 to 2004 and CSAT from 2009 to 2012. For the NAEA, I

obtained the data for 2009 and 2010. In Appendix (Section 1.9.1), I present brief

explanations on administrative procedures required for obtaining the data.

There are four reasons why I am using these particular sets of data. First, note

that for the school-level variables, the CSAT contains only the name of the city

in which the school is located and the name of the schools. On the other hand,

the student-level variables include gender, diploma types, majors, scores on each

subject, and names of the test districts in which the students took the test. As a

result, I do not have data on school types. Because of the presence of school names,

however, I was able to impute school types by consulting the Statistical Yearbook

of Seoul Education. For instance, when imputing the school types for schools in

CSAT 2002, I make use of the Statistical Yearbook of 1999 because students who

took CSAT 2002 have been randomly assigned to high schools in 1999.7 Hence, I

have to use the Yearbook that is three years before the CSAT year. The problem

with using the information on school types in the Yearbook, however, is that prior

to Yearbook 1999, some schools’ types are miscoded.8 Using miscoded school types

creates serious threat to the validity of the analysis. Fortunately, starting from the

7Note that CSAT 2002 is held at the end of 2001.
8For example, I verified that in the Yearbook of 1996, school types of five schools are miscoded.

Note, furthermore, that this does not necessarily imply that other schools are correctly specified.
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Yearbook of 1999, two variables are reported in the Yearbook; school types and the

ratio of female students. As a consequence, I was able to double check the type of

schools by looking at the ratio of female students.9 Therefore, I do not use data

prior to CSAT 2002.

Secondly, test formats are identical for CSAT 2002 to 2004. During CSAT 2005

to 2008, however, the format was changed and for CSAT 2008, only the discrete

rank has been reported for each subject. Accordingly, I did not apply for CSAT

2005 to CSAT 2008. Thirdly, rather than using consecutive CSATs, I decided to

use the CSATs that were taken several years after CSAT 2004. Accordingly, since

the format of the CSAT 2009 to 2012 is the same, I applied for the second CSAT

dataset for these periods.

Finally, I am using NAEA data for testing the sensitivity of the estimates ob-

tained from CSAT datasets. The advantage of using NAEA data is that since NAEA

2009 assessed students in the first grade and NAEA 2010 tested the same students

who went on to second grade, I am able to observe how the impact of gender segre-

gation changes by the amount of time students are segregated.10

To investigate the treatment effect, I generated two variables and merged them

to the datasets. The first variable is the school type of each school, and since the way

I created the variable is mentioned above, I do not repeat here. The second variable

is the school district indicator for each school. The CSAT data has information on

the test districts of each student. For most students, test districts are equivalent to

school districts. However, some students take the CSAT in districts outside of their

school districts.11 Moreover, even if the test districts match their school districts,

one cannot use test districts for school districts because the name of the test district

in CSAT data corresponds to the school in CSAT year minus one. To reiterate, since

students are randomly assigned three years before the CSAT year, it is essential to

use the school district three years before the CSAT year because some schools may

9A ratio of female students in mixed-sex schools should be greater than 0. Contrarily, the ratio
should be equal to 0 for boys-only schools and 100% for girls-only schools. Using this strategy, I
verified that the school type of only one school is miscoded in the Yearbook between 1999 to 2009.

10NAEA 2009 was held in October of 2009 and at the time of this assessment, students had spent
about 8 months in either single- or mixed-sex schools. On the other hand, NAEA 2010 was held
in July of 2010. Hence by the time NAEA 2010 was taken, students had spent about 17 months
in either single- or mixed-sex schools.

11I verified this fact by matching the test districts of students and school districts of schools
after imputing the school district for each school.
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have moved to other school districts during the three-year period. Hence using the

test districts as the school districts is inappropriate because the name of the test

districts in the CSAT data might not equal to the name of the school districts.

Fortunately, although the Yearbook does not have information on school districts,

it contains an address of each school and by using the address, I was able to impute

school districts for each school as school districts are determined by the address of

each school.12

In order to draw a “causal” inference, I also make step-by-step restrictions to the

initial sample for each of the CSAT and NAEA datasets. This is because students

are randomly assigned to a partial set of schools that are located in Seoul only. In

Appendix (Section 1.9.2), I provide, in detail, a step-by-step explanation on sample

restrictions.

1.4.2 SIW and Other Data

Another set of data that I use for testing the validity of the randomization is ad-

ministrative records of school-level data stored in the SIW. The website was made

in 2008 as part of the “Act on Special Cases Concerning the Disclosure of Informa-

tion by Education-Related Institutions,” and it includes a rich set of information

on school-level data such as the state of students, teachers, school activities, school

conditions, and budget and account for every school in Korea. For the most part,

the data covers 2007 to 2011. In this study, I collected data, by grade level, on

the number of students in each school, number of students who transferred to other

schools, number of students who dropped out from high school, and the ratio of

students that received free lunch.

Moreover, I obtained information from the Office of Education on the number of

students who were supported by the government or third parties during their first

year of high school (from 2006 to 2009).13 These include students who are supported

with tuition reductions or in the form of fellowships. In order to qualify for financial

support, students should be from low-income families and/or be protected by the

12For example, for CSAT 2002, I imputed school districts for each school by retrieving the
address of each school specified in the Yearbook of 1999 and matching it with the corresponding
school districts.

13It is important to use the number of first-year students because students are randomly assigned
to high schools during the first year.
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law such as “National Basic Living Security Act.” Furthermore, for each school, the

Office of Education further provided me with data on the ratio of students in each

of the blocks mentioned in Section 1.3 for year 2009.14

Finally, I resort to the Statistical Yearbook of Seoul Education, and these Year-

books contain school-level information such as addresses of schools, school types,

number of classes by grade, number of students by grade, number of female stu-

dents by grade, and number of teachers.

14I would like to express my gratitude to the public officials at the Office of Education for
providing me with the necessary data.
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1.5 Statistical Framework

Let Ti be a binary variable equal to 1 if student i is assigned to a same-sex school

and 0 if assigned to a mixed-sex school. I denote the test scores (Yi) for student

i in same-sex schools as Yi(1), and Yi(0) for student i in mixed-sex schools. In

a canonical Rubin causal model framework under the “Fundamental Problem of

Causal Inference” (Rubin, 1974; Holland, 1986), the average treatment effect on the

treated, τ̂ , is

τ̂ = E [Yi|Ti = 1] − E [Yi|Ti = 0]

= E [Yi(1)|Ti = 1] − E [Yi(0)|Ti = 1] + E [Yi(0)|Ti = 1] − E [Yi(0)|Ti = 0] , (1)

where the last two terms in Equation (1) constitute a selection bias. The bias term

is the difference in the expected values of “Yi(0)” between those in same-sex schools

and those in mixed-sex schools. To give an example how this bias may affect the

treatment effect, suppose an educationally motivated parents may choose to make

their children attend same-sex schools believing that the coeducational high school

setting would harm their children’s academic achievement. Then it is likely that

those who attend single-sex schools have higher values of Yi(0), and it would make

a direction of the bias to be positive and the resulting estimate would overstate

the treatment effect. The point is that in order to obtain a reliable estimate of

the treatment effect, this endogeneity issue should be embodied in the econometric

framework.

Because of the random assignment of students to either same- or mixed-sex high

schools, however, Ti is independent of potential outcomes, and accordingly, the bias

term in Equation (1) fades away and we can estimate the treatment effect using a

standard regression framework. Thus, for each CSAT and NAEA year, I estimate

the following two specifications:

yisd =







α + β1Bsd + γd + εisd, if student i is a male student

α + β1Gsd + γd + δisd, if student i is a female student,

where yisd is the percentile rank in CSAT or NAEA for student i in school s and

in school district d. Since the randomization has been conducted within the school
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district, I include school district fixed effects γd where d ∈ {1, 2, ..., 10}.15 Moreover,

note that I am comparing boys in boys-only schools with boys in mixed-sex schools,

and girls in girls-only schools with girls in mixed-sex schools. Thus, the treatment

indicator Bsd is equal to 1 if male students attend boys-only schools and 0 if male

students attend mixed-sex schools. On the other hand, Gsd is equal to 1 if female

students attend girls-only schools and 0 if female students attend mixed-sex schools.

Lastly, εisd and δisd are the error terms.

I first run the regression separately for each year to observe the sensitivity of the

treatment effect. After that, I pool seven years of CSAT data and run the following

regression:

yisdc =







α + β1Bsdc + ξc × γd + εisdc, if student i is a male student

α + β1Gsdc + ξc × γd + δisdc, if student i is a female student,

where subscript c indicates CSAT year. In the regression, I include district-by-

year fixed effects by interacting the school district fixed effect γd with CSAT year

dummies ξc where c ∈ {2002, 2003, 2004, 2009, 2010, 2011, 2012}. This produces 70

district-by-year fixed effects in the pooled regression.

Note that the standard linear regression is summarizing the average relationship

between the dependent variable and a treatment based on the conditional mean

function. This provides only a partial view of the relationship between the outcome

variable y and the regressor T (i.e., mean-effects of T on y). Estimating the mean

impact, however, may miss the heterogeneous effect that the treatment has on stu-

dents. In the context of this paper, the effect of gender segregation may be different

for high-, middle-, or low-performing students. Therefore, I estimate heterogeneous

treatment effects by estimating the effect of treatment across the distributions of

students’ percentile ranks in CSAT. To estimate the effect, I implement the quan-

tile regression method first developed by Koenker and Bassett (1978) and run the

following using the pooled data:

yisdc(q) =







α + β1(q)Bsdc + ξc × γd + εisdc, if student i is a male student

α + β1(q)Gsdc + ξc × γd + δisdc, if student i is a female student,

15For CSAT 2002 to 2004, d ∈ {1, 2, ..., 9}.
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where q ∈ (0, 1) denotes a quantile, and yisdc(q) refers to the outcome in q-th quan-

tile. Hence, by running the quantile regression, we can retrieve different values of

the treatment effect β1 by choosing the different values of quantile q. Note, however,

that in the current setting, the assignment to the single-sex school is exogenously

determined, conditional on school districts (i.e., the selection on observables as-

sumption). In this instance, the classical quantile regression estimator proposed by

Koenker and Bassett (1978) cannot be used. Instead, I make use of an estimator

suggested by Firpo (2007).16

Another statistical issue should be addressed in this study. As pointed out

by Moulton (1986), failing to account for the group structure of the data would

understate standard errors. In the current setting, since students in the same school

are likely to be correlated for they are subject to same academic environment such

as in teacher quality, it is necessary to cluster standard errors by schools. Hence, I

report robust standard errors clustered by school names.

Relative to existing research, this study carries several advantages. First, in

Seoul, most middle school students are randomly assigned to high schools after

they graduate from middle school. Fortunately, the share of boys-only, girls-only,

and mixed-sex high schools in Seoul is the same. Because of the variations in the

number of school types, the setting in Seoul is suitable for estimating the effect of

gender segregation on students’ academic performance. Note that since boys are

randomly assigned to either boys-only or coeducational schools, we would also be

able to learn whether boys benefit from being isolated from female students.

Second, this study uses 7 years of CSAT data and 2 years of NAEA data, and

although the number of observations varies depending on which test scores are an-

alyzed, the final pooled data used in the estimation process comprise more than

200,000 observations. As a consequence of this large-scale experiment, the study

has sufficient statistical power and the results of the study, I believe, possess a

high degree of external validity. Third, high schools in Seoul are remarkably ho-

mogeneous in terms of school-level variables purported to affect students’ academic

achievement. For example, teacher salaries are all controlled by the government,

and the salary level is solely determined by a pay step based on the length of one’s

service. Hence, teacher quality is highly homogeneous across schools. Furthermore,

16For the estimation, I benefited from the Stata command developed by Frölich and Melly (2010).
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every school in Seoul faces the same governmental regulations and all students learn

similar curriculums. Accordingly, other than school types, school-level characteris-

tics are similar, in important aspects, among school types.

Fourth, many of the prior studies pay little attention to attrition. As pointed

out in many of the economics of education literature (e.g. Krueger, 1999), it is nec-

essary to check whether the data suffer from sample attrition, and I show that the

attrition problem is minimal in this paper. In addition, experimental studies in

previous research lack consideration on non-conforming behaviors, and I present,

in this paper, that the study does not suffer from these behaviors. Finally, using

the quantile regression method, I estimate heterogeneous treatment effects based on

the percentile ranking of students’ performance. The quantile regression estimates

will give a picture of how gender segregation affects students’ academic achievement

differently, and compare to only estimating the mean effects, this paper gives more

policy implications.
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1.6 Validity of Randomization

In order to extract a valid identification from the randomized experiment, several

conditions should be confirmed before analyzing the data. In this section, I address

the following three conditions: A) balance in predetermined covariates, B) non-

conforming behaviors, and C) attrition problems. Since CSAT and NAEA datasets

consist of few student-level variables, I make use of administrative records on school-

level variables which can be retrieved from the SIW. Because some of the school-level

variables such as the ratio of high school dropouts are derived from the student-level

data, I can use these school-level data to check the validity of the randomization.

In testing the validity of the randomization, I also make use of the information that

I personally obtained from the Ministry of Education and the Office of Education.

1.6.1 Balance in Predetermined Covariates

Suppose students in same-sex schools performed higher than those in mixed-sex

schools. Note that, although students are randomly assigned to high schools within

a school district by a computer-assisted lottery system, students with backgrounds

that are favorable to one’s academic achievement may have been assigned to, say, a

same-sex school by chance variations. If this is the case, one cannot conclude that

same-sex schooling is beneficial for students’ academic achievement even though

students are randomly assigned to high schools. Hence, in this subsection, I test

balance in predetermined covariates that are purported to positively affect one’s

academic achievement.

According to the “Education Production” function,

Ait = f(Ait−1, Fit, Pt, Sit, Tit, αi, ξit),

factors that affect one’s academic performance (Ait) are students’ prior academic

achievement (Ait−1), family background (Fit), peer (Pt), school resources (St), teacher

quality (Tt), innate ability (αi), and noise terms (ξit). To test the balance in “observ-

able” covariates among aforementioned parameters, and because of the data avail-

ability, I first use a ratio of students in each block (in Figure 1.2) to test whether

Ait−1 is equally balanced across schools. Moreover, I use a ratio of students who are

financially supported by the government (via tuition reductions or fellowships) and
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students in free-lunch status to test for the balance in Fit. These variables are good

proxies for students’ family background because the eligibility for receiving above

support is determined by family income. For St, I use class size as well as student-

teacher ratio. With respect to Tt, I argue that average teacher quality of schools

in Seoul is homogeneous across schools because the salary level for all teachers in

Korea is set by the Ministry of Education and is entirely determined by the pay-step

based on the length of service.

In Table 1.1, I present tests of within-district balance in the ratio of students

in each block. The Office of Education no longer holds the data prior to 2009, and

consequently, I was only able to obtain the data for the academic year 2009. Since

this study compares boys in boys-only schools with boys in mixed-sex schools, it is

necessary to use the ratio where the numerator is the number of boys in each block

and the denominator is the number of total boys in each school. Likewise, we need

to use the corresponding ratio for girls. Fortunately, I was able to receive the data

on the number of students in each block by gender, and accordingly, I can precisely

analyze whether the ratio of high-, middle-, and low-achieving students are equally

balanced by gender. In order to analyze the balance in the ratio, I calculated the

ratio of upper-, middle-, and lower-ranked boys by dividing the number of boys

in each category by the total number of boys in each school, and similar for girls.

In Table 1.1, I run a regression of each ratio on a dummy variable indicating the

school type conditional on school districts. In Panel A, I compare the ratios in

boys-only schools with that of mixed-sex schools. As can be expected from the

randomized block design-type assignment procedures described in Figure 1.2, the

ratio of upper-, middle-, and lower-ranked students are almost identical between

boys-only schools and coeducational schools. Panel B presents the corresponding

results for girls. Again, the difference in the ratio of students in each category is

almost zero. Therefore, I conclude that differences do not exist in students’ previous

academic achievement among school types.

I underscore the importance of checking the baseline covariates in a randomized

control trial by presenting the ratio of students in each block for high schools in which

students are not randomly assigned to high schools (i.e., schools located in the circled

area in Figure 1.1). In Panel C of Table 1.1, I present the analysis that compare the

ratio of girls-only schools with that of mixed-sex schools. Because students “apply”

for the schools in this circled area, the ratio of students in each category differs
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Table 1.1: Tests of Within-District Balance in Baseline Graduate Standing Per-
centile

Dependent Variable (Ratio) School Type 2009 S.E.

A. Boys in Boys-Only School vs Boys in Mixed-Sex Schools

Upper-ranked students Boys-only school (1 = yes) −0.001 (0.000)

(Ψ < 10) Constant (= Ratio in Mixed-sex) 0.064 (0.000)

Number of schools 126

Middle-ranked students Boys-only school (1 = yes) 0.000 (0.001)

(10 ≤ Ψ < 50) Constant (= Ratio in Mixed-sex) 0.414 (0.000)

Number of schools 126

Lower-ranked students Boys-only school (1 = yes) 0.000 (0.002)

(Ψ ≥ 50) Constant (= Ratio in Mixed-sex) 0.521 (0.001)

Number of schools 126

B. Girls in Girls-Only School vs Girls in Mixed-Sex Schools

Upper-ranked students Girls-only school (1 = yes) −0.002 (0.000)

(Ψ < 10) Constant (= Ratio in Mixed-sex) 0.135 (0.000)

Number of schools 123

Middle-ranked students Girls-only school (1 = yes) 0.000 (0.000)

(10 ≤ Ψ < 50) Constant (= Ratio in Mixed-sex) 0.501 (0.000)

Number of schools 123

Lower-ranked students Girls-only school (1 = yes) 0.002 (0.001)

(Ψ ≥ 50) Constant (= Ratio in Mixed-sex) 0.363 (0.000)

Number of schools 123

C. Non-Randomly Assigned High Schools

Upper-ranked students Girls-only school (1 = yes) −0.059 (0.023)

(Ψ < 10) Constant (= Ratio in Mixed-sex) 0.188 (0.019)

Number of schools 19

Middle-ranked students Girls-only school (1 = yes) −0.073 (0.032)

(10 ≤ Ψ < 50) Constant (= Ratio in Mixed-sex) 0.542 (0.028)

Number of schools 19

Lower-ranked students Girls-only school (1 = yes) 0.132 (0.049)

(Ψ ≥ 50) Constant (= Ratio in Mixed-sex) 0.269 (0.042)

Number of schools 19

Note: I estimate all coefficients from running a regression of each ratio on a dummy variable
indicating the school type conditional on school districts. Standard errors in parentheses. Ψ

denotes middle school graduate standing percentile rank. Smaller the number, the higher the
ranking.
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significantly between girls-only schools and mixed-sex schools. For example, the

ratio of lower-ranked students in girls-only schools is 0.132 higher compared with

coeducational schools. Hence, this highlights that when students are not randomly

assigned, then baseline characteristics may differ significantly among schools.

In Table 1.2, I test balance in baseline covariates for Fit. The data used for

checking the balance are 2007, 2008, and 2009. Data prior to 2007 were not avail-

able from both the SIW and the Office of Education. First variable, “Financially

supported”, corresponds to the ratio of students who are financially supported by

the government in the form of tuition waiver or fellowships. I use first-year high

school students for calculating the ratio of financially supported students in each

school. As can be seen from the table, none of the coefficients show significance with

respect to school-type dummies. For the overall test of significance, I run a joint-

test of the hypothesis that the school-type indicators jointly had no effect. P -values

from the F -test are 0.39, 0.91, and 0.66 implying that none of the hypotheses can

be rejected at the statistically significant level.

Next variable used for checking the balance is the ratio of students receiving

free lunch. Although it is necessary to use the number of “first-year” high school

students in calculating the ratio, the data are only available for the total number

of students in each school, and accordingly, I calculated this ratio by the number

of students receiving free lunch divided by the total number of students in each

school. Note that the data for the ratio of students receiving free lunch were not

available for 2007. Again, the ratio is not statistically different among same-sex and

mixed-sex schools.

Note that in order to precisely test the balance in Fit, however, it is necessary

to use the ratios calculated separately for boys and girls. However, the ratios of the

above two variables are not separately available by gender. Thus, I admit that the

analysis presented here have some limitations.

To test the balance in school resources, I use class size and the student-teacher

ratio. Although some coefficients are statistically significant at the 5% level, the

magnitude of the coefficient is negligible. For example, in 2007, the average class

size in coeducational schools is 37.971 and the size differs by less than one student

for same-sex schools (all coefficients are less than one student). Accordingly, class

size is almost identical among school types. On the other hand, in 2007, the average

number of students per teacher in coeducational schools is 16.498. As with class
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Table 1.2: Tests of Within-District Balance in Baseline Covariates

Year

Dependent Variable School Type 2007 2008 2009

Financially supported Boys-only school (1 = yes) 0.004 −0.000 −0.012

(0.010) (0.010) (0.014)

Girls-only school (1 = yes) −0.010 0.003 −0.001

(0.010) (0.010) (0.015)

Constant (= coeducational) 0.100 0.117 0.163

(0.006) (0.006) (0.009)

F -test 0.391 0.910 0.660

Number of schools 162 164 166

Receiving free lunch Boys-only school (1 = yes) −0.010 0.002

(0.006) (0.010)

Girls-only school (1 = yes) −0.002 0.000

(0.007) (0.010)

Constant (= coeducational) 0.078 0.099

(0.004) (0.006)

F -test 0.317 0.962

Number of schools 163 168

Average class size Boys-only school (1 = yes) −0.066 0.218 0.590

(0.186) (0.229) (0.248)

Girls-only school (1 = yes) 0.240 −0.318 −0.808

(0.190) (0.233) (0.252)

Constant (= coeducational) 37.971 37.932 37.055

(0.118) (0.145) (0.154)

F -test 0.280 0.098 0.000

Number of schools 164 166 172

Student-teacher ratio Boys-only school (1 = yes) 0.660 0.654 1.029

(0.238) (0.219) (0.242)

Girls-only school (1 = yes) 0.705 0.548 0.732

(0.243) (0.222) (0.246)

Constant (= coeducational) 16.498 16.996 17.026

(0.151) (0.139) (0.150)

F -test 0.004 0.005 0.000

Number of schools 164 166 172

Note: I estimate all coefficients from running a regression of each dependent variable on a dummy
variable indicating the school type conditional on school districts. Standard errors in parentheses.
Numbers in F -test are the p-values retrieved from joint-test of the hypothesis that the school-type
indicators jointly had no effect. There are two to six missing values for the “Financially supported”,
and one and four missing values for “Receiving free lunch”.
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size, the difference in the student-teacher ratio between same- and mixed-sex schools

is less than one student indicating that the student-teacher ratio is not different

among school types. Indeed, the balance in the class size and the student-teacher

ratio certainly holds because these two variables are strictly enforced by the Office

of Education every year. It is obvious that if these are not balanced across schools,

parents would not abide by the random policy adopted by the Office.

All in all, estimates in Table 1.2 show that school resources and family back-

ground are equally balanced across schools.

1.6.2 Non-Conforming Behavior

In a randomized control trial, if subjects do not conform to their initially assigned

treatment, it creates a threat to the validity of the analysis. In this case, the validity

of the analysis can be revitalized by using the initial assignment as an instrumental

variable (IV), and the IV regression would be estimating the intent to treat effect

(e.g. Howell et al., 2002). Unfortunately, I lack data on students’ initial assignments.

However, based on several facts below, I argue that this study does not suffer from

non-conforming behaviors.

There are several reasons why parents in Korea have very few incentives to not

conform to their children’s initially assigned high schools. First, the Office of Educa-

tion does not accept the request for reassignments. The assignment is a once-for-all

procedure in Korea. This is clearly stated in the webpage of the Seoul Metropolitan

Office of Education.17 Second, by Article 84 (8) of the Education Act, if a student

does not enroll in the high school that one has been assigned to, then that student

would not be assigned another school in that academic year. Third, Article 86 of

the Education Act lists the case in which the reassignment procedures can be con-

ducted, and according to this article, parents cannot request a reassignment just

because they do not like the initially assigned high school. Fourth, Article 89 (2) of

the Education Act states that when all family members of a student has moved to

another school district after the initial assignment has taken place, then the parents

can request a reassignment. Even if this is the case, however, parents cannot choose

the school in the district to which they have moved. That is, the student has to go

through another computer-assisted lottery assignment procedure and is randomly

17english.sen.go.kr.
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Table 1.3: Tests of Within-District Differences in Transferred Students

During First Year During Second Year

Explanatory Variable 2007 2008 2009 2007 2008 2009

Boys-only school (1 = yes) −0.002 −0.000 −0.002 0.000 0.000 0.000

(0.003) (0.002) (0.002) (0.001) (0.001) (0.001)

Girls-only school (1 = yes) −0.005 −0.003 −0.005 0.001 −0.003 −0.003

(0.003) (0.002) (0.002) (0.001) 0.001 (0.001)

Constant (= coeducational) 0.037 0.040 0.039 0.012 0.015 0.016

(0.001) (0.001) (0.001) (0.001) 0.000 (0.001)

School district fixed effects Yes Yes Yes Yes Yes Yes

Number of school districts 10 10 10 10 10 10

Number of schools 164 166 166 162 164 164

F -test 0.227 0.281 0.143 0.588 0.013 0.146

Note: I estimate all coefficients from running a regression of a ratio of transferred students (during
first or second year of high school) in each school on dummy variables indicating the school type
conditional on school districts. Standard errors in parentheses. For the last row, I performed an
F -test and tested the hypothesis that the school-type indicators jointly had no effect. The numbers
in the last row are p-values for joint F -tests. For “During First Year”, there are six missing values.
For “During Second Year”, there are two to eight missing values.

assigned a high school in the new school district. Accordingly, educationally moti-

vated parents have few incentives to move to another school district just to get a

“random” reassignment opportunity.

Lastly, one might argue that some parents may engage in lobbying the officials at

the Office of Education before the lottery assignment takes place. However, in order

to prevent corruptive behaviors during this procedure, the lottery assignment is con-

ducted by each school district’s High School Admission Lottery Management Com-

mittee which consists of parents, principals, assistant principals of high schools, and

commissioners of local education offices. Hence, it is hard to imagine that parents

would lobby the administrators and engage in manipulation of lottery assignment.

Table 1.3 shows tests of within-district differences among boys-only, girls-only,

and mixed-sex schools.18 I first run an OLS by regressing a ratio of transferred stu-

dents on dummies indicating school types, and since the randomization is conducted

within the school districts, all regressions include school district fixed effects. Dur-

ing these periods, all coefficients for school type dummies are around zero and most

of the coefficients are statistically insignificant implying that the ratio of transferred

students is similar across school types. Moreover, although not presented in the ta-

18Data retrieved from the SIW.
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ble, the ratio of transferred students during the third year of high school is close to 0

for all school types. As an overall test, I conducted an F -test of the null hypothesis

that an assignment to boys-only, girls-only, and mixed-sex schools has no effect on

the ratio of transferred students during the first year or second year of high school. I

report p-values in the last row, and with an exception of 2008 (during second year),

none of the school type indicators exhibit a statistically significant relationship with

respect to the ratio of transferred students. Even though the p-value is significant in

2008 for the second year, I argue that since the coefficients for boys- and girls-only

dummies are 0.000 and −0.003, respectively, there are few differences in the ratio

between school types.

These numbers do not necessarily “prove” the fact that parents are conforming

to their initially assigned high schools. However, note that on average, the ratio of

transferred students during the first year of high school is around 3.5%. Besides,

during the second and third year, the ratio is around 1.5% and 0%, respectively.

Hence given the small ratio of transferred students across school types coupled with

the reasons mentioned above, I argue that parents do conform to their initially

assigned high schools.

1.6.3 Attrition

In Korea, students spend three years in high school. In Figure 1.3, I demonstrate

a time frame of high school periods. Once they are randomly assigned to high

schools, students begin their first year in March. In the following March, students

start their second year of high school. After spending one more year, the third year

begins again in March. Then during November of the third year, students take their

college entrance exams.

Hence, students take the exam 30 months after entering high school. As a

consequence, there is a probability that some students quit high school during this

time frame. If students who were originally assigned to, say, coeducational high

schools quitted the school had lower exam scores, on average, compared to those

who were originally assigned to boys-only or girls-only high schools who also quitted

the school, then the estimated treatment effect will be biased downwards. I illustrate

an attrition bias mathematically and conditions in which one can bypass the problem

of attrition, and further argue that the magnitude of the bias is negligible in this
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Figure 1.3: Time Frame During High School Periods

study.

Let S and M denote an assignment to same- and mixed-sex schools, respectively.

Note that student i is assigned to a treatment Ti ∈ {S, M}, and let Yi(S) and

Yi(M) indicate test scores of student i assigned to same- and mixed-sex schools,

respectively. The treatment effect we want to estimate is τ̄ = E [Yi(S)] − E [Yi(M)].

Now, some students might drop out from high school and not take exams. As a

consequence, for student i ∈ {S, M}, we observe

Di =







1, if observed (not attrit)

0, if missing (attrit).

Furthermore, for student i ∈ {S, M}, we potentially have information on either of

the following:

Yi(S) =







Y obs
i (S), if observed

Y miss
i (S), if missing

or Yi(M) =







Y obs
i (M), if observed

Y miss
i (M), if missing.

In the presence of sample attrition, rather than estimating the τ̄ = E [Yi(S)] −

E [Yi(M)], we end up estimating τ̄ ∗ = E[Y obs
i (S)] − E[Y obs

i (M)]. Observe that for

student i ∈ S,
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E[Yi(S)] = E [Di|Ti = S] × E[Y obs
i (S)] + (1 − E [Di|Ti = S]) × E[Y miss

i (S)]

⇒ E[Y obs
i (S)] = E[Yi(S)] +

(

1 − E [Di|Ti = S]

E [Di|Ti = S]

)
(

E[Yi(S)] − E[Y miss
i (S)]

)

. (2)

In the same manner, for student i ∈ M ,

E[Y obs
i (M)] = E[Yi(M)] +

(

1 − E [Di|Ti = M ]

E [Di|Ti = M ]

)
(

E[Yi(M)] − E[Y miss
i (M)]

)

. (3)

Then by Equation (2) and Equation (3), we have the following:

τ̄ ∗ = E[Y obs
i (S)] − E[Y miss

i (M)]

= E[Yi(S)] − E[Yi(M)] +

(

1 − E [Di|Ti = S]

E [Di|Ti = S]

)
(

E[Yi(S)] − E[Y miss
i (S)]

)

︸ ︷︷ ︸

φS

−

(

1 − E [Di|Ti = M ]

E [Di|Ti = M ]

)
(

E[Yi(M)] − E[Y miss
i (M)]

)

︸ ︷︷ ︸

φM

. (4)

Thus, the last two terms (φS and φM) in Equation (4) correspond to the bias

created by the attrition in single- and mixed-sex schools, respectively. From the

equation, there are three cases in which the bias terms disappear. First case is

when E [Di|Ti = M ] or E [Di|Ti = S] is close to 1 (i.e., there are few attrition). In

this case, the two fraction terms approach zero and the bias terms vanish. Second,

when the observation is missing at random (i.e., E[Yi(S)] − E[Y miss
i (S)] = 0 and

E[Yi(M)] − E[Y miss
i (M)] = 0), then again both bias collapse to zero. Finally, when

there is a pattern in attrition but similar in expectation between single- and mixed-

sex schools, then φS and φM that constitute the bias will jointly cancel out leaving

no bias.

As the first case implies, we can ignore attrition problems when the attrition

rate is close to zero. In the current setting, however, the attrition rate is not close

to zero. To test the second case, one can check the baseline covariates of students

who are assigned to single- and mixed-sex schools and determine whether E[Yi(S)]−

E[Y miss
i (S)] = 0 or E[Yi(M)] − E[Y miss

i (M)] = 0. However, since I lack data on
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Table 1.4: Mean Ratio of High School Dropouts by School Type

School Grade

Peer Students School Type First Year Second Year Third Year Total

AY 2007 Mixed-sex school 0.025 0.013 0.004 0.042

(0.015) (0.006) (0.004) (0.018)

Boys-only school 0.027 0.016 0.004 0.047

(0.017) (0.008) (0.003) (0.020)

Girls-only school 0.019 0.010 0.003 0.032

(0.014) (0.005) (0.003) (0.014)

AY 2008 Mixed-sex school 0.020 0.017 0.004 0.041

(0.009) (0.008) (0.003) (0.014)

Boys-only school 0.028 0.017 0.003 0.048

(0.013) (0.004) (0.002) (0.016)

Girls-only school 0.020 0.013 0.003 0.036

(0.015) (0.005) (0.003) (0.016)

AY 2009 Mixed-sex school 0.027 0.018 0.004 0.049

(0.009) (0.007) (0.004) (0.015)

Boys-only school 0.032 0.017 0.003 0.052

(0.012) (0.007) (0.003) (0.015)

Girls-only school 0.027 0.015 0.002 0.044

(0.010) (0.006) (0.002) (0.044)

Note: AY 2007 in the first column corresponds to student peer groups who entered high school
in academic year 2007. Numbers in Second Year and Third Year columns correspond to the mean
ratio of dropouts for second grade and third grade students who entered high school in AY 2007.
Standard deviations in parentheses. Ratios in the last column have been calculated by summing
the ratios over the three-year period.

student-level covariates, I cannot test whether this holds.

On the other hand, there is a school-level data on a ratio of students who dropped

out from high school, and by calculating the mean of the ratio by school types, I can

use these as proxy variables for the expectation terms in φS and φM . In Table 1.4, I

show an average ratio of high school dropouts by school types and by school grades.

To interpret the numbers in the table, AY 2007 indicates students who entered high

school in 2007, and on average, 2.5% of students in mixed-sex schools quitted high

school during the first year. When these students became second grade, another

1.3% of students in mixed-sex schools dropped out, on average. Lastly, 0.4% of

students quitted during their third year of high school. Hence, the mean ratio of

dropouts during the high school period is 4.2% for students in mixed-sex schools
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who entered high school in 2007.

Therefore, based on the last column, an average ratio of high school dropouts in

mixed-sex schools for three waves is 4.4%. Likewise, corresponding dropout ratios

for boys- and girls-only schools are 4.9% and 3.7%, respectively. Using these three

ratios, I can estimate two fraction terms in φS and φM . If we were to compare

between boys-only schools versus coeducational schools, E [Di|Ti = S] = 0.951 and

accordingly, the estimate for the fraction term in φS is 0.052. Contrarily, when

comparing with girls-only schools, E [Di|Ti = S] = 0.963 and the corresponding

estimate is 0.038. For coeducational schools, E [Di|Ti = M ] = 0.956 and as a result,

the estimate for (1 − E [Di|Ti = M ]) /(E [Di|Ti = M ]) in φM is 0.043.

As a consequence, the magnitude of the attrition bias is increased by the fac-

tor of either 0.052 or 0.038 for same-sex schools and 0.043 for mixed-sex schools.

According to Equation (4), then, the size of the bias depends on the two terms,

(E[Yi(S)] − E[Y miss
i (S)]) and (E[Yi(M)] − E[Y miss

i (M)]) multiplied by above fac-

tors. Note that if these two values are similar, then the size of the attrition bias

is minimal because the difference in the attrition multiplier between the treatment

and the control groups is only 0.009 or 0.005, in absolute terms. In this study, I

contend that the two values are similar in expectation because there are few reason

to believe that students who quit from mixed-sex schools are significantly different,

academically, from those who quit from same-sex schools. Therefore, I conclude

that the attrition problems are negligible in the sample.
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1.7 Estimation Results

1.7.1 Mean Effects

The first thing I estimate is the mean effect of gender segregation on students’ aca-

demic performance. The dependent variables used in the estimation are percentile

ranks in reading, English, and mathematics. For mathematics, there are two types.

In Korea, high school students are divided into one of three majors; liberal arts,

natural sciences, or athletics and arts. For the analysis using math scores, I do not

use students in the athletics and arts major because they did not take math tests in

CSAT 2009 to 2012. On the other hand, the format of the math tests are different

for the liberal arts students and the natural sciences students. Students in liberal

arts are tested on basic mathematics whereas students in natural sciences take more

advanced mathematics. Hence, I created math percentile ranks within each major

and conducted a separate analysis for students in liberal arts and students in nat-

ural science. Note, however, that since every student takes exactly the same test

for reading and English, I created percentile ranks and ran the analysis using all

observations for these two subjects.

Table 1.5 to Table 1.6 report mean effects. In Panel A of Table 1.5, I ran a

regression of percentile ranks in reading test on a dummy variable indicating the

school type. Since students are randomly assigned to high schools within the school

districts, all regressions are conducted with a set of school district fixed effects. For

the analysis, I estimated the coefficients for each CSAT separately, and then ran

a regression using pooled sample. For the analysis, I compared boys in boys-only

schools with boys in mixed-sex schools, and girls in girls-only schools with girls in

mixed-sex schools. For Panel B of Table 1.5, everything is the same except that

the dependent variable is percentile ranks in English tests. Note that for dependent

variables, I used percentile ranks calculated within the sample used in the analysis.

The estimates are similar in magnitude when used with percentile ranks calculated

at the national level.

For boys, CSAT-by-year regressions report that, on average, boys in boys-only

schools performed better than those in mixed-sex schools. The magnitude of the

mean effects varies by CSAT year but every estimate shows boys in same-sex schools

have higher percentile ranks in reading. Turning to the effect of gender segregation
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Table 1.5: Mean Effects of Gender Segregation (Reading and English)

Boys-Only vs Boys in Coedu Girls-Only vs Girls in Coedu

CSAT Boys-Only S.E. Sample Girls-Only S.E. Sample

A. Dependent Variable: Percentile Ranks in Reading Test

2002 0.970 (1.013) 42,461 1.478 (1.052) 33,967

2003 1.523* (0.830) 38,385 2.498** (1.004) 30,995

2004 1.634* (0.900) 39,519 2.540** (1.034) 33,469

2009 2.517*** (0.904) 33,694 2.402** (0.942) 31,394

2010 2.815*** (0.844) 39,028 2.589*** (0.810) 36,422

2011 2.578*** (0.783) 39,108 1.998** (0.875) 36,026

2012 2.121** (0.847) 40,188 2.648*** (0.903) 35,275

Pooled 2.039*** (0.331) 272,383 2.314*** (0.353) 237,548

B. Dependent Variable: Percentile Ranks in English Test

2002 1.882 (1.260) 42,386 2.017 (1.481) 33,940

2003 2.322** (1.079) 38,299 2.857** (1.416) 30,961

2004 1.720 (1.133) 39,436 2.738** (1.321) 33,439

2009 2.879** (1.214) 33,473 3.170*** (1.197) 31,251

2010 4.167*** (1.108) 38,778 2.830** (1.152) 36,307

2011 3.611*** (1.136) 38,754 2.906** (1.288) 35,840

2012 2.924*** (1.113) 40,188 2.975** (1.235) 35,275

Pooled 2.816*** (0.435) 271,314 2.799*** (0.487) 237,013

Note: Standard errors in parentheses are clustered at the school level. A number of clusters range
from about 90 to 120 depending on the CSAT year. All regressions include school district fixed
effects (9 or 10 school districts per year). For the pooled sample, there are 769 clusters for boys
sample and 734 clusters for girls sample, and 70 school district fixed effects for both samples. *
significant at the 10%; ** significant at the 5%; *** significant at the 1%, all under clustered
standard errors.

for girls, the estimates are also favorable for female students in same-sex schools.

The mean effects of being in a girls-only school range from 1.47 percentile points

to 2.64 percentile points. According to the pooled regression, when students attend

same-sex schools, reading percentile ranks increase by 2.03 and 2.31 for boys and

girls, respectively.

In the table, I report standard errors clustered by school names. For both panels,

all coefficients are statistically significant at the 1% level under the conventional

32



standard errors. However, when evaluated under the clustered standard errors,

some coefficients (CSAT 2002) are insignificant even at 10% level. This highlights

the importance of using clustered standard errors when the errors are correlated.

Even if used with a large sample size (e.g., 272,383 for boys and 237,548 for girls),

the clustered standard errors are roughly three times higher than the conventional

standard errors. Thus, it reveals that conducting a statistical inference based on

the conventional standard errors will yield misleading conclusions.

The effects of gender segregation on one’s percentile rank in English tests are

presented in Panel B of Table 1.5. For both genders, the size of the mean effects

increased compared with the results obtained from reading tests. In all CSAT

years, every corresponding coefficient is larger for the counterparts in Panel A of

Table 1.5. The estimates range from 1.88 to 4.16 percentile points for boys and 2.01

to 3.17 for girls when assessed with percentile ranks calculated within the sample.

For boys, with exceptions of CSAT 2002 and 2004, all coefficients are statistically

significant either at the 5% or 1% under the clustered standard errors. For girls,

all the estimates except CSAT 2002 are statistically significant either at the 5% or

1%. The mean effects of gender segregation using pooled sample show that boys

in boys-only schools earn 2.81 percentile points higher than boys in coeducational

schools. On the other hand, girls in girls-only schools earn 2.79 percentile points

higher than girls in coeducational schools.

Two points should be noted from Table 1.5. First, within the same subject,

the extent of mean estimates are highly homogeneous across CSAT years. That is,

all coefficients show that students in same-sex schools scored better than those in

mixed-sex schools, and the magnitude of the mean effects does not vary much across

years. These facts imply that, in terms of academic performance, same-sex setting

is beneficial for boys as well as girls. Second, the mean effects for English tests

are greater than that of reading tests. This is probably because a large proportion

of English education is conducted within schools and the curriculum and content

of the subject matter is relatively well-defined and sequenced compared to reading

education, and as a result, the effect of gender segregation is larger for English tests.

The argument that the gender peer effect will be higher for the well-sequenced

subjects that are mostly taught at schools is also confirmed in Panel A of Table 1.6.

I estimate the mean effects of gender segregation using students in liberal arts who

took basic mathematics. Compared with the results in Panel A of Table 1.5, the

33



Table 1.6: Mean Effects of Gender Segregation (Basic Math and Advanced Math)

Boys-Only vs Boys in Coedu Girls-Only vs Girls in Coedu

CSAT Boys-Only S.E. Sample Girls-Only S.E. Sample

A. Dependent Variable: Percentile Ranks in Basic Math Test

2002 2.819*** (0.984) 17,442 1.018 (1.057) 22,196

2003 4.049*** (1.131) 15,582 3.036** (1.178) 19,943

2004 3.891*** (1.208) 16,924 3.139** (1.341) 20,987

2009 2.659*** (1.019) 22,202 3.276*** (0.969) 23,702

2010 3.341*** (0.970) 25,657 2.530*** (0.958) 28,297

2011 2.216*** (0.794) 25,546 2.051* (1.112) 27,715

2012 3.005*** (0.772) 25,670 2.584*** (0.904) 27,239

Pooled 3.049*** (0.365) 149,023 2.505*** (0.402) 170,079

B. Dependent Variable: Percentile Ranks in Advanced Math Test

2002 −0.401 (1.376) 18,983 3.222** (1.595) 6,034

2003 −0.610 (1.129) 17,300 2.341 (1.501) 5,775

2004 −0.411 (1.265) 16,614 1.852 (1.442) 6,427

2009 2.334* (1.400) 9,769 0.403 (1.708) 4,553

2010 0.243 (1.253) 11,463 1.684 (1.708) 5,116

2011 1.023 (1.240) 11,571 1.105 (1.756) 5,084

2012 2.434 (1.375) 12,664 0.696 (1.512) 5,348

Pooled 0.511 (0.495) 98,364 1.619*** (0.607) 38,337

Note: Standard errors in parentheses are clustered by school names. A number of clusters range
from about 90 to 120 depending on the CSAT year. All regressions include school district fixed
effects (9 or 10 school districts per year). For the pooled sample in basic math tests, there are
769 clusters for boys sample and 734 clusters for girls sample. For the advanced math tests, there
are 769 clusters for boys and 729 clusters for girls. And 70 school district fixed effects for both
samples. * significant at the 10%; ** significant at the 5%; *** significant at the 1%, all under
clustered standard errors.

magnitude of the estimates, again, is larger. In addition, for boys in particular,

most coefficients are larger than the counterparts estimated with English tests. The

magnitude of the effect is roughly equal to 3 percentile points for boys and 2.5

percentile points for girls. For boys, all of the coefficients are statistically significant

at the 1% level. Contrarily, for girls, the level of statistical significance are slightly

less than that of boys’ estimates. At any rate, I find that placing a male or a female
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student at a same-sex school increases his/her percentile points in basic math tests.

The advantage that students in same-sex schools experience with respect to basic

math tests disappears, however, when estimated with scores in advanced mathemat-

ics tests (see Panel B of Table 1.6). For example, for boys, only the estimates ob-

tained from CSAT 2009 and 2012 sample show that boys in boys-only schools gained

higher percentile points. Besides, some coefficients are negative and most of the es-

timates are not statistically significant. Even the coefficient obtained from a pooled

sample is statistically insignificant. The results are the same for girls. Although

most of the estimates demonstrate that girls in girls-only schools received higher

percentile points in the test, few of them are statistically significant. Note, however,

that when analyzed using the pooled sample, female students in female-only schools

scored about 1.6 percentile points higher than those in mixed-sex schools, and the

estimate is statistically significant at the 1% level.

Note that students who took basic mathematics tests are different from those

who took advanced mathematics tests. In general, students in Korea who take

advanced math tests as a consequence of being in a natural sciences major tend

to perform better academically than students who choose to be in liberal arts and

possess stronger mathematical abilities. Accordingly, ambiguous effects reported in

Panel B of Table 1.6 point to one important fact that gender segregation can play

on students’ academic performance. That is, it is likely that gender segregation has

heterogeneous treatment effects and the extent of the effects may vary depending

on the academic performance of students. I address this issue in the following

subsection.

1.7.2 Distributional Effects

I estimate heterogeneous treatment effects using the quantile regression. The es-

timates corresponding to four quantiles (20%, 40%, 60%, and 80%) are presented

in Table 1.7 together with standard errors and sample size. Note that the quantile

regression has been conducted with pooled sample rather than separately estimat-

ing the heterogeneous treatment effect for each CSAT year. Three intriguing points

can be seen from the table. First, Table 1.7 clearly shows that depending on the

distribution of one’s percentile rank, gender segregation has differential impact on

students’ academic performance. Second, in all of the subjects, male students in
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Table 1.7: Distributional Effects of Gender Segregation (Pooled CSAT)

Boys Girls

Subject Quantile Same-Sex S.E. Sample Same-Sex S.E. Sample

Reading 0.2 1.638 (0.142) 272,383 3.399 (0.204) 237,548

0.4 3.111 (0.204) 3.134 (0.231)

0.6 3.382 (0.235) 2.606 (0.214)

0.8 2.134 (0.210) 1.295 (0.174)

English 0.2 1.883 (0.146) 271,314 3.768 (0.205) 237,013

0.4 3.839 (0.212) 4.588 (0.227)

0.6 4.375 (0.239) 3.276 (0.221)

0.8 3.173 (0.203) 1.204 (0.178)

Basic Math 0.2 1.299 (0.218) 149,023 4.449 (0.243) 170,079

0.4 2.658 (0.278) 3.476 (0.286)

0.6 4.558 (0.303) 2.926 (0.276)

0.8 3.485 (0.271) 2.327 (0.210)

Adv. Math 0.2 0.000 (0.292) 98,364 2.114 (0.469) 38,337

0.4 0.944 (0.396) 2.737 (0.532)

0.6 0.904 (0.409) 3.824 (0.545)

0.8 0.826 (0.334) 0.898 (0.472)

Note: Standard errors adjusted for heteroskedasticity. The quantile regression has been conducted
with 70 school district fixed effects. For boys, I am comparing boys in boys-only schools vs boys
in mixed-sex schools. For girls, I am comparing girls in girls-only schools vs girls in mixed-sex
schools.

40 and 60 percentiles experience the highest gain from gender segregation. For

instance, for basic math tests, students in 60 percentiles who attended boys-only

schools earned 4.55 percentile points higher than boys in coeducational schools.

Third, for advanced math tests, although small in magnitude, the estimated coeffi-

cients for quantiles other than 20 quantile yield statistically significant coefficients,

which we do not see in the mean effects.

I show more complete pictures of heterogeneous treatment effects in Figure 1.4 by

estimating the quantile treatment effects for quantile values q ∈ {0.01, 0.02, ..., 0.99}.

The upper left figure in Figure 1.4 plots the coefficient β̂1(q) estimated using reading

percentile ranks. The dotted line corresponds to the estimates for boys and the line

corresponds to that of girls. The overall shape of the curve is inverted U -shape

implying that gender segregation is favorable for students in middle quantiles. Note

that for reading tests, even the female students in quantiles between 0.1 to 0.3 also

benefit from attending female-only schools where as for male students, the case is
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Figure 1.4: Distributional Effects of Gender Segregation by Subject

not true.

The upper right figure in Figure 1.4 plots the quantile treatment effects for

English. Likewise, the curve is inverted U -shaped and it indicates the fact that

students in middle quantiles benefit most from being isolated from the opposite sex.

Observe that for boys in 58 quantile, the effect of gender segregation even goes up to

5.43 percentile points which is roughly three times higher than the effect estimated

in 20 quantile.

The lower left figure corresponds to the distributional effects for basic math

tests, and again, the estimates yield a bell-shaped curve. For basic math tests,

the difference between the minimum estimated effect and the maximum estimated

effect is approximately 6 percentile points for boys and 5 percentile points for girls.

Finally, the lower right panel plots the estimates obtained from advanced math
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Table 1.8: Sensitivity Analysis Using Cohorts (Students who Entered in 2009)

Subject Test Name Same-Sex S.E. Sample

A. Boys in Boys-Only Schools vs Boys in Mixed-Sex Schools

Reading NAEA 2009 2.614*** (0.978) 41,884

NAEA 2010 2.990*** (0.924) 40,986

CSAT 2012 2.121** (0.847) 40,188

English NAEA 2009 3.017** (1.329) 41,864

NAEA 2010 3.474*** (1.230) 40,895

CSAT 2012 2.924*** (1.113) 40,188

Mathematics NAEA 2009 3.086*** (1.072) 41,882

NAEA 2010 3.650*** (0.979) 40,943

CSAT 2012 3.005*** (0.772) 25,670

B. Girls in Girls-Only Schools vs Girls in Mixed-Sex Schools

Reading NAEA 2009 1.291 (0.922) 36,171

NAEA 2010 2.556*** (0.833) 35,632

CSAT 2012 2.648*** (0.903) 35,275

English NAEA 2009 1.503 (1.320) 36,163

NAEA 2010 2.229* (1.233) 35,602

CSAT 2012 2.975** (1.235) 35,275

Mathematics NAEA 2009 2.238** (1.022) 36,173

NAEA 2010 2.417** (0.954) 35,621

CSAT 2012 2.584*** (0.402) 27,239

Note: For Mathematics in CSAT 2012, I used students who took basic mathematics to estimate
the treatment effect. Standard errors in parentheses are clustered by school names. A number
of clusters are approximately 120. All regressions include school district fixed effects (10 school
districts per year). Note that first year high school students took NAEA 2009, and the same
students took NAEA 2010 as second year high school students. Finally, at the end of the third
year, these same students took CSAT 2012. * significant at the 10%; ** significant at the 5%; ***
significant at the 1%, all under clustered standard errors

tests. With regard to advanced math tests, I find that, in general, placing students in

single-sex schools do not improve one’s percentile rank. Although female students in

quantiles between 0.2 to 0.6 experience gains from gender segregation, the estimated

coefficients are highly volatile probably because of a small sample size, and I argue

that one should be cautious as to interpreting the results.
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In a nutshell, Figure 1.4 demonstrates the fact that the effect of gender segre-

gation is heterogeneous and that the students in the middle quantiles benefit most

from attending same-sex schools. On the other hand, for students located in the very

lower and upper distribution of quantiles, the magnitude of the impact of gender

segregation is small.

1.7.3 Sensitivity Analysis and Dynamic Treatment Effects

In this subsection, I explore the sensitivity of the results to changes in the type of

test that students take. I use NAEA exams that students take during their first and

second year, and I use CSAT that students take at the end of their third year of

high school. In Table 1.8, I present estimates obtained from running a regression of

percentile rank in NAEA exams on a dummy indicating school types. As with the

analysis based on CSATs, the effect of being in a same-sex schools is favorable for

students’ academic achievement. Moreover, the magnitude of the estimated effect

is very similar to the ones obtained from the CSAT sample.

Another finding is noteworthy in Table 1.8. Students who took NAEA 2009 as

first grade high school students also took NAEA 2010 as second grade high school

students. Furthermore, these students took CSAT 2012 as third grade high school

students. As a consequence, the amount of time that students are exposed to the

treatment is different between these three periods, and it provides an opportunity

to observe dynamic treatment effects of gender segregation. Provided that staying

in single-sex setting is propitious as to one’s academic performance, I should observe

the effect of gender segregation increasing between this three-year period. The ar-

gument is reasonable because as students are more exposed to a helpful academic

environment, their academic performance should improve more compared to the

case in which students are exposed to the treatment for a shorter period of time.

Interestingly, for all subjects, the effects of being in boys-only schools have increased

over two-year periods. Contrarily, for girls, the estimates continually increased over

the three-year period. These imply that the impact of gender segregation increases

as the time one has been exposed to the treatment increases.
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1.8 Conclusion

Consider male or female students who move from coeducational schools to same-sex

schools. The findings from this study imply that, on average, students’ academic

performance increase by more than 2 percentile points when segregated from the

opposite sex. Furthermore, this study highlights the fact that estimating the mean

treatment effect leaves out much information and gives an incomplete picture of

the effect of gender segregation. A more complete picture of the effect has been

demonstrated by estimating the quantile treatment effects, and as a result of the

quantile regression strategy, I find that students in the middle quantiles benefit

the most from being segregated from the opposite sex. On the other hand, gender

segregation has little impact on students located at the very bottom and the very

top quantiles of the distribution of percentile ranks. This strongly suggests that

estimating the quantile treatment effect is essential for evaluating the effect of edu-

cational interventions. Lastly, the sensitivity analysis indicates that the higher the

exposure to the treatment, the higher the benefits they experience from being in the

treatment group.

I do not argue that this study is impeccable. However, by leveraging the benefit

of large-scale randomized social experiments conducted in Seoul coupled with careful

analysis of the validity of the randomization in terms of three dimensions, I contend

that the study suffers less from the lack of internal and external validity of the

analysis and was successful in obtaining a “causal” estimate of the gender segregation

on students’ academic performance. Accordingly, because Title IX of the Education

Amendments of 1972 enabled school districts to provide same-sex schools, I believe

that the result of the analysis clearly has policy implications to both the educational

administrators as well as parents in the United States.
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1.9 Chapter 1: Appendix

1.9.1 Administrative Procedures

Once the Ministry of Education receives research plans, an external committee re-

views the appropriateness and feasibility of the research plan. Once the committee

approves the plan, the Ministry of Education organizes screening committees, in

this case, with inside members, and decide upon whether to approve the data dis-

closure. Once the final approval has been made, researchers submit a written pledge

regarding the data usage followed by several administrative procedures. After all

the necessary process has been made, researchers visit the Ministry to retrieve the

data stored on a compact disk.

1.9.2 Sample Restrictions

First, I exclude schools that are not located in Seoul because the random assign-

ment policy is only adopted in Seoul during these periods. Second, within Seoul,

the randomization has only been conducted on students in general high schools.

Accordingly, I discard students in special purpose high schools and vocational high

schools. Third, among general high schools in Seoul, some schools located at the

center of the city (circled area in Figure 1.1) are excluded from the school pools

used for randomly assigning students. The Office of Education allows students who

reside in Seoul to list three to five schools located in this area and students are

assigned to the school of their choice. The number of schools in the circled area

varies by year, and I obtained the list of schools in this area, by year, from the

Office of Education and sample restrictions are conducted based on the information

given by the Office of Education. This policy has been adopted by the government

since 1996 to palliate the resentment of parents who were deprived of their right of

school choices for their children. Anyhow, since students in these schools are not

randomly assigned, I do not use students in these schools.

Fourth, some general high schools are operated both at the daytime and at

night. These schools consist of general high school students as well as vocational

high school students. Since I cannot determine whether the student in CSAT or

NAEA dataset is a general high school student or a vocational high school student,

I drop students in these schools. Fifth, there are cases in which some single-sex
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Table 1.9: Sample Restrictions

Number of Students and Schools

Dataset Initial Step 1 Step 2 Step 3 Step 4 Step 5 Final

CSAT 2002 717,975 191,518 162,256 138,156 125,837 122,653 76,431

(2,011) (295) (181) (149) (138) (134) (133)

CSAT 2003 654,765 176,335 149,299 126,754 117,337 115,458 69,380

(1,990) (296) (183) (150) (141) (139) (138)

CSAT 2004 641,807 174,176 147,281 126,681 123,141 119,961 72,992

(1,967) (297) (183) (153) (149) (145) (144)

CSAT 2009 558,259 146,046 115,140 96,993 96,374 96,374 65,104

(2,115) (322) (200) (163) (162) (162) (162)

CSAT 2010 637,063 159,774 126,497 106,772 106,081 106,081 75,474

(2,156) (325) (203) (165) (164) (164) (164)

CSAT 2011 667,949 163,603 137,766 115,602 114,911 114,911 75,158

(2,225) (328) (206) (167) (166) (166) (166)

CSAT 2012 691,985 164,777 139,514 117,349 116,705 116,705 75,463

(2,169) (330) (212) (173) (172) (172) (172)

NAEA 2009 643,106 118,312 94,176 78,792 78,322 78,322 78,322

(2,201) (306) (212) (173) (172) (172) (172)

NAEA 2010 631,362 116,077 92,648 77,717 77,256 77,256 77,256

(2,199) (306) (212) (173) (172) (172) (172)

Note: Step 1 excludes schools not located in Seoul. Step 2 excludes special purpose and vocational
high schools. Step 3 excludes schools that do not admit students via lottery system. Step 4 excludes
schools that operate both at the daytime and at night. Step 5 excludes schools that modified their
school types during the three-year period prior to CSAT year. In the final step, I exclude students
who already graduated from the high school at the time of the test. Also, for CSAT 2002 to 2004, I
exclude one district, where only one girls-only school is present, because there are no other control
groups to compare with. The number of high schools in parentheses.

schools change to mixed-sex schools since the randomization. I remove these schools

from the sample.19 Sixth, I eliminate students who have graduated from high school

because their treatment status are contaminated by being graduates. Finally, for

CSAT 2002 to 2004, I exclude one school district because only girls-only school is

present in this time period and there are no other schools to compare with. The

series of the aforementioned sample restrictions and the resulting sample size are

summarized in Table 1.9.

19For example, note that students who took CSAT 2002 entered high school in 1999. Accordingly,
I do not have to drop schools which changed their school types four years before the CSAT year
(i.e., in 1998) because students who took CSAT 2002 are not affected by the modification done in
1998, and hence the three-year period.
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2 The Effect of “Rewarding” Poor-Performing Schools

Under the School Accountability System: Evi-

dence from Regression Discontinuity Designs

2.1 Introduction

Governments around the world conduct various educational interventions to en-

hance the performance of their schools. Among those is the school accountability

system that evaluates school performance based on the academic achievement of its

students. Until recently, most school accountability systems in the United States

operated under two incentive mechanisms: 1) providing rewards to schools that out-

performed the standards set by the states, or 2) imposing penalties on those who

failed to meet the standards.20 Existing research findings, however, is inconclusive

regarding the effectiveness of such school accountability systems.

Furthermore, as previously documented by many researchers, the conventional

incentive mechanisms adopted in the school accountability system generated several

unintended side effects. One that has received much attention is the problem of

strategic behavior committed by schools (i.e., cheating). Also, some argue that

the system makes teachers and school administrators more likely to concentrate on

teaching the subjects that students are tested on and put less emphasis on non-

tested subjects. Recently, some argue that award-winning schools are not using

their rewards in productive ways, and as a result, the awards are less effective in

improving the subsequent performance of these schools. Hence, previous studies

highlight that under these strategic behaviors committed by schools, it is difficult

to causally estimate the effect of the conventional incentive mechanisms.

On the other hand, in 2010, the U.S. Department of Education introduced the

federal grant program named the School Improvement Grants (SIGs) under the

Elementary and Secondary Education Act of 1965. This grant adopts a slightly

different incentive mechanism. Rather than punishing schools that do not meet

the standards or rewarding schools that do, it “rewards” grants to poor-performing

schools. The program has been administered since 2010 and studies on the effect

20According to Kane and Staiger’s (2002) compilation, 18 states provide financial rewards and
20 states impose sanctions.
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of the SIGs are yet to be done. Accordingly, the SIGs provide a rare opportunity

to analyze the effect of rewarding poor-performing schools. However, the SIGs are

not randomly distributed to the local educational agencies and it is hard to elicit

a “causal” effect of the program. Besides, the SIGs are operated under several

intervention models, and under these models, the provision of grants is determined

in a complex manner. Hence, it is difficult for one to come up with credible quasi-

experimental estimates of the effect of the SIGs.

In order to estimate the effect of rewarding underachieving schools under the

school accountability system, I make use of the school accountability system in

South Korea in which poor-performing schools are rewarded with a grant based on

the simple eligibility cutoff. To be more specific, schools in South Korea receive cate-

gorical funds from the government when its ratio of underachieving students exceeds

a certain cutoff in a nationwide assessment of student achievement. Accordingly, by

using the regression discontinuity design (RDD), the case in South Korea allows me

to obtain the causal effect of providing awards to poor-performing schools.

To analyze the effect of providing awards to underperforming schools, I use stu-

dents’ test scores in the National Assessment of Educational Achievement (NAEA)

in 2009 and 2010. In order to properly execute the RD estimator, I carefully tested

the validity of the RDD by checking the possible manipulation of an assignment

variable as well as the continuities in predetermined covariates. Based on several

measures, I argue that the validity of the RDD is met, and accordingly, I use local

linear regressions (LLR) to estimate the RD estimates.

Based on the analysis, I find that students in schools that received the grant

performed significantly better than those in schools that did not receive the grant.

While the magnitude of the effect varies depending on the subjects, students in

funded schools, on average, scored 10 percentile points higher based on the total

scores. Furthermore, I find that the ratio of underachieving students decreased in

funded schools by more than 5 percentage points compared to that of non-funded

schools.
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2.2 Review of Previous Literature

In this section, I briefly present the results of previous literature that analyzed

the effect of the school accountability system and the methodological obstacles to

eliciting causal effects of the accountability system. In addition, I address some

of the limitations of the conventional school accountability system raised by many

researchers and how this study suffers less from those limitations.

Since the adoption of the school accountability system under Title I of the Ele-

mentary and Secondary Education Act of 1965 (reauthorized by the No Child Left

Behind Act in 2002), many researchers have studied the impact of the system on

students’ academic achievement.21 Numerous studies on the effect of the school

accountability system have been conducted, thus I do not present reviews of every

related study here. Rather, I resort to the comprehensive literature reviews pre-

sented in Figlio and Ladd (2008), and Figlio and Loeb (2011). According to these

studies, the results are mixed. Moreover, even in the studies that find significant

gains in students’ test scores, the estimated results are less consistent. For instance,

some studies find that the improvement is observed in math but not in reading

scores.

Reasons for the ambiguous results and less consistent results presented in the

previous literature are easily identifiable. To begin with, as noted in Figlio and Loeb

(2011), estimating the effect of the school accountability system is difficult because

such a system is conducted simultaneously with other states or federal educational

reforms. In this case, it is not an easy task for one to disentangle the effect of the

school accountability system from that of other reform measures. In addition, some

studies use cross-state trends in academic achievement, and therefore, it is difficult

to develop counterfactuals to credibly estimate the causal effect of the accountability

system.

Apart from methodological challenges in eliciting the causal effect of the account-

ability system, some researchers claim that the incentive mechanisms adopted in the

accountability system generate unintended consequences. For example, Jacob and

Levitt (2003) convincingly show that under high-powered incentive mechanisms,

21Some of the studies published in academic journals are Richards and Sheu (1992), Ladd (1999),
Smith and Mickelson (2000), Carnoy and Loeb (2002), Hanushek and Raymond (2005), Figlio and
Rouse (2006), Chiang (2009), Neal and Schanzenbach (2010), Rockoff and Turner (2010), and Dee
and Jacob (2011).
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schools or teachers engage in cheating by manipulating the answer sheets of stu-

dents. Moreover, Figlio and Winicki (2005) find that schools faced with sanctions

try to promote students’ academic performance by increasing the calorie intake in

lunch menus. Jacob (2005) and Cullen and Reback (2006) also find that teachers

respond strategically to the accountability system by increasing special education

placements as well as manipulating the test-taking pool in advance of the test time.

Likewise, Rouse et al. (2007) uncover that gains in the test scores under the school

accountability system have been driven by the strategic behavior of schools such as

changing school policies and practices. The aforementioned strategic behaviors are

well-documented in the widely recognized theorems of principal-agent models. For

instance, suppose an agent is faced with an incentive program in which the agent

will be rewarded or sanctioned based on various dimensions. Suppose, however,

that the principal cannot observe or can only partially observe the dimensions. In

this setting, it is likely that the agent will focus only on the verifiable dimensions

to comply with the incentives (Holmstrom and Milgrom, 1991). At any rate, given

that school administrators and teachers engage in undesirable behavior a priori, it

is difficult for one to conclude that the improved school performance is, indeed, due

to the accountability system.

On the other hand, Bacolod, DiNardo and Jacobson (2012) examine the ex

post facto behavior of schools under the school accountability system. They study

whether schools that won financial rewards use the funds productively. According

to their study, they do not find evidence that award-winning schools are using

the rewards in favor of students’ academic achievement, and moreover, they find

that the academic achievement of students in the winning schools did not improve

in a subsequent assessment. This is the limitation of the incentive mechanism of

rewarding outperforming schools. Since outperforming schools face fewer incentives

to exert efforts in the subsequent tests, they are less likely to use the rewards in an

efficient manner.

Lastly, the conventional incentive mechanisms adopted in the accountability sys-

tem possess another limitation. Note that one of the rationales behind the adoption

of school accountability systems is the principal-agent model. In this model, school

teachers and administrators are viewed as “culprits” for schools not meeting the

standards set by the local educational agencies. However, it might be the case that

poor-performing schools are failing due to a deficiency in school resources rather
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than because administrators and teachers are not doing their jobs. If this is the

case, local educational agencies may mistakenly be penalizing the underperforming

schools rather than providing support, and as a result, the agencies may not be able

to identify schools that are truly in need of help.

Although not impeccable, the nature of the school accountability system in South

Korea has several advantages in addressing the limitations presented above. First,

the provision of school funding to poor-performing schools is determined by a simple

eligibility rule, and accordingly, the institutional setting in South Korea, I believe, is

favorable for estimating the causal effect of the rewards. Secondly, previous studies

show that schools engage in strategic behavior and one might argue that the case

is no different in this study. For example, in the context of this study, schools may

engage in strategic behaviors to receive funding. As can be seen in the subsequent

section, however, I show that this is close to impossible. Thirdly, since schools in

South Korea receive “categorical” funding, the school accountability system suffers

less from the point raised by Bacolod, DiNardo and Jacobson (2012) because schools

are mandated to use the rewards in productive ways. For example, schools that

receive the reward have to report the usage of their acquired funding. Besides, an

annual evaluation on the assessment of students’ academic performance is performed

and therefore, schools have few incentives to use the reward in unproductive ways.

Finally, given that the purpose of the school accountability system is to promote

underperforming schools, and since schools that do not perform well receive funding,

the nature of the accountability system in South Korea is more appropriate for

meeting the goal of the school accountability system.
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2.3 Institutional Background

South Korea implemented a nationwide program in 2008 that is similar to the U.S.’s

No Child Left Behind Act of 2001. The program is intended to identify schools

that are not meeting the standards set by the Ministry of Education. In order to

identify these schools, the Ministry conducts a countrywide assessment of students’

academic achievement at all educational levels.22 The assessment is conducted by

using the test results of the NAEA (a test every student in South Korea must take)

which is analogous to the National Assessment of Educational Progress (NAEP) in

the U.S.

The purpose of the assessment is to estimate students’ overall level of academic

achievement in each school and to calculate the number of students who do not

meet the basic academic standards. The test is administered annually, and students

are tested on three to five subjects depending on their educational level. For exam-

ple, students in middle schools are tested on five subjects; reading, social studies,

mathematics, science studies, and English.

After the test, the Ministry of Education collects all the tests and grades them.

Then, each student is given a grade in one of the four categories: 1) excellent achieve-

ment, 2) normal achievement, 3) elementary achievement, or 4) less than elementary

achievement. Next, for each school, the government calculates the ratio of students

who received less than elementary achievement (hereafter, underachieving). Then,

when the ratio in any school is above a certain cutoff, that school is designated as

the school in need of achievement improvement (SINAI), and the government pro-

vides a categorical school funding to these SINAI-designated schools.23 The amount

of funding depends on the school size as measured by the number of students in

each school (for elementary, middle, and general high schools) or the number of

underachieving students (for vocational high schools). For instance, vocational high

schools whose number of underachieving students is less than 100 receive about

$30,000. Likewise, schools with 100 to 200 underachieving students receive about

$50,000.

22There are three educational levels in South Korea; elementary (six years), middle (three years),
and high school (three years). Also, note that high schools are divided into general high schools
and vocational high schools.

23The cutoff for the ratio is as follows: elementary schools (5%), middle schools (20%), general
high schools (20%), and vocational high schools (40%).

48



2.4 Data and Methods

2.4.1 Data

In this study, I use the administrative records of student-level test scores in NAEA

2009 and NAEA 2010. The data is not publicly available. At the end of 2010,

however, the Supreme Court ruled in favor of disclosing the test scores, and the

Ministry of Education has started to disclose the test scores to researchers since

2011. To obtain the datasets, researchers have to submit a research proposal to the

Ministry, and the Ministry forms a committee consisting of members from inside and

also outside the Ministry. These committee members then examine the feasibility of

the research and decide upon disclosing the test scores to the researcher. Following

the series of application steps, I obtained the NAEA data for 2009 and 2010. The

dataset includes test scores of students as well as some school-level characteristics

together with some answers to survey questionnaires conducted upon principals and

students.

To analyze the effect of rewarding poor-performing schools, I make use of stu-

dents in vocational high schools. Reasons for using students in vocational high

schools are twofold. First, note that this study uses students’ test scores in the

NAEA for 2009 and 2010.24 Now, in order to analyze whether students benefit from

school funding, it is essential that students who take the test in these two time pe-

riods should be the same. Unfortunately, students in elementary and middle school

are different for these two periods. In 2009, elementary school students in the sixth

grade and middle school students in the third grade took the test. Likewise, in 2010,

students in the same grades took the test. As a consequence, the students are not

the same for these two time periods. Contrarily, in 2009, high school students who

took the NAEA (both in general and vocational high schools) in their first grade

took the NAEA again as second grade students in 2010. Hence, high school students

are suitable for analyzing the effects of school funding.

Secondly, I do not use students in general high school students. Unfortunately,

the data provided by the government does not contain the “name” of each school. To

properly implement the RDD, however, it is necessary for one to identify the name

24Although the NAEA has been conducted since 2008, the census data for 2008 is not available.
The government only provides 5% of total observations. On the other hand, for 2009 and 2010,
government provides census data.
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of the school so that one can merge with other datasets that contain school-level

covariates and test the validity of the RDD. Hence, to identify the school name,

I used the government-run website.25 In this website, the descriptive statistics of

the results of the NAEA for each school are uploaded with school names. These

descriptive statistics are calculated using the same data used in this study. The de-

scriptive statistics include the ratio of students in each categorical grade (up to first

decimal place), the ratio of test-takers (up to first decimal place), and the number of

test-takers. This information is calculated for each subject. Using the data used in

this study, I calculated the same descriptive statistics that are presented in the SIW,

and was able to match each statistic with a 100% matching rate. Consequently, I

was able to identify the names of the schools in the dataset. Now, the number of

vocational high schools in 2009 is 536, and since the SIW does not allow one to

download the information uploaded on the website, I imputed the names of each

school in the datasets manually by comparing descriptive statistics posted on the

website (by clicking each school) with the ones that I calculated myself.26 On the

other hand, there are more than 1,500 high schools in 2009, and as a consequence,

I do not have sufficient time and resources to match the names of each general high

school. This is the reason I was able to use only the data of students in vocational

high schools.

Table 2.1 presents a series of sample restrictions conducted for analyzing the

effect of rewarding, as well as the resulting descriptive statistics. Panel A describes

the sample restrictions. The original sample consists of both general high schools

and vocational high schools. In Step 1, I exclude general high schools, and in NAEA

2009, there are 125,850 students in 536 vocational high schools. In Step 2, I exclude

one school in NAEA 2009 whose name could not be identified from the SIW. The

ratio of underachieving students in this unmatched school is 0.172, and this school

is not entitled to be designated as SINAI. In Step 3, I drop schools that were not in

both datasets. Specifically, in NAEA 2009, there is one school that is not present

in NAEA 2010. The ratio of underachieving students in this school is 0.240, and

again, this school is not entitled to be designated as SINAI. Contrarily, in NAEA

25School Information Website (SIW); www.schoolinfo.go.kr.
26I could not match the name of one school because this school was not listed on the SIW. There

were 536 vocational high schools in the NAEA dataset, but 535 vocational high schools on the
SIW.
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Table 2.1: Sample Restrictions and Descriptive Statistics

Panel A

Original Sample Step 1 Step 2 Step 3

2009 2010 2009 2010 2009 2010 2009 2010

643,106 631,362 125,850 123,196 125,821 123,196 125,803 121,943

(2,191) (2,196) (536) (540) (535) (540) (534) (534)

Panel B

NAEA Year

Variable 2009 2010

Ratio of female students 0.436 0.438

Ratio of test-takers 0.965 0.950

Ratio of reading test-takers among test-takers 0.987 0.994

Ratio of math test-takers among test-takers 0.991 0.994

Ratio of English test-takers among test-takers 0.995 0.998

No. of schools above 40% cutoff in NAEA 2009 35 —

No. of students in SINAI-designated schools 5,219 4,885

Note: In Panel A, numbers in parentheses indicate the number of schools. Numbers not in
parentheses are number of students. The original sample column includes general and vocational
high schools. In Step 1, I exclude general high schools. In Step 2, I exclude one school whose school
name is not matched. In Step 3, I drop schools that are not present in both NAEA datasets. In
Panel B, the 40% cutoff indicates the ratio of underachieving students in each school for NAEA
2009. When this ratio is equal to or greater than 40%, the school is designated as SINAI and this
school receives categorical school funding.

2010, there are six schools that are not present in NAEA 2009. The reason for

the presence of these schools may be that the schools have been closed or newly

established during this two-year period, or these schools might have taken only one

NAEA exam. Anyhow, I exclude these schools from the analysis.

Panel B lists some of the descriptive statistics that are estimated from the re-

sulting sample restrictions. The ratio of female students is approximately 44%.

Moreover, the ratios of test-takers are more than 95%. On the other hand, for those

who came for the test, there were instances in which some students do not take one

or two subjects among the three subjects. For each subject, I calculated a ratio

of partial test-takers among those who are present on the test date. The ratio is

almost 100%. As previously mentioned, vocational high schools are designated as

SINAI and receive rewards when the ratio of underachieving students is equal to or

greater than 40%. Using the result from NAEA 2009, the government designated
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35 schools as SINAI.27 Indeed, in the dataset, a number of schools whose ratio is

equal to or greater than 40% is 35, and there are a total of 5,219 (2009) and 4,885

students (2010) in these schools.

2.4.2 Methods

In this study, for student i, we have two potential outcomes; Yi(0) for potential

untreated outcome and Yi(1) for potential treated outcome. Then we observe the

following outcome:

Yi = (1 − Ti)Yi(0) + TiYi(1),

where Ti ∈ {0, 1} denotes the binary indicator for the treatment.

Now, because of the simple discontinuous rule used for assigning the treatment,

this study uses the RDD to estimate the effect of school funding on students’ per-

formance. To illustrate the eligibility, let Ti be the indicator for whether students

attend SINAI-designated schools. Then,

Ti = 1{Xis ≥ 0.4},

where Xis is the ratio of underachieving students in school s in which student i

attends. Note that depending on the probability of receiving the treatment, the

RDD is classified into the sharp RDD or the fuzzy RDD, and since the probability

of receiving the treatment is equal to one when Xis ≥ 0.4, this study makes use of

the sharp RDD.

To estimate the causal effect of the treatment under the sharp RDD setting, it

must be the case that the conditional expectation functions of potential outcomes

are smooth functions of the running variable Xis. There is no reason to believe that

this assumption does not hold in this study because it is unlikely that the potential

outcomes (i.e., students’ academic performance) is not smooth in X (i.e., ratios

of underachieving students in schools). Provided that the assumption holds, the

average causal effect of the treatment (τi) in this study is

τi = lim
x↓0.4

E[Yi|Xis = x] − lim
x↑0.4

E[Yi|Xis = x], (5)

27Retrieved from the official government report of the Ministry of Education, Science, and Tech-
nology.
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where Yi denotes the percentile rank of student i.

In order to estimate the conditional expectation functions in Equation (5), one

needs to estimate the conditional expectation functions near the boundary. That

is, we need to estimate two conditional expectation functions: left and right of the

cutoff (Xis = 0.4). Many researchers propose using the LLR (e.g., Imbens and

Lemieux, 2008). Moreover, according to Hahn, Todd and van der Klaauw (2001),

the LLR nonparametically provides a consistent estimator for the treatment effect in

the context of an RDD. Hence, I use the LLR to estimate the conditional expectation

functions in Equation (5). In the context of this study, the LLR estimator is based

on minimizing the following problems:

min
αl, βl

∑

i: 0.4−h<Xis<0.4

[Yi − αl − βl(Xis − 0.4)]2K
(

Xis − x

h

)

and

min
αr, βr

∑

i: 0.4≤Xis<0.4+h

[Yi − αr − βr(Xis − 0.4)]2K
(

Xis − x

h

)

where αl, βl, αr, and βr correspond to the intercepts and the slope coefficients of

the LLR estimator at the left and the right of the 0.4 threshold, respectively. As

can be seen from the minimization problems, one has to make discreet choices on

two aspects; the kernel, K(Xis−x
h

), and the bandwidth, h. As noted in previous

literature, the choice of the kernel has little impact on the RD estimate. However,

Fan and Gijbels (1996) show that the triangle kernel is optimal for estimating the

LLR at the boundary. Following their suggestions, I use the triangle kernel.28 On

the other hand, the choice of the bandwidth is very important in the RDD. Recently,

Imbens and Kalyanaraman (2012) developed an asymptotically optimal bandwidth

choice. I use the proposed bandwidth given by Imbens and Kalyanaraman’s (2012)

algorithm, and by using this bandwidth as a benchmark, I present the sensitivity of

the RD estimate based on other bandwidth choices.

28In this study, the choice of the kernel has little impact on the RD estimates.
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2.5 RDD Validity Check

2.5.1 Manipulation of the Running Variable

The use of the RDD for estimating the causal effect of the treatment requires that

individuals have imprecise control over the running variable (Lee and Lemieux,

2010). In the context of this study, this requires that schools are not able to precisely

manipulate the ratio of underachieving students. To formerly test whether the school

is gaming the ratio, I use the density test proposed by McCrary (2008) that tests

the null hypothesis of continuity of the density of the running variable as it crosses

the eligibility cutoff.

The left graph in Figure 2.1 corresponds to the density test proposed by McCrary

(2008). The histogram has been created using the binwidth (0.01) suggested by

McCrary (2008). For the bandwidth, I use 0.14 because almost no school has an

underachieving ratio greater than 0.54.29 As can be seen from the histogram, there

seems to be no sign of manipulation at the eligibility cutoff. The formal test proposed

by McCrary (2008) suggests using the bandwidth of 0.128 when estimating the

discontinuity estimate. Based on this bandwidth, the discontinuity estimate at the

40% cutoff is 0.076 with a standard error of 0.393 implying that the discontinuity

estimate is not statistically significant.

As presented in the simulation results in McCrary (2008), the discontinuity esti-

mate is sensitive to the choice of bandwidth. Accordingly, McCrary (2008) recom-

mends using the discontinuity estimate from the proposed bandwidth as a bench-

mark and conducting a sensitivity test of the estimate using varying bandwidths.

Following this suggestion, I present in the second graph of Figure 2.1, the discon-

tinuity estimates derived from different bandwidths together with 95% confidence

intervals. In all of the discontinuity estimates, none of the estimates were statis-

tically significant indicating that no matter which bandwidth one chooses, there

seems to be a continuity of the density of the running variable across the cutoff.

However, McCrary (2008) further notes that the density test can still fail to

detect the manipulation of the assignment variable when the number of schools

manipulating the ratio of underachieving students to go up is offset by the number

of schools manipulating the ratio to go down. Hence, it is desirable to examine,

29For the sake of consistency, I use the same bandwidth and the same binwidth throughout the
paper when presenting the density.
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Figure 2.1: A Density Test and Discontinuity Estimates Under Varying Band-
widths

Note: The left figure corresponds to the density test. The histogram has been created using the
binwidth of 0.01 and the bandwidth of 0.14. The line has been fitted with the local polynomial
regression with the first-order polynomial and the triangle kernel. The right figure plots the
discontinuity estimates estimated from varying bandwidths. In the right figure, h corresponds to
the bandwidth, and 0.128 is a proposed bandwidth from the density test (McCrary, 2008). The
resulting discontinuity estimate from the proposed bandwidth is 0.076 with a standard error of
0.393.

more in detail, whether the precise gaming of the assignment variable is indeed less

likely in the current setting. In order to conclude whether gaming is indeed close to

impossible, I present two more arguments.

First, schools face little possibility of manipulating the test scores of students.

The reason behind this argument is that schools do not grade their students’ tests.

Once the test is completed, they are sent to the Office of Education, and the Office

of Education further sends the tests to the central government, who then grades

all the tests. Moreover, all of the answers to the tests are not disclosed until the

tests are over. As a consequence, it is highly unlikely that school administrators or

teachers engage in manipulating the scores of their students.

Second, even if we assume that schools can manipulate the test scores, it is

virtually impossible for them to game the ratio of underachieving students. This is

because the eligibility cutoff (i.e., 40%) was announced by the central government

much after the test date. Thus, it is impossible for schools to manipulate the ratio

of underachieving students to be placed around the 40% cutoff.

Therefore, the density test as well as the institutional background behind the
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school accountability system indicate that the current study does not suffer from

sorting of schools with respect to the running variable.

2.5.2 Continuity in Baseline Covariates

The second validity check that one should examine is whether the predetermined

covariates display discontinuities at the eligibility cutoff. Since the RDD is based on

the notion that the provision of the treatment is locally randomized at the cutoff,

plotting the baseline characteristics against the assignment variable allows us to

examine whether the characteristics are balanced across the cutoff. The rationale

behind this idea is that if the provision of school funding is locally randomized, the

baseline covariates should not show discontinuities in the threshold.

In order to test the continuities, I first use the average school performance mea-

sured by students’ average percentile ranks. Since the average academic achievement

of students in NAEA 2009 is determined prior to the realization of the running vari-

able, the average percentile ranks for each subject should not display discontinuities

at the threshold. Furthermore, I use class size, a student-to-teacher ratio, and a

ratio of students living in poor households. These variables are likely to be highly

correlated with the academic performance of schools, and since these covariates are

determined a priori, these baseline covariates should not show discontinuities at the

threshold if the local randomization is valid.

In Figure 2.2, the histogram has been plotted with a bandwidth of 0.14 and a

binwidth of 0.01. The line fit is conducted using the LLR with a triangle kernel. The

first two figures in the first row correspond to the average percentile ranks in reading

and math tests in NAEA 2009. As can be seen from the figure, average performance

on reading and math seem to display a smooth relationship at the 40% cutoff. To

give a more formal analysis of the discontinuity estimate, I present RD estimates

obtained from varying bandwidths in Table 2.2. For the reading percentile rank,

one estimate, obtained from bandwidth 0.12, is statistically significant at the 5%

level. However, other estimates derived from other bandwidths are not statistically

significant. On the other hand, for math tests, none of the RD estimates display

significant discontinuities at the threshold.

The two figures in the second row of Figure 2.2 show distributions of students’

percentile ranks in English test and the percentile ranks calculated from scores in
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Figure 2.2: Continuities in the Baseline Achievement

Note: The density has been plotted with the following: bandwidth of 0.14, binwidth of 0.01. The
line fit has been conducted with the LLR using triangle kernel.

all three subjects (reading, mathematics, and English). As with the case of the

other two subjects, the distributions of school performance in English display a

smooth downward relationship with respect to the assignment variable. Moreover,

in Table 2.2, none of the RD estimates are statistically significant implying that

students’ prior test scores in English are equally balanced across the eligibility cutoff.

For the total scores, on the other hand, although the density displays a smooth

relationship with respect to the assignment variable, some of the RD estimates turn

out to be statistically significant. However, since the estimates are sensitive to the

choice of the bandwidth, it is less likely that there is in fact a discontinuity.

In the first row of Figure 2.3, I present distributions of family background of

students measured as a ratio of students living in poor households. The ratio of

students living in poor households indicates the ratio of students who are living in
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Figure 2.3: Continuities in the Baseline Covariates

Note: The density has been plotted with the following: bandwidth of 0.14, binwidth of 0.01. The
line fit has been conducted with the LLR using triangle kernel.

a household that receives governmental subsidies under the National Basic Living

Security Act. This variable is a good proxy for denoting students’ family back-

ground. As can be expected from the locally randomized scenario, the distribution

of the ratio displays no discontinuity at the threshold. Besides, as can be seen from

Table 2.2, none of the discontinuity estimates are statistically significant.

Finally, in the last row of Figure 2.3, I plot density of class size and student-to-

teacher ratios to examine the continuity in the distributions of baseline school-level

characteristics. As can be seen from the figure, there does not seem to be discernible

discontinuities at the 40% threshold. Indeed, the formal RD estimates presented in

Table 2.2 show that the discontinuity estimates are not statistically significant under
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Table 2.2: RD Estimates of the Baseline Covariates

Bandwidth

Variable 0.03 0.06 0.09 0.12

Reading Percentile Rank −0.009 2.052 2.963 2.966**

(2.675) (1.754) (1.525) (1.377)

Mathematics Percentile Rank 1.959 0.494 1.691 1.717

(2.017) (1.365) (1.239) (1.156)

English Percentile Rank 0.597 1.018 1.209 0.816

(2.695) (1.542) (1.281) (1.104)

Percentile Ranks Using Three Subjects −1.213 0.868 1.950** 1.978**

(1.403) (1.054) (0.973) (0.883)

Ratio of Students in Poor Households −0.019 −0.019 −0.011 −0.007

(0.048) (0.034) (0.029) (0.026)

Class Size 5.385 2.877 1.410 0.652

(3.041) (2.173) (1.915) (1.746)

Student-to-Teacher Ratio 0.241 −0.740 −1.365 −1.394

(2.086) (1.492) (1.246) (1.057)

Note: RD estimates estimated from the LLR with a triangle kernel. Standard errors in parentheses.

any bandwidths. Moreover, the magnitude of the RD estimate is quite small. For

example, the difference in class size is roughly three students, and the number of

students per teacher is approximately one student. The homogeneity in class size

and student-to-teacher ratios across schools is presumable because in South Korea,

these two factors are strongly controlled by the Ministry of Education. That is,

to maintain homogeneity of school-level characteristics, the Ministry of Education

determines the number of students that each vocational school can accept. As a

consequence, it is less likely that there will be differences in the school-level covariates

across schools.30

All in all, the density of the baseline covariates and the formal RD estimates

imply that these predetermined characteristics are equally balanced across the 40%

threshold. Consequently, I argue that the validity of using the RDD to analyze the

effect rewarding poor-performing schools is assured in this study.

30This is one of the main advantages of using the data of South Korea to analyze the causal
effect of rewarding poor-performing schools.
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2.6 Results

To draw a causal effect of providing positive incentives on poor-performing schools,

I use students’ percentile ranks in NAEA 2010 exams as the outcome variable. Stu-

dents are tested on three subjects; reading, mathematics, and English. Accordingly,

I estimate the effect on these three subjects. Furthermore, to test the overall im-

pact, I add students’ test scores in these three subjects and estimate an RD estimate

based on the total scores. Lastly, I examine whether the treatment reduces the ratio

of underachieving students in tracked schools.

To examine the treatment effect, I first show the density of the discontinuities.

When illustrating the density, I use a bandwidth of 0.14 with a binwidth of 0.01.31

For the RD estimation, I use the LLR estimators. As noted in Section 2.4, I first

estimate an RD estimator based on the optimal bandwidth given by Imbens and

Kalyanaraman (2012, hereafter IK) and present the sensitivity of the estimate using

varying bandwidths.

At the left column of Figure 2.4, I present the density of the percentile ranks in

reading by the ratio of underachieving students in NAEA 2009. On the right column,

I give RD estimates obtained from varying bandwidths to test the sensitivity of

the RD estimate. In the graph, I provide 95% confidence intervals. Furthermore, I

superimpose the RD estimate (horizontal line) obtained from the optimal bandwidth

proposed by IK.

As can be seen from the figure, there is a clear visual break at the eligibility

cutoff. The optimal bandwidth given by IK is 0.108, and based on this bandwidth,

the RD estimate is 6.939 percentile points with a standard error of 0.846 implying

that students in SINAI designated schools performed better compared to those who

were not in SINAI-designated schools. On the right side, I present the sensitivity

of the RD estimate using varying bandwidths. As it turns out, the RD estimates

are very stable for the bandwidth greater than 0.02. In Table 2.3, I give specific

RD estimates obtained from various bandwidths together with the standard errors

and the resulting sample size used in the estimation process for each bandwidth.

From Table 2.3, we can see that all the RD estimates are highly significant, and it

31The choice of the bandwidth and the binwidth rarely changes the graphical presentations of
the data points. Hence, I use the same bandwidth and the binwidth used previously for the sake
of consistency.
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Figure 2.4: Density by the Running Variable and RD Estimates (Reading)

Note: The left column presents the density of the percentile ranks depicted with a bandwidth of
0.14 and a binwidth of 0.01. The right column presents the RD estimates derived from varying
bandwidths. IK denotes the RD estimates based on the proposed bandwidth (h) from Imbens and
Kalyanaraman (2012).

is reasonable to conclude that students’ reading achievement in SINAI-designated

schools improved significantly compared to those not in SINAI-designated schools.

Two figures in the first row of Figure 2.5 correspond to the density of math

and English percentile ranks by the running variable. Compared to the histogram

for reading percentile ranks, the data points at the right side of the cutoff in the

histogram of math percentile ranks are quite noisy. Regardless, there does seem to

be an even larger treatment effect on math scores. Indeed, the RD estimate based

on IK’s optimal bandwidth (0.083) is 7.905 with a standard error of 1.105. Since

some of the data points just to the right of the threshold are quite noisy, the RD

estimates are fairly sensitive when the choice of the bandwidth is less than 0.06

(see the appendix in Section 2.9). However, since all the estimates in Table 2.3 are

statistically significant, I argue that students in SINAI-designated schools clearly

benefited with respect to mathematics.

For English, on the other hand, the density is quite similar to that of reading

tests. There is a jump in the density of the students’ achievement at the 0.4 cutoff,

and the RD estimate using IK’s proposed bandwidth (0.077) is 6.072 and the corre-

sponding standard error is 1.022 percentile points. As expected from the density of

English percentile ranks, the estimated RD estimate is very close to that of reading

tests. Furthermore, the pattern of the sensitivity of RD estimates is similar to that
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Figure 2.5: Density by the Running Variable (Math, English, and Total Scores)

Note: The density has been plotted with the following: bandwidth of 0.14, binwidth of 0.01. The
line fit has been conducted with the LLR using triangle kernel.

of reading tests (see the appendix in Section 2.9).

To estimate the overall treatment effect, I combined students’ test scores in all

three subjects and calculated the percentile ranks based on total scores. The bottom

figure in Figure 2.5 corresponds to the density plot of total scores. On the left side

of the threshold, the data points show a smooth downward relationship with respect

to the running variable. There is a clear jump at the 40% cutoff and after that, it

again shows a downward slope. This relationship is reasonable because the very

end of the data point (near 0.5) includes students of the worst performing schools,

and it is likely that school administrators and teachers have a hard time promoting

their test scores in a very short amount of time compared with students in schools

near the threshold. Because of the smooth relationship between total scores and
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Figure 2.6: Density by the Running Variable (Ratio of Underachieving Students)

Note: The density has been plotted with the following: bandwidth of 0.14, binwidth of 0.01. The
line fit has been conducted with the LLR using triangle kernel.

the assignment variable observed above, the optimal bandwidth proposed by IK

is 0.143. If one uses a bandwidth of 0.143, most of the observations on the right

side of the cutoff will be used in the estimation process. According to Table 2.3,

when one uses a bandwidth of 0.14, the sample used in the estimation process is

approximately 30,000 students. Contrarily, if one uses a bandwidth of 0.01, one

ends up using only about 3,500 students. In any case, the estimated discontinuity

based on this bandwidth is 11.418 with a standard error of 0.723 implying that

students in SINAI-designated schools improved significantly compared with those

in non-SINAI-designated schools.

Note that the purpose of designating schools as SINAI and providing categorical

school funding is to encourage schools to engage in helping disadvantageous students
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Table 2.3: RD Estimates Under Varying Bandwidths

Bandwidth

Variable 0.02 0.04 0.06 0.08 0.10 0.12 0.14 IK

Reading 11.326 6.489 7.922 6.622 6.483 7.883 9.138 0.108

(1.943) (1.320) (1.085) (0.974) (0.897) (0.809) (0.737) —

[3,452] [6,412] [11,254] [16,691] [20,516] [24,813] [30,184] —

Math 23.789 14.068 17.072 8.061 7.816 8.524 8.790 0.083

(2.306) (1.531) (1.243) (1.121) (1.031) (0.920) (0.833) —

[3,472] [6,450] [11,350] [16,852] [20,707] [25,024] [30,415] —

English 14.273 6.841 7.912 5.949 5.578 6.924 8.292 0.077

(2.033) (1.388) (1.130) (1.020) (0.941) (0.843) (0.764) —

[3,473] [6,458] [11,369] [16,880] [20,743] [25,065] [30,436] —

Total Scores 20.593 11.698 11.854 9.063 8.632 10.042 11.265 0.143

(2.005) (1.379) (1.119) (1.007) (0.927) (0.827) (0.747) —

[3,443] [6,399] [11,234] [16,664] [20,480] [24,773] [30,107] —

δ Reading −0.159 −0.048 −0.078 −0.062 −0.060 −0.081 −0.104 0.094

(0.038) (0.025) (0.021) (0.019) (0.017) (0.015) (0.014) —

[3,452] [6,412] [11,254] [16,691] [20,516] [24,813] [30,184] —

δ Math −0.204 −0.146 −0.120 −0.096 −0.095 −0.102 −0.101 0.136

(0.035) (0.023) (0.019) (0.017) (0.016) (0.014) (0.013) —

[3,472] [6,450] [11,350] [16,852] [20,707] [25,024] [30,415] —

δ English −0.093 −0.005 −0.050 −0.035 −0.032 −0.050 −0.075 0.086

(0.037) (0.026) (0.021) (0.019) (0.017) (0.016) (0.014) —

[3,473] [6,458] [11,369] [16,880] [20,743] [25,065] [30,436] —

Note: IK denotes the optimal bandwidth proposed by Imbens and Kalyanaraman (2012). δ

indicates the ratio of underachieving students. Standard errors in parentheses and the number of
observations in brackets.

in their schools. Accordingly, as a final exercise, I estimate whether the treatment

was successful in reducing the ratio of underachieving students. To estimate the

treatment effect, I use the following dependent variable:

Di =







1, if student i received an “underachieving” grade

0, otherwise
.

Contrary to the density of students’ percentile ranks, it is likely that the data points

on the left of the threshold show an upward trend followed by a drop at the cut-

off. After that, the density, again, is likely to display an upward relationship with

respect to the running variable. Figure 2.6 presents the results based on the above

dependent variable, and as can be seen from the figure, the density clearly follows the

predicted path. The first two figures in the first row correspond to the ratio of under-
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achieving students in reading and math tests. The discontinuity estimate is −0.059

and −0.103, respectively, suggesting that on average, the ratio of underachieving

students in reading and math dropped by 5.9 and 10.3 percentage points in SINAI-

designated schools compared to that of non-SINAI-designated schools. The figure

in the second row pertains to the ratio of underachieving students in English. The

corresponding RD estimates is −0.033 based on the optimal bandwidth proposed

by IK. As with the analysis of students’ percentile ranks, I present the sensitivity

of the RD estimates in the in Section 2.9. All the corresponding graphs show that

the ratio of underachieving students in SINAI-designated schools decreased under

various bandwidth choices.

In sum, it turns out that students clearly benefited from being in SINAI-designated

schools. While the RD estimates vary depending on the subjects, the estimates are

quite stable as to the choice of bandwidths. Hence, I conclude that students’ aca-

demic achievement as well as the ratio of underachieving students, on average, im-

proved significantly in NAEA 2010 as a result of rewarding poor-performing schools.
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2.7 Attrition and Strategic Behaviors

In this section, I address two issues that may challenge the causality of the RD

estimates; attrition and potential strategic behaviors committed by school admin-

istrators and teachers. When properly executed, the RDD is a convincing tool for

estimating the causal effect of the treatment. However, when one uses a data that is

longitudinal, one has to pay attention on the problem of attrition. Researchers may

ignore the problem of attrition under three scenarios. The first scenario is when

the attrition is close to zero. The second case is when the observation is missing

at random. In this case, the attrition, on average, does not affect the estimated

treatment effect. The third case is when the attrition is not random but similar in

expectation between the treatment and the control group.

In the context of this study, the attrition problem exists because vocational

high school students may have dropped out from the period between NAEA 2009

and NAEA 2010. For instance, if students who were originally present in non-

SINAI-designated schools dropped out from the school had higher test scores, on

average, compared to those who were initially present in SINAI-designated schools

who also dropped out, then the treatment effect estimated above is biased upward.

In Figure 2.7, I plot the RD-type histogram of a ratio of high school dropouts by the

assignment variable. High school completion rate is extremely high in Korea, and

as can be expected from the high completion rate, the ratio of dropouts is around

10 to 15% even in the worst performing schools.

At any rate, since the attrition rate is not close to zero, we cannot ignore the

problem of attrition. To test whether attrition is random, one can use the baseline

test scores of students in the treated group and the untreated group. Unfortunately,

students’ IDs are not linked between these two time periods, and as a consequence,

I cannot test whether this is true. However, I contend that, on average, the pat-

tern of attrition is similar, in expectation, between the treatment and the control

group. First, it is hard to believe that students who dropped out from non-SINAI

designated schools are academically different from students who dropped out from

SINAI-designated schools, on average. Second, if the treatment had an impact on

students’ behaviors, then there must be some discontinuities in the distribution of

dropouts. As can be seen from Figure 2.7, however, the density of the ratio of

dropouts is quite smooth across the threshold (except for schools near 50%). The
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Figure 2.7: Ratio of High School Dropouts by the Running Variable

Note: The density has been plotted with the following: bandwidth of 0.14, binwidth of 0.01, and
the line fit has been conducted with a LLR using triangle kernel.

formal RD estimator gives a discontinuity estimate of −0.021 with a standard error

of 0.030.32 Hence, the RD estimate is statistically insignificant.

Although the aforementioned arguments do not “prove” that academic perfor-

mance of students in non-SINAI-designated schools who dropped out is similar, in

expectation, with those in SINAI-designated school, I argue that it is highly likely

that, on average, they are similar.

Another issue to address in this study is when school administrators and teach-

ers engage in strategic behaviors before, during, or after treatment periods. I have

presented some arguments in Section 2.5 that these are unlikely in pre-treatment

periods. Thus I show in this section, some data to check two possible strategic behav-

iors that school administrators or teachers may engage in during or after treatment

periods.

Suppose school A has received fund in 2009 because the ratio of underachieving

students in school A has exceeded the 40% cutoff. Since the usage of the fund will

32The RD estimator has been conducted via the LLR with a bandwidth of 0.1 and a triangle
kernel. In addition, every discontinuity estimate is statistically insignificant under any bandwidth
choices.
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Figure 2.8: Ratio of Test-Takers and Ratio of Students who Partially Missed Tests

Note: The left column presents the density of the ratio of test-takers in NAEA 2010 depicted with
a bandwidth of 0.14 and a binwidth of 0.01. The data is retrieved from the SIW. The right column
presents the scatterplots of the ratio of students who missed the test for each subject.

be monitored and audited by the government based on the results in the NAEA

in 2010, this school has an incentive to strategically behave in NAEA 2010. Two

possible behaviors can be identified using the current dataset. First, school A may

discourage students to come to school on the test date. If this is the case, then it

is likely that we observe a spike in the density of the ratio of test-takers near the

threshold.

In the left panel of Figure 2.8, I present the density of the ratio of test-takers in

NAEA 2010 plotted against the running variable. The data points do not display

any discernible spikes near the threshold, and most of the ratios of test-takers are

approximately above 90%. In fact, the LLR estimate of the discontinuity is −0.016

with a standard error of 0.017.33 Thus, I contend that schools do not engage in this

kind of strategic behaviors.

The other behavior may be discouraging students from taking certain subjects.

To give an example, suppose an academically poor student shows up on the test

date. To improve overall school performance, school A might engage in preventing

these students from taking certain subjects. In the right panel of Figure 2.8, in order

to test whether this is true, I plot the density of the ratio of students who missed

33The RD estimate has been obtained from the bandwidth of 0.1 and a triangle kernel. The
discontinuity estimate and the statistical significance rarely change when derived from other band-
width choices.
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the test by subject. As shown on the graph, there are few students who missed any

of the three subjects. Most ratios are less than 2%. Hence, I argue that schools do

not engage in this type of behavior.

Therefore, given the above arguments, I believe that this study does not suffer

from the possible bias incurred by attrition and strategic behaviors.
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2.8 Conclusion

To test whether “rewarding” poor-performing schools is beneficial for students’ aca-

demic achievement, this study makes use of South Korea’s unique quasi-experimental

setting in which the provision of categorical school funding is determined via simple

eligibility cutoff. Because of the discontinuous nature of the eligibility cutoff, I use

the sharp RDD to estimate the effect of the treatment.

By carefully checking the validity of the RDD and executing the RD estimator,

I find that rewarding underachieving schools significantly improved the overall aca-

demic performance of students. On average, students in SINAI-designated schools

scored 7 to 10 percentile points higher in every subject than those in non-SINAI-

designated schools. Furthermore, the ratio of underachieving students decreased

by 5 to 10 percentage points in SINAI-designated schools compared to non-SINAI-

designated schools.

One limitation of this study is that since student IDs are not linked between

NAEA 2009 and NAEA 2010, I was unable to detect whether the sample is missing

at random. However, since the attrition rate is around 10%, and due to the nature of

the institutional background together with a unique incentive mechanism adopted in

South Korea, I believe this study suffers less from problems of attrition or strategic

behaviors committed by school administrators and teachers. Consequently, I assert

that the estimated treatment effect is true and accurate. That is, I conclude that

rewarding poor-performing schools “causally” promoted academic achievement of

students.

As previously mentioned, the United States currently operates a federal grant

program named SIGs under the Elementary and Secondary Education Act of 1965. I

believe that the results presented in this study is in favor of the effect of the SIGs on

school performance and provides helpful policy implications for effectively designing

the school accountability system.
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2.9 Chapter 2: Appendix

Figure 2.9: Sensitivity of RD Estimates

Note: Figures illustrate RD estimates derived from varying bandwidths. IK denotes the RD
estimates based on the proposed bandwidth (h) from Imbens and Kalyanaraman (2012).
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3 Experimental Estimates of the Distributional

Effects of Ability Tracking on Students’ Achieve-

ment

3.1 Introduction

Academic tracking (also known as ability grouping) is one of the widely used low-cost

educational interventions that are aimed at promoting students’ academic achieve-

ment. Academic tracking is defined in two ways. In Europe, for example, tracking

refers to a bilateral educational system in which students are divided into either a

general or a vocational educational system. In the U.S., however, academic tracking

usually refers to the practice of grouping students within the school or classroom

based on students’ test scores or prior academic achievement. In the literature, the

former is normally referred to as tracking whereas the latter is usually termed as

ability tracking. Since this study deals with “ability tracking,” I note that tracking

in this study refers to ability tracking.

The rationales behind practicing ability tracking are mainly twofold. The first

rationale is the peer effect. Provided that students learn better when they are

surrounded by “good” students, it is likely that they benefit more from tracking.

The other rationale is the possibility of an efficient use of school resources such as

teachers. For instance, it is probable that teachers’ level of fatigue decreases when

they teach a class with a small variance of students’ achievement because teachers

can tailor their class materials with more ease compared to the situation in which

they face students of different academic levels.

The effect of ability tracking is not unanimously agreed upon by reseachers. If

students benefit from high-achieving students, then students who are in the low-

achieving track will not benefit from tracking. As a consequence, it may worsen the

inequality of academic achievement. Moreover, being placed in the low-achieving

track may induce students to feel a sense of inferiority, and this may discourage

the student from actively engaging in learning. Consequently, some argue that

tracking will mostly benefit high-achievers. Contrarily, some contend that both

high-achievers and low-achievers will benefit from tracking. Hence, the benefits of

ability tracking should be tested empirically.
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However, assessing the causal effect of ability tracking is easier said than done

for two main reasons. First, as is normally the case in most of the empirical studies,

there may exist an endogenous selection into the school in which ability tracking is

implemented. The problem of selection bias can be obviated by comparing students

within the school. However, there still exists an omitted variable bias that plague

the estimate of the tracking effect. The first problem can be surpassed by randomly

assigning students to schools that track and schools that do not track. Or, one may

randomly assign students in tracked and untracked classes within the school. Even

if students are randomly assigned to schools or classes, however, disentangling the

effect of tracking is still challenging because each class or school might be different

in important aspects that affect students’ achievement.

Second, the variable of interest (i.e., the tracking indicator), may suffer from

measurement error issues. Because of the abstract nature of the definition of abil-

ity tracking, the definitions of tracking used in the previous literature often differ

dramatically among schools, and accordingly, it is difficult for one to interpret and

compare the estimates of previous literature.34

Because of the problems mentioned above, it is understandable that the existing

research is not in agreement as to the effect of ability tracking on students’ academic

achievement. The institutional setting in Seoul, the capital city of South Korea,

on the other hand, is favorable for overcoming the problems mentioned above for

several reasons. First, students are randomly assigned to high schools within the

school districts located in Seoul, and consequently, students do not self-select the

schools that implement ability tracking. Second, since the Seoul Metropolitan Office

of Education has adopted the “high school equalization” policy, schools located in

Seoul are highly homogeneous in terms of their school resources (class size, pupil-

to-teacher ratio, teacher quality) and the curriculums through which students learn

because these are all controlled by the Office of Education. Third, this study does

not suffer from the ambiguous nature of the definition of ability tracking because

the way in which tracking is used is similar across schools.

Therefore, by taking advantage of the institutional setting in Seoul, I present

experimental estimates of the mean effects as well as the distributional impact of

ability tracking on students’ performance. An empirical analysis reveals two main

34Figlio and Page (2002) provide an excellent illustration of the problems caused by the ambiguity
of defining ability tracking.
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points. First, using the conventional regression, I find that students who attend

schools that implement ability tracking benefit academically compared to those who

attend untracking schools. For mathematics, students in tracking schools scored

higher by 5.7 percentile points than those in untracking schools. I also find that

placing students into schools that implement tracking in reading raises their scores

by 3.3 percentile points. Finally, although not statistically significant, the estimated

treatment effect is 4.8 percentile points for English tracking. These estimated results

also highlight the fact that the effect of ability tracking varies by subject.

Second, by making use of the quantile regression method, I find that both the

students in the bottom quantiles as well as the students in the top quantiles bene-

fit from attending schools that track students. To be more specific, the estimated

quantile treatment effects are similar, in general, across all quantiles, implying that

all students benefit from ability tracking. Hence, contrary to the established litera-

ture that claims the negative effects of tracking on disadvantageous students, ability

tracking may, in fact, be beneficial for low-achieving students.

74



3.2 Related Literature

Previous literature on the effect of tracking can be classified into two categories.

One is related to the former tracking mentioned in Section 3.1. The other category

studies the effect of ability tracking. Since the current study focuses on estimating

the effect of ability tracking, I present literature reviews that are related to ability

tracking.35

Many of the previous studies that empirically analyze the effect of tracking have

been conducted by sociologists and psychologists. These studies have made use

of the ordinary least squares (OLS), analysis of variance, and matching methods.

Slavin (1987) and Slavin (1990) provide comprehensive meta-analysis of these liter-

ature conducted prior to 1990. According to his studies, tracking does not seem to

be an effective way of increasing students’ achievement. As can be seen from the

tables presented in the studies, many produce inconsistent results as to the effect

of tracking. This is well expected because most of the studies included in Slavin

(1987) and Slavin (1990) use observational data, and many studies fail to account

for endogeneity issues. There are, in fact, six and seven randomized field experi-

ments conducted at elementary and secondary schools, respectively. However, these

involve a small sample size (52 to 603 students), and none of these studies clustered

standard errors, which is an essential part of statistical inference nowadays. In sum,

even though there are many studies, the jury is still out as to the question of whether

ability tracking is desirable for students’ achievement.

Beginning from the early 1990s, researchers began paying attention to endo-

geneity issues by making use of either the selection on observable or unobservable

designs. Studies that make use of the selection on observable designs are Hoffer

(1992), Argys, Rees and Brewer (1996), Betts and Shkolnik (2000), and Zimmer

(2003). The key assumption underlying the selection on observable designs is that

the variable of interest is as good as randomly assigned conditional on observable

variables. However, in the context of tracking studies, this assumption is hardly

testable. Furthermore, it is extremely difficult to justify that the assumption, in-

deed, holds.

35Some of the works that study tracking (not ability tracking) are Meghir and Palme (2005),
Hanushek and Wöβmann (2006), Pischke and Manning (2006), and Pekkarinen, Uusitalo and Kerr
(2009).
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On the other hand, Figlio and Page (2002) and Lefgren (2004) use the instrumen-

tal variable (IV) method to causally estimate the effect of tracking, and Lavy, Silva

and Felix (2009) use a fixed-effect approach to come up with a reliable estimate of

the effect of tracking. All of these methods are part of the selection on unobservable

designs, and once one finds exogenous variations in the treatment variable, then

the estimated effect will be likely to be causal. As pointed out by Bound, Jaeger

and Baker (1995), however, when the IV is weakly correlated with the variable of

interest, the estimate will be biased. In Figlio and Page (2002) and Lefgren (2004),

the R2 estimated from the first-stage is quite low, and accordingly, these studies

may suffer from the weak instrument issues. The problem of weak instruments may

not bias the estimate if the exclusion restriction truly holds. However, it is hard

to convincingly argue that the IVs used in both studies are not correlated with the

outcome variables. In any case, Figlio and Page (2002) find quite a large positive

effect of tracking, in particular, for low-ability students. On the other hand, Lefgren

(2004) and Lavy, Silva and Felix (2009) find small effects.

In terms of solving the selection bias issue, the randomized field trial is su-

perb. As noted previously, there are some randomized experiments conducted in

the United States. However, since all of the studies use a very small number of stu-

dents, the external validity is limited. Besides, none of the studies correct for within

class or school correlations, and accordingly, the estimated effects in these studies

may not be statistically significant. Contrarily, Duflo, Dupas and Kremer (2011)

study a large-scale randomized experiment conducted in Kenya which involves about

5,800 first grade students. In the experiment, students are randomly tracked based

on their initial achievement, and the estimated mean-effects reveal that students

in tracked schools performed better than the those in untracked schools. In addi-

tion, they find that low-ability as well as high-ability students benefited from being

tracked. Another notable point to note from this study is that they find evidence of

teachers being tailoring their teaching methods. Also, they find that small changes

in the peer group affect students’ achievement. Accordingly, this study strongly

suggests that the mechanisms through which tracking is benefiting students are via

peer effects as well as teacher effects.

Although Duflo, Dupas and Kremer’s (2011) study provides a compelling evi-

dence of the positive effect of ability tracking, the result from the randomized ex-

periment is no panacea. As pointed out by the authors, since the study is conducted
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in a developing country, they are cautious to extrapolate the results to developed

countries. Betts (2011) further notes that since the experiment was conducted by

hiring contract teachers, the external validity may be limited not only for other

countries but also for Kenya itself. Lastly, one must note that, in general, ability

tracking is more prevalent at the secondary education level. Hence, since the above

study uses first grade elementary students, the results may not be applicable to the

case of secondary school students.

To the contrary, since this study uses a large-scale randomized social experiment

conducted at secondary schools in the highly urbanized city of South Korea (Seoul),

results from this study may have more policy implications for educational practices

in the United States. Therefore, I contribute to the existing studies by providing

the experimental estimates of the effect of ability tracking on students’ academic

achievement.
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3.3 Simple Model

The most compelling rationale behind the implementation of ability grouping is

that it induces peer effects that are favorable for students’ academic achievement.36

Previous research, however, pays less attention on the theoretical mechanisms of the

effect of ability tracking on students’ achievement. The study by Epple, Newlon and

Romano (2002) is the first to provide theoretical models on how ability tracking may

affect students’ achievement. According to their work, given that students benefit

from being surrounded by high-achieving peers, students in the high-achieving track

benefit from ability tracking. Students in the low-achieving track, however, do. As a

consequence, they show that tracking interferes with the learning of disadvantageous

students, thereby promoting inequality in students’ academic achievement. On the

other hand, Duflo, Dupas and Kremer (2011) present models that show mechanisms

in which all students may benefit from tracking. In particular, they show that

when the incentive mechanism targeted at teachers is properly designed, all students

benefit from tracking.

In this section, by applying the model developed by Bénabou (1996) and Brunello

and Checchi (2007), I present a very simple model showing that the overall achieve-

ment of students in tracking schools can be higher than that of untracking schools.37

According to the well-documented educational production function, the academic

achievement of student i is determined by the following production function:

Ait = f(Ait−1, Pt, Fit, St, Tt, αi, ξit),

where the variables in the function correspond to prior academic achievement, peers,

family background, school resources, teachers, innate ability, and the error term,

respectively.

In order to illustrate the effect of ability tracking on students’ achievement in-

duced by the peer effect, I assume, for the sake of simplicity, that students’ achieve-

ment is solely determined by one’s peers following the logic of Bénabou (1996) as

36Sacerdote (2011) and Epple and Romano (2011) provide excellent reviews on peer effects in
education.

37Bénabou (1996) presents the model to show the neighborhood effects, and he notes that these
include peer effects, role models, and social networks. Brunello and Checchi (2007) link the model
of tracking to family background and how tracking affects human capital accumulation.
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follows:

Ai = f(Pt) = (φ1c
−ρ
H + φ2c

−ρ
L )− 1

ρ . (6)

Equation (6) is the CES (constant elasticity of substitution) function that captures

the spillover effects generated by the mix of peers in schools. I am assuming that

students belong to one of the two following types: high-capability students (cH)

or low-capability students (cL). Also, suppose that the total number of students

in a school is N , the total number of high-capability students is nH , and the total

number of low-capability students is nL, with nH + nL = N . In Equation (6), φ1

denotes the ratio of high-capability students in a school (nH/N), and φ2 denotes the

ratio of low-capability students in a school (nL/N).

Note that when ρ < −1, individual levels of students’ achievement are comple-

ments, and Ai is convex (proof of convexity is in the appendix of Section 3.10.1).

If, on the other hand, ρ > −1, then individual levels of students’ achievement are

substitutes, and Ai, in this case, would be concave (proof of concavity is in the

appendix of Section 3.10.1).

Now, suppose the school is implementing ability tracking within the school un-

der the two regimes; high-track and low-track. Here, student i’s achievement is

determined by

Ai =







cH , if student i is in the high-track

cL, if student i is in the low-track,

and the sum of achievement of students in the school that exercises ability tracking

is given by

Atrack =
nH∑

i=1

cH +
nL∑

j=1

cL

for i 6= j.

Contrarily, if the school is not practicing ability tracking and the classroom

is consisted of students of heterogeneous capabilities, achievement of student i is

determined by

Ai = (φ1c
−ρ
H + φ2c

−ρ
L )− 1

ρ ,

regardless of whether student i is cH or cL. In this case, the total achievement of
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students in the school that does not track students is given by

Auntrack =
nH∑

i=1

(φ1c
−ρ
H + φ2c

−ρ
L )− 1

ρ +
nL∑

j=1

(φ1c
−ρ
H + φ2c

−ρ
L )− 1

ρ

for i 6= j.

Whether Atrack is bigger than Auntrack depends on whether individual levels of

students’ achievement are complements or substitutes. If ρ < −1, students’ achieve-

ment are complements, and because Ai is convex, we have

Auntrack =
nH∑

i=1

(φ1c
−ρ
H + φ2c

−ρ
L )− 1

ρ +
nL∑

j=1

(φ1c
−ρ
H + φ2c

−ρ
L )− 1

ρ

= nH(φ1c
−ρ
H + φ2c

−ρ
L )− 1

ρ + (N − nH)(φ1c
−ρ
H + φ2c

−ρ
L )− 1

ρ

≤ nH(φ1cH + φ2cL) + (N − nH)(φ1cH + φ2cL)

= N(φ1cH + φ2cL)

= N
[
nH

N
cH +

(
N − nH

N

)

cL

]

= nHcH + nLcL

=
nH∑

i=1

cH +
nL∑

j=1

cL

= Atrack.

Likewise, if ρ > −1, then students’ achievement are substitutes, and Ai is concave.

And following similar step as the above, we have the following:

Auntrack ≥ Atrack.

Thus, whether ability tracking is beneficial for students’ achievement depends on

whether the students’ abilities are complements or not, and it is a matter of empirical

questions. In fact, Hoxby and Weingarth (2005) present various kinds of models that

hypothesize the mechanism of peer effects and they empirically find in support of the

Boutique and Focus model which assume that students benefit mostly from students

with similar abilities which are in favor of the complementarity of students’ abilities.

Accordingly, based on the hypothesis that students’ abilities are complements, I

present experimental evidence of the effect of ability tracking on students’ achieve-
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ment by using the randomized institutional setting in Seoul and determine whether

ability tracking, indeed, is more efficient than untracking.

Note, however, that even if we find Atrack − Auntrack ≥ 0, it is difficult to identify

whether the efficiency gain is driven by students in the high-track or those in the

low-track. Hence, by conducting the quantile regression, I examine the relative

contributions of students by examining the treatment effects estimated for various

quantiles of achievement distributions.
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3.4 Institutional Background

Students in South Korea spend six years in elementary school, three years in middle

school, and another three years in high school. There are mainly two types of

high schools in Korea; general high schools and vocational high schools. In Seoul,

students who intend to proceed to general high schools are randomly assigned to

general high schools. Contrarily, those who intend to enter vocational high schools

self-select a vocational high school of their choice. Note that students in other cities

are not randomly assigned to high schools. Hence, in this study, I use students who

attend general high schools located only in Seoul.

I illustrate a random assignment mechanism using Figure 3.1 (I illustrate us-

ing the “Bookbu” district). As can be seen from the figure, middle school gradu-

ates are divided into three blocks. Block A includes students whose middle school

graduate standing percentile rank is between 0.001 and 9.999. These students are

high-performing students. Block B consists of students whose rank is in the range

of 10 to 49.999. These students are middle-performing students. Finally, Block C

is made up of students whose middle school graduate standing percentile rank is 50

or above. These students are low-performing students.

Within each block, the Office of Education uses a computer-assisted lottery sys-

tem to assign students to the high schools located in Bookbu district. In the district,

there are a total of 23 schools. Among them, 11 schools are coeducational schools,

6 are boys-only schools, and 6 are girls-only schools. By way of randomly assigning

students within the block, the Office of Education ascertains that the ratio of high-,

middle-, and low-performing students are equally represented among schools in this

district. The Office of Education implements this kind of assignment as part of

the “high school equalization” policy.38 In any case, because students are randomly

assigned to high schools within the district, the chance of a student being assigned

to a tracking or untracking school is determined randomly. As a consequence, I am

able to estimate the treatment effect without the problem of a selection bias issue.

Note, however, that even if students are randomly assigned to schools, the esti-

mated effect may still fail to capture causality if the baseline school-level covariates

38Using the middle school graduate standing percentile rank to equalize the level of students’
achievement across schools within the district is appropriate because in Seoul, every student is ran-
domly assigned to a middle school after their elementary education, and therefore, the performance
level of middle schools within each district is highly homogeneous.
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Figure 3.1: High School Randomization Mechanism

Note: C corresponds to coeducational schools, B stands for boys-only schools, and G indicates
girls-only schools.

of tracking schools and untracking schools differ in important aspects. Due to the

high school equalization policy mentioned above, however, the Office of Education

makes sure that the school characteristics such as curriculums, class size, pupil-to-

teacher ratios, and teacher salaries do not differ between schools. If the Office of

Education does not engage in equalizing these characteristics within each district,

parents or students may not abide by the random assignment policy.

All in all, the institutional setting in Seoul is favorable for analyzing the effect of

ability tracking on students’ achievement not only because students are randomly

assigned to high schools but also because school-level characteristics are highly ho-

mogeneous across schools.
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3.5 Econometric Methods

In order to provide a causal estimate of the effect of tracking, let Ts be an indicator

variable equal to 1 if school s tracks students, and 0 otherwise. Since students

are randomly assigned, it solves for the endogenous selection into tracked schools.

Note, however, that even if students are randomly assigned to schools, one may fail

to elicit a causal treatment effect if school-level characteristics are different between

tracking and untracking schools in important dimensions. In Seoul, there are three

types of schools; coeducational, boys-only, and girls-only schools. It is well perceived

in previous literature that students are affected by the gender of their peers (e.g.,

Whitmore, 2005; Lavy and Schlosser, 2011). Hence, to precisely estimate the effect

of tracking, I compare students within each school type. Under this setting, I run

the following regression:

Aisd = α + β1Ts + β2Disd + γd + δs + εisd, (7)

where Aisd is the percentile rank of student i in school s located in school district

d. Disd denotes students’ gender. Note that since students are randomly assigned

within each school district, I include school district fixed effects (γd). δs denotes the

school type fixed effects, and εisd is the stochastic error term.

Note that Equation (7) estimates the mean effects of tracking. To estimate the

distributional impact of tracking, I run the quantile regression initially developed

by Koenker and Bassett (1978) and Firpo (2007). Here, I run the following:

Aisd(q) = α + β1(q)Ts + β2(q)Disd + γd + δs + εisd,

where q ∈ (0, 1) denotes the quantile, and I estimate a treatment effect β1(q) for

each quantile q.39

For statistical inference, I account for the serial correlation when calculating

standard errors. As demonstrated by Moulton (1986), Bertrand, Duflo and Mul-

lainathan (2004), and Donald and Lang (2007), failing to account for the within-

group dependence in calculating standard errors will easily underestimate the true

standard errors. In this study, since students in the same school are likely to be

39In order to execute the quantile regression proposed by Firpo (2007), I use the STATA com-
mand developed by Frölich and Melly (2010).
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correlated with each other, I correct for the dependence by clustering at the school

level.

Note, however, that the conventional cluster-robust standard errors are asymp-

totically justified provided that the number of clusters goes infinity. Cameron,

Gelbach and Miller (2008) point out that with a small number of clusters (5 to 30),

the asymptotic tests can over-reject when used with the conventional cluster-robust

standard errors. In this study, the number of schools that track students vary by

subject (11 to 38 schools), and as a consequence, this study may suffer from the

point made by Cameron, Gelbach and Miller (2008) due to the small number of

clusters. In order to solve this issue, I estimate standard errors using the wild clus-

ter bootstrap-t procedure proposed by Cameron, Gelbach and Miller (2008), which

they find, using the Monte Carlos simulations as well as from the real data, that the

procedure works very well even with a small number of clusters (as few as 6 clus-

ters). Therefore, in the analysis to follow, I present the conventional cluster-robust

standard errors as well as the p-values retrieved from the wild cluster bootstrap-t

procedure.
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3.6 Data and Validity Check

3.6.1 Data

This study uses administrative records of students’ test scores in the National As-

sessment of Educational Achievement (NAEA) exam administered by the Ministry

of Education in 2009. In 2009, all high school students in the first grade took this

test. The purpose of the NAEA is to measure the student’s overall level of achieve-

ment and to see which students do not meet the basic academic standards. Students

are tested on five subjects; reading, math, English, social studies, and science. In

2010, the administrative data on the NAEA was released for the first time to those

researchers who submitted a formal application to the Ministry. Once the Ministry

receives the application, a judging committee is formed consisting of both outside

and inside members to determine whether to disclose the data to the applicant.

The NAEA dataset contains students’ test scores and some student-level baseline

covariates such as students’ gender. It also contains answers to the survey questions

administered upon students and principals.

The variable on whether schools track or do not track is also coded in the dataset.

It asks whether the school tracks students in each of the five subjects. It turns out

that no schools in the sample implement ability tracking in social studies and science.

Furthermore, the number of schools that implement tracking varies by subject. That

is, some schools track math but not English. As a consequence, the sample used in

the analysis differs by subject. In the appendix (Section 3.10.2), I present a series

of sample restrictions conducted for each subject.

In order to properly test the validity of the randomization, I also make use of

the administrative records of school-level data posted on the government website.40

The website contains rich sets of school- and student-level characteristics, and I use

these information to test the balance in the baseline school-level covariates as well

as student-level covariates.

Table 3.1 presents descriptive statistics for the sample used in the analysis. For

the math subject, the number of tracking schools exceeds that of untracking schools.

29 schools track their students and 4 schools do not. There are a total of 11,992

students in tracking schools and 1,567 students in untracking schools. I also show

40www.schoolinfo.go.kr.

86



Table 3.1: Descriptive Statistics (By Sample)

School

Variable Untrack Track

A. Mathematics

Number of schools 4 29

Number of students 1,567 11,992

Ratio of test-takers 0.972 0.983

Ratio of mathematics test-takers among test-takers 0.997 0.996

B. Reading

Number of schools 29 9

Number of students 14,577 4,860

Ratio of test-takers 0.979 0.981

Ratio of reading test-takers among test-takers 0.996 0.997

C. English

Number of schools 2 9

Number of students 1,127 4,307

Ratio of test-takers 0.986 0.988

Ratio of English test-takers among test-takers 1.000 0.996

the ratio of test-takers as well as the ratio of mathematics test-takers among those

who have taken any of the subjects. As can be seen from the table, the ratio is

almost 100%.

For reading, there are a total of 38 schools, and among the 38, 29 schools do not

implement ability tracking and 9 schools do. The number of students are 14,577

and 4,860 for untracking and tracking schools, respectively. As with the math tests,

the ratio of test-takers is close to 100%.

Compared to reading and mathematics, there are only 11 schools that have

variations in the English tracking indicator within the school district. Among 11

schools, 2 schools do not track students and 9 schools do. The sample size for

untracking schools is 1,127 and 4,307 for tracking schools, and the ratio of test-

takers are similar to those of mathematics and reading.
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3.6.2 Validity Check

In order to test the validity of the randomization, I present tests of balance in

predetermined covariates. For student-level covariates, I use ratios of first-year high

school students in the upper-, middle- and lower-rank which is determined by the

middle school graduate standing percentile ranks. I also use the ratio of students in

the first year of high school that receive financial aid from the government in the form

of a tuition reduction or through fellowships.41 Governmental support is provided to

those whose family income is below the threshold set by the government. This ratio

is a good proxy for students’ family background. To complement this information,

I use the ratio of students who receive lunch support from the government. These

students are either from poor families or are recommended by their school. Note

that in order to accurately test the balance in student-level covariates, it is necessary

to use the ratio of students in the first year. The data on free lunch, however, was

not available from the Office of Education as it does not keep track of the ratio of

students receiving free lunch by grade. Hence, I use the ratio that includes students

of all grades. I admit that the ratio does not accurately test the balance in the

ratio of students receiving lunch support. However, I believe the result would not

differ to a great extent even if one uses the ratio of first year high school students.

For the school-level baseline characteristics, I test balance in class size as well as

pupil-to-teacher ratio. The two variables, as a matter of course, correspond to the

first grade.

In table 3.2, I present estimates obtained from running a regression of each

variable mentioned above on a dummy variable indicating whether the school im-

plements ability tracking. Since schools that implement ability tracking differs by

subject, I run the regression separately for each subject. Moreover, since students

are randomly assigned to high schools within their school district, all regressions are

conducted with school district fixed effects. Finally, since students are compared

within the same school type, all regressions are conditional on school types. Note

that in the table, Ω denotes the middle school graduate standing percentile rank.

The lower the number, the higher the rank.

Panel A corresponds to schools which track mathematics. The test reveals that

41I appreciate the public officials at the Office of Education for generously providing me with
the data on these ratios.
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Table 3.2: Tests of Balance in Baseline Student- and School-Level Covariates

Tracks Standard No. of

Dependent Variable (1=yes) Errors Constant Schools

A. Ability Tracking in Mathematics

Students with Ω < 10% −0.006** 0.003 0.103 33

Students with 10% ≤ Ω < 50% −0.003 0.003 0.461 33

Students with Ω ≥ 50% 0.009* 0.005 0.436 33

Ratio of students receiving financial aid −0.105* 0.056 0.253 31

Ratio of students receiving lunch support −0.007 0.011 0.046 33

Class size −0.165 0.666 39.267 33

Pupil-to-teacher ratio 0.100 0.880 17.778 33

B. Ability Tracking in Reading

Students with Ω < 10% 0.002 0.001 0.130 38

Students with 10% ≤ Ω < 50% −0.003 0.002 0.492 38

Students with Ω ≥ 50% 0.000 0.002 0.378 38

Ratio of students receiving financial aid 0.012 0.027 0.104 37

Ratio of students receiving lunch support 0.002 0.004 0.018 38

Class size −0.859** 0.343 37.758 38

Pupil-to-teacher ratio 0.032 0.473 18.795 38

C. Ability Tracking in English

Students with Ω < 10% 0.000 0.002 0.136 11

Students with 10% ≤ Ω < 50% −0.001 0.002 0.508 11

Students with Ω ≥ 50% 0.002 0.003 0.356 11

Ratio of students receiving financial aid −0.085 0.055 0.227 11

Ratio of students receiving lunch support −0.004 0.017 0.052 11

Class size −0.144 0.916 38.240 11

Pupil-to-teacher ratio 0.219 0.527 17.844 11

Note: All regressions are conditional on school district fixed effects and school types. Ω denotes a
middle school graduate standing percentile rank. Ratio of students receiving financial aid include
students who receive governmental support in the form of tuition reductions or fellowships. Ratio
of students receiving lunch support include students in all grades (data for the ratio of first grade
students is not available from the Office of Education). Coefficients for the constant corresponds
to the mean of non-tracking schools. There are two missing values in Panel A, and one missing
value in Panel B for the ratio of students receiving financial aid.

the ratio of upper-ranked students (i.e., Ω < 10%) is 0.6 percentage points lower

for schools that track students. Although it is statically significant at the 5% level,
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it is not economically significant because 0.6 percentage points correspond to less

than one student. The ratio of middle-ranked students is not statistically signifi-

cant whereas for lower-ranked students, it is significant at the 10% level. Again,

however, it is not economically significant because the estimated coefficient is only

0.9 percentage points. The ratio of students receiving financial support in tracking

schools is 10.5 percentage points lower. Although the estimate is slightly significant,

I argue that this small difference in the ratio has little impact on the analysis.42 As

can be expected from the fact that the government strongly engages in controlling

the class size as well as student-to-teacher ratio, there is little difference between

tracking and untracking schools for these two variables.

Turning to the schools which track reading, class size is the only variable that

yields statistical significance. Note, however, that the estimated coefficient is −0.859.

It implies that the difference in class size is less than one student among two school

types, and accordingly, I conclude that class size is not different. Consequently,

baseline student- and school-level covariates are equally balanced between schools

which track and schools which do not track.43 Finally, in Panel C, I test balance

in baseline covariates between schools that track English and schools that do not.

Compared to other subjects, none of the variables are statistically and economically

significant. Hence, students’ prior academic achievement, family background, and

school resources are equally balanced between the two schools.

All in all, in this study, I contend that the randomization is valid and prede-

termined student- as well as school-level covariates are equally balanced between

tracking and untracking schools.

42There are two missing values. For two schools, I could not obtain the data from the Office of
Education.

43For one school, I could not obtain the data for the ratio of students receiving financial aid.
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3.7 Estimation Results

In this section, I present estimation results for mean treatment effects and quantile

treatment effects. All regressions are conditional on school district fixed effects and

school type indicators. The dependent variable is the percentile rank that students

received in NAEA 2009. Table 3.3 corresponds to the results of the mean effects of

ability tracking. Panel A shows the estimation results for tracking in mathematics.

With respect to math tracking, there are a total of 33 schools that have a variation

in the treatment indicator within the school districts. Within these schools, there

are a total of 13,559 students. The estimated mean effect is 5.743 percentile points

implying that students who are in a school that tracks mathematics scored higher in

the NAEA exam. In terms of the percentile rank calculated within the sample, the

effect is 5.684 percentile points which is close to the percentile rank calculated at the

national level. Both coefficients are statistically significant under the cluster-robust

standard errors.

As noted previously, however, since the number of clusters is 33, the usual cluster-

robust standard errors may easily over reject the null hypothesis. To solve this issue,

I estimate standard errors using the wild cluster bootstrap-t method (Cameron,

Gelbach and Miller, 2008). As can be seen from the table, statistical significance of

the estimated coefficients decreased when evaluated with the wild cluster bootstrap-t

method. However, the coefficient is still significant at the 10% level.

In Panel B, I estimate the mean treatment effect of tracking in reading. The

sample size is bigger than that of Panel A. The sample consists of 38 schools with a

total of 19,437 students. The magnitude of the tracking effect is equal to 3.328 and

3.281 percentile points implying that tracking is beneficial for students’ achievement

in reading. As with Panel A, I present both the cluster-robust standard errors

as well as p-values estimated from the wild cluster bootstrap-t method. Because

of the relatively large number of clusters (38 clusters), the statistical significance

obtained from the conventional cluster-robust standard errors and the wild cluster

bootstrap-t method are similar which coincides with the arguments made in the

previous literature (Bertrand, Duflo and Mullainathan, 2004; Donald and Lang,

2007; Cameron, Gelbach and Miller, 2008).

Lastly, in Panel C, I present estimation results for tracking in English. In 2009,

there were variations in 11 schools within the school district (5,434 students). Con-
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Table 3.3: Mean Effects of Ability Tracking

Percentile

Independent Variable Rank I Rank II

A. Mathematics

Tracks students in mathematics (1=yes) 5.743 5.684

(2.116) (2.044)

[0.084] [0.072]

Female (1=yes) 2.451 2.041

(0.608) (0.606)

[0.000] [0.002]

Number of students 13,559 13,559

B. Reading

Tracks students in reading (1=yes) 3.328 3.281

(1.302) (1.020)

[0.028] [0.020]

Female (1=yes) 10.412 10.188

(0.968) (0.981)

[0.000] [0.000]

Number of students 19,437 19,437

C. English

Tracks students in English (1=yes) 4.805 4.971

(2.947) (3.227)

[0.182] [0.208]

Number of students 5,434 5,434

Note: All regressions are conducted conditional on school district fixed effects and school type
indicators. Robust standard errors clustered at the school level are in parentheses, and p-values
from the wild cluster bootstrap-t are in brackets (Null hypothesis, βtrack = 0, has been imposed
when estimating the p-values). For bootstraps, I use 1,000 bootstraps. There are 33 clusters for
Panel A, 38 clusters for Panel B, and 11 clusters for Panel C. Percentile Rank I uses the ranking
calculated at the national level. Percentile Rank II uses the ranking calculated at the sample level.

trary to Panel A and Panel B, I do not include a dummy variable for denoting

female students because all the schools used in the analysis are girls-only schools.

According to Table 3.3, I find that placing a female student at the school that tracks

English raises her percentile rank in English exams by 4.805 at the national level.
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Figure 3.2: Quantile Treatment Effects of Ability Tracking

However, the estimated effect is weakly significant. Besides, the significance level

further decreases when evaluated with the wild cluster bootstrap-t method. This

highlights the limitation of the usual cluster-robust standard errors when the num-

ber of clusters are relatively small. As can be seen from Panel C of Table 3.3, one

may mistakenly reject the null hypothesis when evaluated with the cluster-robust

standard errors.

In sum, the estimated mean treatment effects imply that students in tracking

schools benefit academically. The mean effects, however, do not allow us to examine

the distributional effects of ability tracking. As documented by previous studies,

some argue that tracking only benefits high-achieving students and hinders academic

performance of low-achieving students. In order to examine whether this argument

is true, I estimate the quantile treatment effects. In Figure 3.2, I plot the estimated

quantile treatment effects starting from quantile equal to 0.1 (with an increment of
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0.1).

The quantile regression shows that, contrary to the above argument, students at

the bottom quantiles also benefit from attending tracking schools. For example, for

mathematics, the estimated treatment effect for students in quantile 0.1 is about

5 percentile points, which is close to the estimated effect for students in quantile

0.8. Furthermore, the effect is even higher (around 10 percentile points) for students

in quantile 0.4. When estimated with schools that track reading, students at the

bottom quantiles also benefit from tracking. In this case, the effect of ability tracking

is similar across quantiles in general. Finally, I observe similar patterns of the

treatment effect for English tracking.

All in all, the experimental estimates presented above demonstrate three impor-

tant facts. First, ability tracking, on average, is beneficial for students’ academic

achievement. Second, rather than exacerbating the inequality of students’ achieve-

ment, ability tracking, indeed, promotes academic achievement of students at all

levels. Third, the estimated treatment effect varies by subject.
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3.8 Robustness Check

In order to test the robustness of the analysis presented above, I analyze the ef-

fect of ability tracking by focusing on the homogeneous treatment indicator. Not

only does the dataset contain information on whether the school tracks students, it

also contains information on the number of tracking levels. That is, schools track

students in two, three, or more than three levels. Now, within the school district,

there are few variations in the number of schools that track students in two levels.

Accordingly, I drop schools that track in two levels. Moreover, I drop schools that

track students in more than three levels because I do not know the exact number

of tracking levels. Hence, to test the robustness of the analysis, I use students who

attend schools that track in three levels.44

Table 3.4 presents the estimation results obtained from the sample of schools

that track students in three levels. Panel A corresponds to mathematics, and the

estimated mean treatment effect is 3.882 and 3.701. That is, students who attend

schools that track mathematics scored approximately 4 percentile points higher than

those who attend schools that do not track mathematics. However, the coefficients

are statistically insignificant under the cluster-robust standard errors. Moreover,

the p-values from the wild cluster bootstrap-t method are 0.342 and 0.338.

In Panel B, I present results for reading, and I observe that ability tracking in

reading raises students’ academic achievement by 4.963 percentile points. Further-

more, the estimated coefficients are statistically significant under both the cluster-

robust standard errors as well as the wild cluster bootstrap-t method.

I plot, in Figure 3.3, the quantile treatment effects of ability tracking. The left

panel of Figure 3.3 corresponds to mathematics and the right panel corresponds to

reading. As with Figure 3.2, both poor-performing students and the high-performing

students benefit from tracking. Moreover, in general, the patterns of the quantile

treatment effects in Figure 3.3 are roughly similar to that of Figure 3.2.

Note that the estimated treatment effects differ between Table 3.3 and Table 3.4

(approximately 2 percentile points) as well as between Figure 3.2 and Figure 3.3.

These imply that the way in which the tracking system is oranized has differential

impacts on students’ academic performance. I cannot test whether the treatment

44I do not test the robustness of the analysis for English tests because there are almost no schools
that track students in three levels.
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Table 3.4: Mean Effects of Ability Tracking (Tracks in 3 Levels)

Percentile

Independent Variable Rank I Rank II

A. Mathematics

Tracks students in mathematics (1=yes) 3.882 3.701

(2.696) (2.584)

[0.342] [0.338]

Female (1=yes) 1.604 1.201

(0.820) (0.823)

[0.046] [0.108]

Number of students 8,109 8,109

B. Reading

Tracks students in reading (1=yes) 4.963 4.913

(1.587) (1.549)

[0.008] [0.004]

Female (1=yes) 10.329 10.106

(0.934) (0.950)

[0.000] [0.000]

Number of students 15,589 15,589

Note: All regressions are conducted conditional on school district fixed effects and school type
indicators. Robust standard errors clustered at the school level are in parentheses, and p-values
from the wild cluster bootstrap-t are in brackets (Null hypothesis, βtrack = 0, has been imposed
when estimating the p-values). For bootstraps, I use 1,000 bootstraps. There are 21 clusters for
Panel A, 30 clusters for Panel B, and 11 clusters for Panel C. Percentile Rank I uses the ranking
calculated at the national level. Percentile Rank II uses the ranking calculated at the sample level.

effect increases as the number of tracking level increases for there are few variations

in the number of schools that track in two levels or more than three levels. However,

this highlights the fact that how a school organizes its tracking system matters for

students’ achievement.

On the other hand, the estimated results from two analyses conducted above

may be biased in the presence of sample attrition. In Figure 3.4, I show the timeline

of the first year of high school. Students are randomly assigned to a high school

within their school districts in March 2009. In May, they take their first midterm

exam. Based on their performance in this first exam, schools implement ability
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Figure 3.3: Quantile Treatment Effects of Ability Tracking (Tracks in 3 Levels)

Figure 3.4: Timeline (From Random Assignment to the NAEA Exam Date)

tracking. Finally, in October, 2009, all high school students take the NAEA exam

on the same day. Hence, as can be seen from the timeline, there are a total of seven

months in which some students may drop out from high school. If, for example,

students who were originally assigned to the high schools that implement tracking

had dropped out of the school had lower test scores, on average, compared to those

who were initially assigned to the high schools that do not implement tracking who

also quitted the school, then the estimated coefficients will be biased downward. One

of the conditions in which the attrition problems do not bias the estimated treatment

effects is when the pattern of attrition is similar, in expectation, between tracking

schools and untracking schools. Hence, as a second method to test robustness, I test

whether the attrition is problematic in this study.

I argue, using two facts, that the attrition bias is not an issue in this study. First,

as can be seen from Table 3.5, the average ratio of dropouts is very small (0.027
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Table 3.5: Tests of Within-District Attrition (Tracking vs Untracking Schools)

Track No. of

Dependent Variable (1=yes) Constant Schools

A. Ability Tracking in Mathematics

Ratio of dropouts −0.002 0.027 32

(0.005) (0.005)

B. Ability Tracking in Reading

Ratio of dropouts 0.000 0.031 37

(0.005) (0.009)

C. Ability Tracking in English

Ratio of dropouts −0.007 0.032 11

(0.007) (0.007)

Note: All regressions are conditional on school district fixed effects and school types. In Panel A
and Panel B, there is one missing value for each sample. Standard errors are in parentheses.

for mathematics, 0.031 for reading, and 0.032 for English). Moreover, although it

does not “prove” that the potential outcomes of those who drop out from school are

equal between students in tracking and the untracking schools, I contend that they

are similar, in expectation. In Table 3.5, I run a regression of the ratio of dropouts

on the dummy variable indicating whether the school tracks students to see whether

the ratio of dropouts is different between tracking and untracking schools. As can

be seen from the table, the estimated coefficient is close to 0, and furthermore, none

of the coefficients are statistically significant.

It is likely that one’s academic achievement is closely associated with one’s like-

lihood of dropping out from high school. And if the pattern of attrition is not

similar, one may observe some differences in the ratio of dropouts between schools

that track and those that do not track. But since the difference is close to zero, I

believe that, though there is a pattern in attrition, there are similar in expectation

between schools that track students and schools that do not. Thus based on the

two facts mentioned above, I argue that this study does not suffer from the attrition

bias.
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3.9 Conclusion

In this paper, I present causal estimates of the effect of ability tracking on students’

academic achievement by making use of the unique random assignment mecha-

nism conducted in Seoul. Empirical results suggest that placing a student into a

high school that implements ability tracking raises his/her math scores for more

than 5 percentile points compared to a student who attends a school that does not

implement ability tracking. With respect to reading and English scores, tracking

raises students’ test scores by more than 3 and 4 percentile points, respectively.

Although the estimated treatment effect for English tracking is statistically insignif-

icant, the estimated coefficients for mathematics and reading are statistically sig-

nificant. Thus, I conclude that ability tracking in general is beneficial for students’

academic achievement.

Furthermore, to address the concern that tracking may hinder academic per-

formance of low-achieving students, I estimate quantile treatment effects. Results

of the quantile regression reveal that rather than worsening the inequality of stu-

dents’ academic performance, tracking, indeed, promotes academic achievement of

students located at the bottom quantiles of the distribution. Besides, on average,

I find that the magnitude of the treatment effect is as large as that of students in

other quantiles.

Lastly, I find two more interesting points. First, the estimated treatment effect

varies by subject. Second, the magnitude of the effect of tracking can vary depending

on how schools organize and operate ability tracking. For instance, when I use a

sample of schools that track students in three levels, the magnitude of the treatment

effects changed. Hence, this implies that how schools operate their ability tracking

matters for students’ academic achievement.

From a policy perspective, the results of the current study provide one impor-

tant implication. As is widely documented in previous studies, students’ academic

achievements are highly correlated with one’s future earnings. As evidenced by the

analysis above, tracking benefits poor-performing students. Accordingly, the use

of ability tracking may reduce inequality in students’ academic achievement, and

may reduce inequality in future earnings. Thus, ability tracking may contribute to

promoting income equality in the society.
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3.10 Chapter 3: Appendix

3.10.1 Proof of Convexity and Concavity

To prove convexity and concavity of Equation (6), consider the following Hessian

matrix;

D2f(φ1, φ2) =




fφ1φ1

fφ1φ2

fφ2φ1
fφ2φ2



 ,

where each entry in the matrix is the second order partial derivatives of f(φ1, φ2).
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Also, by taking similar steps as the above, we have

fφ2φ2
= −(1 + ρ)(ξ)(φ1φ2) (cHcL)−ρ−2 c2

H

and

fφ1φ2
= −(1 + ρ)(ξ)(φ1φ2) (cHcL)−ρ−2 cHcL.

Then, fφ1φ1
fφ2φ2

− (fφ1φ2
)2 = 0. Hence, fφ1φ1

≥ 0 and fφ2φ2
≥ 0 if −(ρ + 1) ≥

0 =⇒ ρ ≤ −1. Accordingly, f(φ1, φ2) is convex if ρ ≤ −1. On the other hand,

fφ1φ1
≤ 0 and fφ2φ2

≤ 0 if −(ρ + 1) ≤ 0 =⇒ ρ ≥ −1. Consequently, f(φ1, φ2) is

concave if ρ ≥ −1. Note that when ρ = −1, f(φ1, φ2) is both convex and concave.

Therefore, when ρ < −1, f(φ1, φ2) is always convex, and when ρ > −1, f(φ1, φ2) is

always concave.

3.10.2 Sample Restrictions

In order to causally estimate the effect of ability tracking, I make a series of sample

restrictions that are presented in Table 3.6. First, the original dataset consists of

643,106 students. Next, I exclude schools that are not located in Seoul because only

those in Seoul are randomly assigned to high schools. Third, I drop vocational high

schools because students self-select into these schools. Fourth, I eliminate students

who attend special purpose high schools because students are not randomly assigned

to these high schools. Fifth, note that within Seoul, there were a total of 39 general

high schools in 2009 that did not randomly admit students. Hence, I do not use

students who attended these schools. Finally, I use students who are attending

schools that operate only in the daytime. There is only one high school that operates

both during the day and at night. This school includes general high school students

as well as vocational high school students, and since the dataset does not allow

one to distinguish between general and vocational high school students, I drop this

school.

The resulting dataset consists of 78,322 students. Accordingly, based on this

sample, I further make sample restrictions based on whether there are variations in

the tracking indicator within the school district. The resulting sample size for math-

ematics, reading, and English is 13,559, 19,437, and 5,434 students, respectively.
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Table 3.6: Series of Sample Restrictions (By Sample)

Resulting

Step Description Sample

A. Mathematics

Step 1 Original dataset 643,106

Step 2 Dropping schools not located in Seoul 118,312

Step 3 Dropping vocational high schools 99,153

Step 4 Dropping special-purpose high schools 94,176

Step 5 Dropping schools in which students are not randomly assigned 78,792

Step 6 Dropping schools that operate during the day and at night 78,322

Step 7 Dropping districts with no variations in the tracking variable 13,559

B. Reading

Step 1 Original dataset 643,106

Step 2 Dropping schools not located in Seoul 118,312

Step 3 Dropping vocational high schools 99,153

Step 4 Dropping special-purpose high schools 94,176

Step 5 Dropping schools in which students are not randomly assigned 78,792

Step 6 Dropping schools that operate during the day and at night 78,322

Step 7 Dropping districts with no variations in the tracking variable 19,437

C. English

Step 1 Original dataset 643,106

Step 2 Dropping schools not located in Seoul 118,312

Step 3 Dropping vocational high schools 99,153

Step 4 Dropping special-purpose high schools 94,176

Step 5 Dropping schools in which students are not randomly assigned 78,792

Step 6 Dropping schools that operate during the day and at night 78,322

Step 7 Dropping districts with no variations in the tracking variable 5,434
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