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Abstract 

The structuralist heritage in linguistics continues to obscure the essential properties of 

natural language as an empirical phenomenon. It is argued that the new framework of 

autopoiesis possesses a greater explanatory power, as it assumes the connotational na-

ture of language. The key notions of representation, sign and signification, interpretation, 

intentionality and communication, and reciprocal causality, approached from the auto-

poietic angle, allow for deeper insights into the essence of language which is as a kind of 

adaptive behavior of an organism involving a system constituted by signs of signs. 
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1. The Goal 

Methodological inadequacies of linguistic semiotics (Kravchenko 2003a) have been to a 

large degree responsible for lack of any serious progress in the study of natural language 

as an empirical phenomenon, because whether intentionally or not, the true nature of lin-

guistic signs was obscured by the strong beliefs that signs were artificial, conventional, 

and arbitrary entities intentionally produced by humans for the purpose of communica-

tion. Thus the truly essential properties of language remained ignored. In what follows I 

will try to outline some of these properties in the framework of the bio-cognitive phi-

losophy of language, or autopoiesis (see Maturana 1978; Maturana and Varela 1980; 

1987; Varela, Thompson and Rosch 1991; Kravchenko 2002a; 2002b; 2003b). Although 

the basic theoretical tenets of this framework have not yet gained noticeable recognition 

in linguistic circles, particularly, in cognitive linguistics as the new paradigm for the study 

of language, the unquestionably vast explanatory potential of autopoiesis (Kravchenko 

2001)  lends it as a methodological stronghold for the effort to find solutions to major 

linguistic issues that heretofore have evaded more or less consistent and/or comprehensi-

ble explanation in the framework of the old (traditional) paradigm. 

 

2. Fundamental Premises 

The crucial difference between the traditional and autopoietic views of language is that 

the latter assumes its connotational, rather than denotational, nature. As Maturana points 

out,  

denotation is not a primitive operation, it requires agreement consensus for the specifica-
tion of the denotant and the denoted. If denotation is not a primitive operation, it cannot be 
a primitive linguistic operation, either. Language must arise as a result of something else 
that does not require denotation for its establishment, but that gives rise to language with 
all its implications as a trivial necessary result. This fundamental process is ontogenetic 
structural coupling which results in the establishment of a consensual domain. ... Linguistic 
behavior is behavior in a consensual domain.  

Maturana (1978: 50) 
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Correspondingly, the key notion of representation proposed by Maturana is also radi-

cally different from the traditional one. Representations are relative neuronal activities 

characterizing the state of an organism’s nervous system as a structure-determined sys-

tem; because of this, the sequence of changing relations of relative neuronal activity (de-

scription) that appears to the observer as determining a given behavior, is not determined 

by any functional or semantic value that the observer may ascribe to such a behavior but 

is necessarily determined by the structure of the nervous system at the moment at which 

the behavior is enacted. It follows that adequate behavior is necessarily only the result of 

a structural matching between an organism (dynamic system) and its medium. This con-

clusion gives the entire philosophical discussion about the nature of mental representa-

tions a genuinely scientific (naturalist) angle and is a giant step toward understanding 

consciousness and cognitive (mental) processes. 

 

3. Phenomenological Nature of Signs 

As a logical consequence from these fundamental premises, the signifying function of lin-

guistic signs does not arise from their direct relation to the external world, it arises from 

human experience as the basis of knowledge; therefore, it cannot be arbitrary in the ac-

cepted sense of the word. The essential non-arbitrariness of signs is sustained by the the-

ory of signs developed by Peirce, particularly, by his concept of indexical signs. Peirce 

used the term index for 

a sign, or representation, which refers to its object not so much because of any similarity or 
analogy with it, nor because it is associated with general characters which that object hap-
pens to possess, as because it is in dynamical (including spatial) connection both with the 
individual object, on the one hand, and with the senses or memory of the person for whom 
it serves as a sign, on the other hand. 

(Peirce 1932: 170).  

 

As may be seen, the emphasis in this definition is laid on the phenomenological nature 

of signs (including linguistic signs), the one aspect that for a long time has been outside 
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the scope of interest of linguistics. However, even Heraclitus paid attention to the main 

empirical property of the world (and, by inclusion, of language as part of the world) de-

termined by the phenomenological basis of cognition: remember his famous observation, 

Everything is in a flux. In a sense, he was the founder of metaphysics, for he accepted 

the idea of the unity of nature. Heraclitus’ successor Cratylus from Athens took his idea 

to its logical completion when he concluded that it is impossible to refer to one and the 

same thing twice, therefore, it is possible only by indication. As can be seen, in the his-

torical context of generation of ideas even Peirce was not original. 

The study of the effects of indexicality as a feature of sign forms at different func-

tional levels in the framework of a unified theory of indexicals (Kravchenko 1992, 1995, 

1996) gives solid reasons to believe that indexicality as a feature is characteristic of any 

sign, albeit to a different degree: thus, there are no pure symbols, and, from the point of 

view of logic, there cannot be any, as Peirce stressed at the time. As Putnam (1986: 234) 

observes, “indexicality extends beyond the obviously indexical words and morphemes 

(e.g., the tenses of verbs). ...Words like ‘water’ have an unnoticed indexical component: 

‘water’ is stuff that bears a certain similarity relation to the water around here.”  

 

4. Sign and Meaning 

So we come to realize that signs, if their purpose is to serve as a stable means of storing 

and transferring information, must, of necessity, be abstract entities (this is, by the way, 

one of the reasons why signs are often defined as bilateral, or physical-ideal, entities). It 

would seem that most linguistic signs identified as symbols in the spirit of Saussure 

(1922), Losev (1991), etc., i.e. as arbitrary signs with conventional meanings, meet this 

condition. Schematically, the conventionality of meaning is illustrated by the famous se-

mantic triangle of Ogden and Richards (1927: 11) in Figure 1. 
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THOUGHT OR REFERENCE 

 

 

 

 

    

            

     SYMBOL              Stands for         REFERENT 

Figure 1.  The semantic triangle 

 

As may be seen from the diagram, between the Symbol and the Thought and between 

the Thought and the Referent there is a relevant relation, whereas between the Symbol 

and the Referent “there is no relevant relation other than the indirect one, which consists 

in its being used by someone to stand for a referent” (ibid.). If language is viewed from a 

structuralist stance, i.e., as an autonomous sign system, such an understanding of linguis-

tic signs does not cause any particular objections. Yet if we reject Saussure’s principle of 

distinguishing between lange and parole as to a large degree artificial and empirically 

unjustified, some doubts begin to appear.  

1.The word as a typical linguistic sign possesses physical substance at every single 

moment of its existence (be it in langue or parole), it stands in a spatio-temporal relation 

to various other physical entities that shape the context of the word’s being, or its envi-

ronmental medium; it is, therefore, natural that changes in this context should result in 

changes in the nature and number of relations which a word enters. It follows that the set 

of associations responsible for the formation of what can be named as “experience of the 

sign” and, because of that, connected with the information attached to the sign, may 

vary. 
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2. The being of the physical entity “sign” in space and time implies its change (in the 

physical sense): the form of the sign turns out to be not permanent, not given once and 

for all, it is subject to considerable permutations (which has been more than convincingly 

shown by historical linguistics). These changes, in their turn, cause qualitative and quan-

titative changes in the interrelations of the sign and other entities including other signs, 

and thus cannot but tell on the resulting experience of the sign which the sign user relies 

on, and on the information which constitutes the content of the sign form. 

3. As a consequence, the relationship between the sign vehicle (the signifier) and its 

content (the signified) at every given moment cannot be characterized as absolutely arbi-

trary in so far as we cannot describe as arbitrary the nature of the associations which ac-

company the sign and are determined by the user's experience of the sign. 

4. These associations themselves are nothing but concepts prototypically understood 

as mental structures functioning as operational units of consciousness in the process of 

acquiring and representing experience. Therefore, the physical nature of sign on the one 

hand, and the phenomenological source of concepts represented by sign, on the other, do 

not allow for treating sign as a pure abstraction, and it means that there are no pure 

symbols in principle. If it is indeed the case, then the meaning of any linguistic sign can-

not be described completely and exhaustively. Few would query the truth of this asser-

tion today. Does it mean that the problem of linguistic meaning cannot be solved at all? I 

do not think so. 

In cognitively oriented linguistic analysis the meaning of a sign is related to its capac-

ity to activate in the interpreter’s mind a concept, or a set of concepts associated with the 

given specific sign on the same grounds as in the case when the sign user makes a choice 

in favor of one out of a number of signs potentially available for the representation of the 

same concept. Adequate interpretation of linguistic sign (understanding, in the trivial 

sense of the word) is, essentially, a procedure for a more or less exact identification of 

such grounds. The less exactly these grounds have been identified, the more probable it is 
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that the input knowledge and the output knowledge will differ (hence, the line drawn be-

tween the “meaning” of a sign and its “sense”). 

 

5. Experiential Nature of Interpretation 

The realization of this led to an introduction into linguistic circulation of the term 

“speaker’s meaning” because, as Langacker (1987) pointed out, there are no two speak-

ers using one and the same identical language system. Speaker’s meaning has been rou-

tinely contrasted with conventional meaning as the one deviating from certain norms and 

rules for sign interpretation accepted in a given linguistic community. But norms and 

rules are only a reflection of some common generalized experiences, they are not impera-

tive prescriptions passed down by someone which must be followed to the letter. For ex-

ample, we know that beer is a light alcoholic beverage made of water, malt, and hops 

with the use of specific technology, and should we observe someone sprinkling his head 

with beer from an open bottle, it will not for that reason stop being to us what it is, beer. 

It is a different question what goal the user in this case is trying to achieve (different us-

ers may have very different goals), but if we assume that the person we observe is not 

insane, we will most probably start looking for a possible reasonable explanation for such 

unconventional use of beer, trying to relate what we just witnessed to our experience and 

knowledge — which, in the case of the older generation at least, will tell us that a few 

decades ago women used to use beer in such an unconventional way when curling their 

hair. 

The case of a deviant use of a sign is very similar in this respect, and if we possess 

sufficient experience of signs, if we have shared experience with the sender of the sign 

and experience of the world in which we, the sender, and the sign exist, we can, as a rule, 

identify (with a certain degree of approximation) the grounds on which the choice has 

been made in favor of one particular sign rather than any other from all possible signs (cf. 

Grice’s ‘conversational implicatures’). In particular, this process underlies such typical 

natural language phenomena as metonymy and metaphor. 
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So, signs are not just vehicles for the transfer of knowledge, they also serve to store 

knowledge; they are forms filled with certain content. Content — and this is important 

— should not be understood as what may and often is described in philosophy as the 

grasped essence of a given phenomenon represented in this form, but the mentally proc-

essed experience of this phenomenon’s relationships with other entities or phenomena in 

the real world. A red sunset in itself does not necessarily speak of windy weather we may 

find tomorrow: it can be the effect of a gigantic distant forest or steppen fire, unusual 

paranormal phenomena in the atmosphere, or the like. It is only the accumulated avail-

able experience that allows a human interpreter to find a relatively regular connection 

between the sunset color and a possible change in weather; and it is this relationship that 

becomes the attached content. As it were, red sunset becomes a sign in the sense that, on 

account of available experience, it embodies certain information without being intention-

ally produced by man. 

The sender who intentionally uses a sign, does not extract it from some obscure de-

pository of sign vehicles to which the so-called conventional meanings have been at-

tached (by whom? when?). He uses the sign that has been acquired and mastered by him 

in the course of gaining individual experiences as an observer of the world in the spatio-

temporal, geographical, historical, cultural, etc. medium of which language itself is a 

part. The various aspects of these diverse experiences are projected on a combination of 

psychic (mental) associations (= concepts) whose attachment to a given linguistic sign 

acquires public significance. That is why for every sender every sign is processed in the 

mind of the observer in the totality of its relationships with very different things and 

events.  

The less prerequisite knowledge of the medium in which the user of the sign functions 

as homo sapiens/loquens, the less the total amount of implications this sign may cause. 

For example, a red sunset is not indicative of anything to a little child who lacks relevant 

experience; that is why a red sunset will not be a sign to this child in any acceptable 
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sense. But just in the same manner, a word spoken by someone will not be a sign to the 

little child either, on condition that it is new or unknown: 

Not only a child, but even an adult individual unfamiliar with some special language (such 
as the languages used by professionals in medicine, botany, chemistry, mathematics, etc.) 
is, in a way, not unlike a semantic aphasiac. Words whose external makeup corresponds 
well to the words of his native language to him seem hard to combine in meaningful se-
quences.  

(Zhinkin 1998: 66). 

 

In other words, what is, by definition, a produced sign for a given linguistic commu-

nity, does not necessarily function as such for every single member of this community 

capable of perceiving this sign. To a human individual, a word becomes a sign only after 

it has become, as a bonding, mediating component, part of a system of stable associa-

tions between things and phenomena in the world, these associations forming a specific 

mental structure (concept) which, in the long run, forms the basis for what is usually re-

ferred to as the meaning of a sign. Words mean nothing of themselves. “It is only when a 

thinker makes use of them that they stand for anything, or, in one sense, have ‘meaning’” 

(Ogden and Richards 1927: 9 ff.). A system of such associations depends in a very 

straightforward manner on conditions (in a broad sense) under which the sign is ac-

quired. Therefore, to every single individual a set of jointly encountered entities which 

causes a certain implication, is uniquely individual. As was noted by Locke (1961), for 

every human the words he uses express those ideas which he has and which he would 

like to express by them. 

As an example, the utterance by a Russian of the word kasha (‘hot cereal’) will cause 

in the mind of one individual an association with cream-of-wheat sweetened with sugar, 

for another the association will be with buckwheat or millet boiled in water, with salt and 

butter added, for a third one it will be something else, and if the interpreter cannot re-

trieve these associations from the sign addressed to him, one cannot say that the inter-

preter has received the full meaning intentionally attached to the sign by the sender. Rus-

sell wrote in this connection: 
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You can learn by a verbal definition that a pentagon is a plane figure with five sides, but a 
child does not learn in this way the meaning of everyday words such as “rain”, “sun”, 
“dinner”, or “bed”. These are taught by using the appropriate word emphatically while the 
child is noticing the object concerned. Consequently the meaning that the child comes to at-
tach to the word is a product of his personal experience, and varies according to his cir-
cumstances and his sensorium. A child who frequently experiences a mild drizzle will at-
tach a different idea to the word “rain” from that formed by a child who has only experi-
enced tropical torrents. A short-sighted and a long-sighted child will connect different im-
ages with the word “bed”. 

(Russell 1948: 4). 

 

6. Intentionality and Signification 

6.1. The Notion of Intentionality 

The notion of intentionality in modern science is used at least in three separate areas: lin-

guistic semiotic, philosophy and cognitive psychology, and autopoiesis as a theory of 

self-organized living systems. 

In the first case, intentionality is defined as a necessary constitutive property of sign. 

A sign is an artifact intentionally produced for the purpose of performing a communica-

tive function, and that is what makes it intentional. 

In the second case, in the philosophical theory of knowledge intentionality is under-

stood as a specific psychological category which connects thoughts with things and mind 

with the world, which is also known as ‘Brentano’s thesis’ (Putnam 1988; Haldane 1989; 

1992; Priest 1991). The problem of the definition of intentionality as mental content rep-

resented in some way in mental structures and reified through formal semantic structures, 

became the focus of a lively discussion which ensued in the 1980s - 1990s around 

knowledge and how and in what form it exists in the human mind (although in the Rus-

sian world view, for example, the latter is impossible without the former, it is constituted 
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by it, for mind/consciousness1 is the property of man having knowledge, i.e., man with 

knowledge). As Lycan (1996) puts it, “all there is to mind is intentionality.” 

In the third case, intentionality is viewed as a mode of self-organization of a living 

system: interacting with the environment (as it appears to an observer and without refer-

ence to the autonomous unity), an organism adds the surplus of signification, so that it 

becomes the environment for the organism which is defined in the same movement that 

gave rise to its identity and that only exists in that mutual definition — the system’s 

world (Varela 1992). 

Speaking about the intended “producibleness” of linguistic signs, structuralists seem 

to overlook the essential difference between the spoken and written language. Admit-

tedly, a written word is a bona fide artifact, but how justified is inclusion of spoken 

words in the class of artifacts? Is it just because one out of a number of existing hypothe-

ses about language origins claims man to be its conscious creator? But a hypothesis, no 

matter how appealing, remains a hypothesis until it has received sufficiently reasonable 

and convincing proof. As of today, science does not have solid proof that language is the 

product of man’s purposeful activity. 

On the contrary, researchers into the origins of language are inclined to think that lan-

guage is the evolutionary property of man as a biological species: “Language is not a cul-

tural artifact that we learn the way we learn to tell time or how the federal government 

works. Instead, it is a distinct piece of the biological makeup of our brains” (Pinker 

1995: 18). In this case the issue of artificial origins of linguistic sign (the spoken word) is 

stricken from the agenda altogether. Indeed, it would hardly occur to anyone to speak of 

artificial origins of laughter, crying, or screams of pain, despite the fact that all of these 

can be considered as means of communication as they produce orientational influences. 

Here we are reminded of the inadequacy of the commonly accepted definition of the 

function of language as one of communication: “Language, in its developed literary and 

                                                
1 There is no direct correspondence between mind, consciousness as they are used in English and 

their Russian counterparts razum, soznanije. Depending on the context, soznanije may be 
translated either as mind or consciousness, and razum may be translated as mind or intelligence.   
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scientific functions, is an instrument of thought and of the communication of thought” 

(Malinowski 1927: 297). Such an understanding of the function of language prevails in 

contemporary linguistic literature (see Millikan 1984; Carruthers 1996; Van Valen and 

LaPolla 1997; Carruthers and Boucher 1998; Origgi and Sperber 2000 inter alia). Yet 

this definition does not cover all the essential properties of language. According to 

Zvegintsev,  

 

language is an activity that involves all the functions which make humans human. And lan-
guage is an activity that generates the means for its realization in concord with the diverse 
functions possessed by language. [...] To limit the study of language to the study of its use 
as a means of communication and thought is to deliberately narrow the scope of one’s re-
search and forsake cognizance of the true nature of language in its entirety.             

(Zvegintsev 1996: 50).  

Linguistic activity (languaging) constitutes only a subdomain of communicative inter-

actions which can be both of linguistic and non-linguistic nature. At the same time, by 

contrast with non-linguistic types of communication, the use of language (that is, oral 

speech) is always associated with intention as an act of volition or a desire to enter com-

munication. But still, all is not as simple as it may seem. 

On the one hand, laughter or the sound of crying does not differ in this respect from 

speech because a man by a similar act of volition (i.e., intentionally) may make himself 

cry or laugh even when he does not at all feel like crying or laughing, or he can restrain 

himself from a compelling desire to weep or roll with laughter. On the other hand, a triv-

ial case of linguistic activity is a “non-communicative” speech act when the addressee is 

either the speaker himself, or an animal without linguistic ability, or an object known to 

be inanimate, or there may be no addressee as such. The latter case is represented by 

situations when a man totally absorbed in some activity utters words, phrases, or whole 

sentences often without even being aware of them. The only thing which distinguishes 

the sounds produced by a human in such a case from non-linguistic sounds (sighs, 

groans, and the like) is the meaning associated with them and established as part of the 

language system, but they often do not have any identifiable communicative sense. If we, 
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however, remember that structuralists consider intentionality in the context of intended 

purposefulness as the property of a sign addressed to a receiver, then the question arises, 

“Who is the addressee here?” 

So, the notion of intentionality in linguistic semiotics is rather indeterminate and 

fuzzy. And if we relate the notion of intentionality directly with the semiotic process of 

sign generation, that is, with categorization of objects as meaningful entities interactions 

with which produce orientational influences on an organism by in-forming it in the world, 

then we are confronted by a necessity to consider intentionality as a biological cognitive 

function.  

Intentionality as a philosophical category has to do with the problem of relation of 

thought to the world by means of language (Fodor 1987; Carruthers 1996). In this con-

text, representations and intentionality are two sides of the same medal (see Fodor 

1998), but no one seems to know (at least, such is the impression) what the medal is 

made of. 

The dead end in which philosophical thought has found itself is the logical outcome of 

the attempts to solve the problem within the theoretical framework of formal verbal logic 

in the best Cartesian tradition, whereas everyone seems to understand that a thought and 

a linguistic expression used for this thought are not one and the same thing. Without go-

ing into the specifics of the philosophical discussion of intentionality as mental content, I 

will refer the reader to an authoritative source in regard to the place of logic in the solu-

tion of the problem of mental activity: 

Logic has frequently been defined as the science of the laws of thought. But this definition, 
although it gives a clue to the nature of logic, is not accurate. In the first place, thinking is 
one of the processes studied by the psychologists. Logic cannot be ‘the’ science of the laws 
of thought, because psychology is also a science which deals with laws of thought (among 
other things). And logic is not a branch of psychology; it is a separate and distinct field of 
study. 
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     In the second place, ... all reasoning is thinking, but not all thinking is reasoning. ... 
(Copi 1961: 3 ff.). 

 

Johnson-Laird’s (1983) doubts about the logical apparatus being part of the human 

cognitive mechanism seem more than justified, even for the reason that “we learn logic in 

learning language” (Quine 1970: 100), and not the other way around. 

So, whether we like it or not, only one solution to the problem of intentionality seems 

to be tangible, within the scientific (biological) paradigm, but of course on condition that 

intentionality is treated as a cognitive phenomenon of the living organism’s self-

regulation. By and large, the problem of intentionality cannot be separated from the 

problem of meaning; moreover, it is the key to understanding the genesis of meaning. For 

if we assume the causal nature of sign relations, we cannot but acknowledge that a causal 

relation itself (such as the relation between smoke and fire, for example) is already signi-

fication brought unto the world by a living (cognitive) system in its movement to in-

formation in this world through the mutual definition of its identity in the organism’s en-

vironment created by signification. 

 

6.2. Communication 

The essential feature of communication is that one organism produces an orientational 

influence on another organism as a result of which the behavioral response of the organ-

ism to be oriented (the description of his niche) is modified. It must be understood that 

this influence is orientational mostly because the first organism has an intention to modify 

the other organism’s behavior in a certain way — which, however, does not mean that 

the second organism’s behavior will necessarily be modified. But what is the source of 

this intention, and of what relevance can modification of the second organism’s behavior 

(that is, the modification of the description of the niche) be to the first organism? 

Evidently, the aim of such modification is to change the medium of the first organism 

(its domain of interactions) of which the second organism with its niche is a part. The 
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purpose of this change is to optimize the first organism’s interactions with the medium, 

i.e., in the long run, it is determined by the first existential priority of a living system, 

survival. “For the organism, the environment is a set of processes and components that 

have to be recognized and manipulated in order to be capable to survive and reproduce” 

(Moreno, Merelo, Etxeberria 1992: 66). 

Modification of the behavior of an organism to be oriented is possible under the fol-

lowing conditions: 

(i) a consensual domain of interactions both organisms share, 

(ii) the organism to be oriented (the observer) interacts with representations of de-

scriptions (behavioral patterns) of communicative interactions of the orienting 

organism (its communicative behavior) with representations of first-order de-

scriptions (non-communicative behavior), which presupposes 

(iii) an intentional act of bringing signification into the consensual domain of interac-

tions both on the part of the orienting organism and the organism to be oriented; 

it is this which enables self-regulation of an organism as a living system in-

forming in the environment and making it the world filled with signification. 

For example, organism A and organism B share a consensual domain of interactions. 

Organism A interacts with the medium, and its behavior which is an outcome of such in-

teractions is a description of these interactions (a description of the niche, or a first-order 

description). Interactions of organism A (which is an observer of its own interactions) 

with such descriptions result in specific states of neuronal activity or representations 

(second-order descriptions). Then, organism A enters the domain of non-physical interac-

tions with representations, and its behavior modified by these interactions to organism B 

will be a third-order description, that is, a description of interactions with representations 

(communicative behavior). 

Organism B’s observation of the third-order descriptions is none other than interac-

tions with environmental components which result in representations, but this time in or-
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ganism B’s nervous system. Organism B, in its turn, interacting with the medium not 

unlike it is done by organism A, may itself play the role of an observer of its own descrip-

tions. In such a case it finds itself in a situation when interactions with organism A’s 

third-order descriptions cause a representation in the mind of organism B whose configu-

ration more or less coincides with the configuration of a representations which already 

exists as a result of organism B’s interactions with its own descriptions. The resulting 

resonance effect activates the already existing representation interactions with which lead 

to a modification of organism B’s behavior, this modification having been initially caused 

by organism A’s interactions with its own representations. 

This is, basically, what communicative interaction is about, and as may be seen, its 

structure is rather simple. Yet one link in this structural chain remains a mystery — the 

driving force behind an organism’s interactions with representations of its own interac-

tions. What makes an organism enact such interactions? 

 

6.3. Reciprocal Causality 

The answer evidently lies in the understanding that representations as specific states of 

neuronal activity possess signification in the sense that they modify an organism’s behav-

ior bearing on interactions with another organism as a component of the world with 

which the first organism stands in a relation of reciprocal causality. Positing reciprocal 

causality as an ontological given allows us to speak of “various modes of self-

organization where the local [an organism] and the global [the world] are braided to-

gether” (Varela 1992: 6). 

The signification of reciprocal causality consists in that a change (as a result of inter-

actions) of one element in the relation effects a change in the other element, modifying 

the medium which, in turn, exerts a modifying influence on the organism, and so on in 

recursive order. And here again we are dealing with a circular organization: 

⇒   interactions with the medium are described by organism A’s behavior 
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⇒ organism A’s own observed behavior  is described by representations 

⇒   representations are described by organism A’s communicative behavior 

⇒  organism A’s communicative behavior observed by organism B activates represen-

tations in organism B which are descriptions of its own behavior analogous to organism 

A’s behavior 

⇒ organism B modifies its behavior as if it were interacting with the same medium 

and in the same manner as organism A; but because the domains of interactions of A and 

B do not coincide, the modified behavior of B cannot be a complete description of its 

domain of interactions, it will only describe the domain of communicative interactions 

changing, at the same time, the state of the world which in-forms organism A 

⇒  this change effects a modification of organism A’s behavior which is a description 

of its domain of interactions 

⇒ the circle closes. 

The modification of an organism’s behavior specified by the signification of represen-

tations is the biological foundation of intentionality as a property of a living system. 

Signification itself arises from the establishment of causal relations between an organ-

ism’s different interactions (including interactions with representations), that is, from ex-

perience. 

In particular, it means that there may be no intentionality in the absence of significa-

tion, and since signification is a function whose argument is experience, and the amount 

and content of experience display a direct temporal dependency, the following conclusion 

is in place: 
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Intentionality is the capacity of a living system to modify its state of 

reciprocal causality with the world on the basis of experience acquired with 

time for the purpose of sustaining the ecological system which enables 

reciprocal causality between the organism and the world 

 

In other words, intentionality is a cognitive function of an organism as it is understood 

in autopoiesis: 

the functions that are usually considered cognitive are the result of a specialised subsystem 
of the organism continuously reconstructing patterns that are functional or referentially 
correlated with certain changes occurring in the environment. This set of patterns (built up 
during the existence of each cognitive organism) makes up what we usually call informa-
tion.  

(Moreno, Merelo and Etxeberria 1992: 67). 

 

These continuously reconstructing patterns which correlate with changes in the envi-

ronment are those specific states of neuronal activity (representations) with which an or-

ganism interacts just because they correlate (are in a causal relation) with the changes in 

the environment; that is, they possess signification. This allows us to make a conclusion 

relevant not only to semiotic, but to the general theory of knowledge. 

 

7. Conclusion 

Representations as mental structures borne of experience (and for that reason 

functioning as a storage facility for knowledge) are sign entities whose biological 

function is that an organism, by interacting with them, adapts to the medium by 

managing information 

 

Thus we return again to the conceptual direction in the evolutionary history of semiot-

ics (see Clarke 1987) set by the ideas of mental states (Aristotle) or mental words (St. 

Augustine) which are natural signs (Ockham) or private notae (Hobbes), and to which 
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the notion of index as a type of sign (Peirce) stands in direct relation. This is just another 

proof of the truism that anything new is a thoroughly forgotten old. 

Besides, this conclusion undermines the whole palace of structuralism constructed 

around the concept of sign in general and linguistic sign in particular. For truly, if natural 

(spoken) language is treated as a kind of adaptive behavior of an organism (a description 

of an organism’s interactions with representations which are in a causal relation with the 

changes in the environment), then linguistic signs appear to be not signs of components 

of the medium (that is, physical entities or objects) but of representations which them-

selves are signs by definition. Consequently, language is a system constituted by signs of 

signs (cf. Peirce’s “a sign for a sign” principle). 

In turn, linguistic signs as a totality of environmental components constitutive of an 

organism’s particular behavior (communicative behavior) as a description of the niche of 

cognitive interactions are subject to change to the extent that the organism and the me-

dium are in a state of reciprocal causality. This explains, in particular, the historical 

change of language as its salient feature. In addition, since language is a specific medium 

(a subdomain of the cognitive domain of interactions), or a part of the world, and at the 

same time an activity of which this medium is the product, its state is determined, in quite 

a natural way, by the state (the sum total of specific features) of the world, which helps 

understand the developmental history of human languages and their diversity. 
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