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ESTIMATES AND ITERATION PROCEDURES FOR PROPER VALUES
OF ALMOST DECOMPOSABLE MATRICES

MirosLAv FIEDLER and ViasTiMiL PTAK, Praha
(Received October 11, 1963)

Introduction. In the authors’ paper [1] the following problem is considered: to
estimate the spectrum of a matrix of the type

(Al 1» A 1 2>

) A213 A22

where at least one of the matrices A,,, 45, is “small”, in terms of the spectra of 4,
and A,,. If the dimension of 4,, is 1 and the distance between A4, and the spectrum
of A4,, is sufficiently large, an estimate has been obtained which contains as special
cases the results of GERSHGORIN, OSTROWSKI, BRAUER and others.

In the present paper we improve further the estimate of 1] and we describe three
iteration procedures which converge to the proper value near A,;. The estimates for
the initial value in these procedures yield the generalizations mentioned. The results
are formulated in one theorem the proof of which forms the contents of the present
remark.

Definitions and notation. Let Y be a finite-dimensional complex vector space. The
elements of Y wiil be considered as row-vectors x = (xl, .++s X,) 50 that the column-
vector with the same coordinates will be denoted by x’. The column vectors will be
considered as elements of the adjoint space Y’ so that the scalar product of an x€ Y
and a y' €Y’ is the same as the ordinary matrix product xy’ = Y x;y;. Let g be
a norm on the space Y. The adjoint norm g’ on Y’ is defined in the usual manner as

g'(y") = sup |yy| for g(y)=1.
Since we are dealing with a fixed coordinate system in Y, we shall not distinguish

between a matrix and the linear operator defined by it. The operator norm cor-
responding to g is defined by the formula

g(B) = sup g(yB) for g(y)=1.
We shall also need the function § defined by

4(B) = inf g(yB) for g(y) = 1
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Note that g(B) = 0 if B is singular and ¢(B) = (g(B™"))! if B™! exists. We shall
frequently use the inequality ' ‘

g(4 — B) = g(4) — g(B)
the proof of which is obvious.

If A is a matrix and ¢ a complex number, we shall write simply 4 — ¢ for 4 — tE
where E is the unit matrix. In statements about the spectrum of a matrix the following
abbreviation will be useful: if z, is a complex number and ¢ > 0 then K(z,; ¢) will
be the disk of all complex numbers z such that |z - 20[ < ¢. The open disk with the
same center and radius is the set of all z such that |z — z,| < ¢ and will be denoted
by K%z,; ). Note that the inclusion K(zy; ;) @ K(z,;0,) is equivalent with
|zl - 22[ <0, — 0, If |zi — zz| < @1 — @,. the disk K(z,; g,) is contained in the
interior of K(z,; 04). i

Let M be the set of all realvalued lebesgue measurable functions defined on the
domain

Q={,8,65 820,520,820 and /& + /& < /&),

If x = (&, &, &) and y = (14, #12, #13) both belong to this domain, we shall write
x=Zyif & £y, & < 1, and &3 = 5. Let M™ be the subset of M consisting of all
f€ M such that x; < x, implies f(x;) < f(x,). The set M~ is defined as —M ™.
To simplify some expressions which will occur in the main text, let us introduce
some abbreviations.
For x = (&, &, &), let

S5,(x) =&+ &+ &,
Sz(x) =& — &+ &5,
S3(x) = ‘_61 - 52 + 63 s

W(x) = (& + & + & — 268, — 25,&, — 28,8,)*,
_ S i(x) - W(x) i =

L= = S{x) + W(x)_’ 1,23,
A4

W Eer

RO — i) L) (L) _
R = Wix) —2 - s ~ L) GO k=01,2...,
Ly(x) (Ls(x))*

(2)(x) = W(x ’
R = W) T S (Lo
1

509 (00",

R(x) = 3(S2(%) + W(x)) .

RO(x) =
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(1,1) The functions S;, W, L,, Q, R\, R all belong to M. Moreover, for x € Q we
have W(x) > 0, R(x) > R{Y(x), L{x) < | and lim R{"(x) = 0.
k

Proof. It suffices to prove the statement about W. This, however, follows
immediately from the relation

E 4+ &+ & =288, — 28,8 — 258 = (& - V& - V).
-(\/Es—\/51+\/fz)(\/23+ €1~\/Ez)(\/53+ 51+\/Ez)>0~.

(1,2) If xe Q, put
(D(x) = < €185 -, 51&2_’ £y — fz)
GL-& G- &
where &, &,, €5 are the coordinates of x. The mapping @ is a mapping of @ into Q -
and preserves the order <.
Further, W(®(x)) = W(x), Sy(®(x)) = Si(x), Ly(P(x)) = Ly(x), R{(P(x)) =
= RP(x) for k = 1,2, ....

Proof. Denote for a moment by g, 65, 05 the coordinates of &(x). Since x € Q,
&3 > &, so that 64, 6,, g5 exist and are nonnegative. Further,

J53=J§%3—52>J £18s +\/ &, = Jo, + 5,
. 53 - éz 63 - 52

since

& - &= (e - VB VE + V&) > VE VE + V&) = VaE + Jad .

Thus, @(x) € Q. Since

S 1 S 41

& — & & — &

o3 =83 — &,

@ preserves the order <.

Further, it is easily seen that S,(0y, 65, 03) = S3(&;, &, &;). It follows that

W(Gl’ G2, ‘73) = \/S%(Gl’ O3, 0'3) — 40,05 = \/Sg(fb &2, 53) — 488, =

= W(éb €29 63) .
The rest is obvious.

(1,3) Let x€Q, x = (&, 52,‘53). Suppose that the numbers X,, X4, ..., X, and

the nonnegative numbers Y,, Yy, .... Yy satisfy the inequalities
(1) X();é3s Yoééls
Y. . .
X;2 X0 - Yoy, YViS&6EG 0, j=12.,k:

Xj-1X;
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Then
X,z X%x), ¥, £ Y{Ox) for j=0,1,2,...,k,

where
x3) = s + wee) L
o() _ 1 X X Ly(x) (1 = Ly(x))? )V =
Yi(x) = 3 (Sy(x) + W(x)) (1 — L) (L)) — L)L)y (La(x)y
L) (Ly(x))’

U B LG e (- O GEr)

form the (unique) solution of the system (1) with inequalities replaced by equalities.

Proof. Let us show first that the numbers X9 and Y} satisfy the system of equations
(1). Indeed. :

1 - L,L
X5 =3S, + W) T 21 = 3(S1 + S)) = &
L,
and ) :
Ly(1 — Ly)?
Y =4S, + W 2 L =¢,.
0 = (51 )(1 —L)(1 - L,L,)
Further
N j+1
X9 =48, + W)l__flé;_=
1 — LI
— i - 2 pi-1 :
=3(S; + W)( ! Lzl.‘_ll _ L A_IL‘) L ):Xj.’l - Y,
. 1 — LI (1 = L,ITY (1 = LyI)
Ly(1 — L,)? ;
Y =4S, + W 2\ v =
;=S ) (1 — LE) (1 — L)
_ (57— W?) S+ W) Ly(1 - L))’ ot

WSy + W) 1 — LIy 1~ LI (1 — LY (1 — L)
1 — L™ 1 - LI

0
= 5253 "——““Yj—l
0 o

CX7 X7

The proof of our lemma will be complete if we show that any solution X, Y; of the
system of inequalities satisfies

X;2X)} and Y, Y]

This can be easily done by induction.
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(1,4) The following inclusions hold:

XeM™, Y)eM” for j=0,1,2,...; Re M™; R e M" for p=1,2,3 and

j=0,12,...
Proof. Let x, ye Q and x < y. Clearly

X(o)(x) =32 = Xg()’) and Yé’(x) =& == Yg()’) .

Suppose the monotonicity of both X ‘} and Y}’ has already been proved up to some k.

We have
Xia(x) = Xix) = Y(x) = X2(0) — ¥(y) = Xia(9)

by induction hypothesis.
In order to show Y, (x) £ Y4 (»), let us prove first the inequality

N3 4
e Moy b
X(y) ~ XAx)
Indeed,
k-1 k-1
X,?(y) =1n; — .ZOY}Q(y) = - .ZOY})(x)
j= i=
and

k-1
Xx) = & = 3 Y99
i=o
Since 173 < &;, we have thus
N3 N3 5 _ &

2 o1 = k-1 T Yo%)
X2(») s _;Oyj‘?(x) &, —EOYJ?(x) Xi(x)

2

Using the inequality (2) together with X}, ,(x) 2 X0,,(y), & <, and Y(x) <

< Y2(y) it follows that

Yir1 (x) = Xo(x) Xgea(x) — X0(0) X0+ 1(%) ~ X200) X241(»)

which completes the induction.
To show that R € M~ it is sufficient to observe that

a—R=—-S1—W<O,
o0&, 2w
@B__ _‘.92+W 0
oE, 2w ’
a—R-= §3~i~VY>O.
0k, 2W -

fzstJ? (x) < fz'layko (x) < 772"3YI? ()’) - Y,? . (y)
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Let us show now that R{¥ € M*. Indeed,

RO = §<s3Q> (¥ 1)

and both
4¢,¢, 48.¢,
So= b 4o 4G
e P AT

are evidently members of M*.
To prove the monotonicity of the R{", we observe first that, for k = 0,1, 2, ...

Y(x) = RO(x) = Ry (x).
This can be easily verified.

k+p—-1
Hence R{(x) = Y Y7(x) + R (x). Evidently the series ) Y}(x) is absolutely
-
convergent for x € Q and R{"(x) converges to zero for x € Q. It follows that R{"(x) =
= Y ¥?(x). Since Y? € M* we have R{ e M* as well.
i=k

The monotonicity of the R{> follows from the relation R{*(x) = R{"(#(x)) using
the inclusion R{" € M* and the fact that @ is order preserving.

The starting point of the further investigations is the following simple observation
which we formulate as a lemma..

(1,5) Let A be a matrix of thefofm

: a a
A =( ’11’ ! ))
az, A,

the blocks being of dimensions 1 and n. Suppose that A is not a proper value of A,,.
Then ' '
det(4 — 2) = (ag; — 4 — ay(4z; — A7 aj)det (4, — A)

so that A is a proper value of A if and only if
ayy — A =ay(Az; — )" 'aj.

Proof. An immediate consequence of the relation

=D =t ()™

agy — 4= ax(Azz - /1)“1 ay, ‘11(/422 - /1)_1
0 , E )

Now we are able to formulate the main result.
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(2,1) Theorem. Let A be a matrix of the form

a,s, a
a-(en),
az, A,

the blocks being of dimensions 1 and n. Suppose that B = A,, — ay, is nonsingular
and that we have three numbers a4, 05, a3 which satisfy the inequalities
(3) |ayB™ ay| < oy,
g(a1) 9'(a3)/d(B) £ o,
ﬁ(B) 2 o3 .

Suppose that the condition

(4) S + Vo, <o
is fulfilled. Let us denote by a the vector (0, &5, a3) so that a € Q. Then thefollowing

statements hold:

1° The open disk U* = K%ay,; 1), r = R(a) contains exactly one proper value
of A; this will be denoted by x.
2° The following three iteration procedures are meaningful and convergent to x:

(Pl) Xo = Q115 Xg41 = Qqg — al(A22 - xk)_l ay, limx, = x;
a;B 'a ‘ '
(PZ) Yo = Q115 Vi+1 = 013 — ! 2_1 T limy, = x;
1+ ay(Az2 — yi)~" B a}
(P3) By, = B, ¢, = Bj'a},
Biewy = By + ciay + asci, Creq = —arcBilich,

k-1
limz, = x where z;, = a;; — Y ac.
y=0

Further, we have the following three sequences of inclusions

() U* o K(xo; 1) 2 K(x;; 1) > ...,
U* = K(yor 1) = K(yi: 1) = ...,

U* o K(zy; 7¥) o K(z3; ) o,

where ri? = R{P(a), the point x being the only point of intersection of each of these

sequences.

3° Suppose that we replace the estimates (3) by less favourable ones, which again
satisfy condition (4). More precisely, take another vector a’ € Q, a’ = a. Of course,
all three processes remain unchanged; the estimates (5) will be, however, less
Javourable: the domain U* shrinks and all the radii ¥ increase.
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(2,2) Corollary. Let A be a matrix of the form

a a
A = fl’ ! >’
az A

the dimensions of the blocks being 1 and n. Suppose that B = A,, — a,, is non-
singular. Let By, B, and y'be real numbers such that

g(a,) S By, g'(a)) £ B, §g(B)zvy>0.

Suppose that y* > 4BB,. Under these conditions the disk

K(a“;%(y - \/Yz - 4ﬁlﬁz))
contains exactly one proper value of A.

Proof. We intend to prove the theorem and the corollary simultaneously. The
proof will be divided into several sections.

1. Let us show first that the corollary is a consequence of statement 2° (P1) of the
theorem. To see that, let us estimate first the product a;B™'a}. We have

lalB—Ia'zl < QL(M@ < BiB2 ]
gB) v
It follows that we may take

_bibs
?

oy = 0y and o3 =7y

in the theorem and the three required inequalities are satisfied. The condition

\/“_1+\/?2<\/&; becomes 2«/&% <\/§

which is, however, only another form of y? > 48,8,. The assumptions of the theorem
are thus seen to be satisfied. According to 2° (P1) and (5) of the theorem the disk
K(a,y; rﬁ”) contains exactly one proper value of 4. An casy computation yields

0 =Yy = VP = aiB).
.2, Put. , ‘
[a,B‘la'Zl =& g(al) g’(a’z)/é(B) =&, ﬁ(B) = &3.

Tt fbllo’ws;that the vector e = (g, €,, &;) belongs to Q and e < a.

'Furthér, we shall use the following abbreviation: If ¢ is a complex number, we
shall write h(f) for §(B — t). For h(f) > 0 let us introduce the function f(f) =
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= —ay(B — 1)™" a; so that |f (0)] = &,. We shall need the following simple relation
for f

(6 ft) = f(t) = (1, — 1)) ay(B — 1,)" 1 (B — 1) a}.
To describe the process (P1), put u, = x, — ay, so that it reduces to
Ug =0, thyy =f(u).

Further, put p, = U4y — 4y so that p, = u; = f(uo) = £(0). We have h(uysy) =
=g(B—u,—p)z 9B - u) — |p] whence

(7) h(“k+ 1) = h(uk) - kal .

We intend to show now that the process is meaningful. To see that, we shall prove
by induction the following statement: :

h(u;) 2 h(uj-,) — ’Pj-1l (l=sjs k) >

Se {2l £ |pj-] h—(u-_%—;i}@ 1g2jgk),
h(u;) = |p}| >0 0=<j<k).

Clearly h(uo) = h(0) = &; > &, = |f(0)] = |po|]- Assume now S, and let us prove
S+ 1- The inequality (7) shows that

h(uk+ 1) = h(uk) = kal >0
so that f(u;4,) is defined. We have by (6)
Pr+1 =f(“k+1) "'f(uk) = “Pkax(B - ukﬂ)”1 (B - “k)_l ay.

whence
< L)@ _ g Ind
|Pisy] = lPk' Wt 1) Huy) h(0) Mt s1) h(uy)

According to lemma (1,3) with X; = h(u;) and ¥; = |p,|, we have
h(“k+1) - ,Pk+1l 2 Xpii(e) — Yiiale)

and it is easy to verify that X2, (e} — Yrs(e) > 0. Hence Sy is proved. It follows

from (1,3) that
1~ 239"

(8) h(uk) 2 Xg(e) = %(s(l) + WO)W ,
< POy 10 4 O 30 - o
[pa] = Y2() = 3(s2 + »°) =TT 20 (19,

where 1¢ = Li(e)s 5P = Si(e), w = W(e). -
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It follows from the second of the relations (8) that the series Z p; converges
k..

absolutely; put x = a, + Z p;- Since u, = Y p;, the sequence uk converges (its
i=0

limit is X — ay,). For the' same reason, B — u, converges to the matrix A,, — x.

Now, §(B ~ u) = h(u,) = 3(s7 + w°) > 0, so that the matrix 4,, — x is non-
singular. Since u, 44 = f(w)andlimu, = x — a,y, wehavex — a;;, = f(x — ayy) =
= —ay(Az, — x)~! a} so that x is a proper value of 4 according to lemma (1,5).
The right hand side in the second relation (8) may be written as

O\k O\k+1
©) wrs ty ) )= e - ity

T- 500 1 - )

where

0 B
Hence we have the estimate
(10) Z Ipil < @i

Since x, = @44 + u;, we have x — x, = Zp,—, whence by (10) |x, — x| < of”
) “

Further, it follows from (9) that

ka - xk+l| = l“k - uk+1! = lPkI = Qt((l) - Q£1+)1
so that K(x;; 0f")  K(xg+1; 0f%;)- The convergence of the first process is thus
established.
3. Let us show now that the open disk K%a,,; 5(s5+ w°)) contains exactly one
proper value of 4, namely x. We show first that 4,, — z is nonsingular whenever
|z = ay4] < 4§(B). Indeed,

9422 = 2) = §(B — (2 — an)) Z 4(B) — |z — a1y

1t follows from lemma (1,5) that each proper value z of A in the open disk [z — a,,] <

< ¢(B) fulfills z — ay; = f(z — ay,). Suppose now that z is a proper value of 4
in K%ayy;3(s3 + w°)). Wehave [z — ayy| < 3(s3 + w®) = &5 — 3(s} — w®) <&, <
< g(B) so that z — ayy = f(z — ay,). It follows from (6) that

|Z"‘|=|(Z“an)‘("—“u)l=

ST R

We shall show now that
g(ay) g'(ar)
h(z — ay,) h(x — ayy)

<1.
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First of all, x — a;; = lim u, so that h(x — au) = lim h(u,) = ‘(31 + w°). Further,
z€K%ayy; 5(s3 + w°)) whence |z — ay,| < 3(s3 + w°) and

Wz — ag,) Z h0) — |z — ayy| > h(0) ~ 3(s3 + w°) = (7 — w°).
It follows that

g(ay) g'(a}) - &, (0) &, €5 {

Wz — an) Wx —az) 563+ w0) 368 - w%) K% + ) K — w)

so that |z — x| has to be zero. It follows that x is the only proper value of A contained
in K%ay; 5(s§ + w°)). Since of" = 3(s3 — w°) < 4(s3 + w°), we have

K(xo; 05”) = K%ayy; 3(s3 + w°)).

4. To see that x is a simple proper value of A let us compute the derivative of the
characteristic polynomial P(%) at the point x. Since §(4,, — ) = §(B — (1 — ayy))=
= §(B) = |4 — ay,|, the matrix 4,, — 1 is nonsingular for |2 — ayy| < §(B). By
lemma (1,5) we have

P(2) = (f(4 = ayn) — (4 = a,1)) Q(4),

where Q(4) = det (4,, — 2) is different from zero in the whole domain |4 — ay,| <
< ¢(B). Since

f(x ~ a, ) — hmf( k+1) f(uk) = lim Pett Pr+1 ‘
Uppy — Uy LI /7
we have according to a preceding estimate
lpk+l| < €283 < €283 - ’1(1) <1.

o~ A ) — G5 + w0
It follows that f'(x — a1,) — 1 % 050 that P'(x) + 0 and the proper value x is thus
seen to be simple.

5. Replace now the vector e by a. It follows from lemma (1,4) that r = R(a) <
< R(e) = 3(s3 + w°) and from (1,1) that R(a) > R§"(a). Hence U* = K%ay ;1) o
o K(ayy; ry?). To prove the inclusions K(x. ri") o K(x;4; 75¥) it suffices to

shiow that

(1) (1)
|xk - xk+1’ Sl - i

This follows, however, from the fact that
i = el S 6 = o1 = REE) ~ REA()
= Y(e) £ Y(a) = RM(a) — R(Iﬁl(a) =V —

according to lemma (1,4). The statement 3° concerning the monotonicity of the radii
follows from lemma (1,4) as well.
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6. Let us turn now to the second process. For ¢ such that h(f) = (B — 1) > o,
let
() = a;B™'a,
1+ a,(B— 1)t B!

Indeed, if h(f) > a,, we have
l < 9(01) g (az) %2

W) (0)  H(p)

so that m(r) exists. Let us prove first an estimate for m(r). Clearly

|ay(B - 1)~ B~'a

] 5 —— et )
p_da)gl@s) | m k) -
h(1) h(0) h(1)

An easy computation yields

(a;B™*ay)(ay(B — t,)™" (B — 1) B™'a})
(1 + ay(B—1t)"'B™'ay)(1 + ay(B — 1,)"' B™*a})

m(ty) — m(ty) = (t, — t1)

whence

(11) [m(t,) — m(t,)] <
< - tlg{al /<1 h(ﬁ))} {W“(“’3“1((23,,1([2({‘) W] }

=l = T ) )

To describe the process (P2), let us put v, = x{® — ay, so that the process reduces
to vy = 0, 41 = m(v). Put g, = 41 — U Since B — v4y = B — v, — gy, We
have h(vg41) 2 h(v) — |gi]- Put I, = h(v;) — ;. We intend to show now that the
second process is meaningful. To see that, we shall prove by induction the following

statement Sj:

Lz oy = laa] =120k,
S ltb'l = [qf‘lf lala; (i=1,2..k),
j—1
L—lal>0  (=01L..8.
Clearly
lo=h(0)—(x2ga3—a2>;g_%_glqol
3 T %2
since

“3““z=(\/;;—\/£)(\/0_‘;+\/Z)>\/&I\/&;~
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Assume now that S;, is fulfilled. We have I, > |g,] 2 0 whence h(v,) > «,. It follows
that m(v,) = v, is defined. Since
lk+1 = h(Uk+1) - U, = h(Uk -+ qk) — 0y ; h(vk) - qul — Uy = Ik - |qk| > 0,
m(vy+ ) is also defined. We have by (11)
e

14k+1| = !Uk+2 - Uk+1’ = |m(vk+1) - m(vk)l = lq"‘ =
lelis 1
According to lemma (1,3) we have li4q — |gx+q] > O so that Si,, is fulfilled. It
follows, again from lemma (1,3) and from lemma (1,2) that

l“lllk+1
12 e 23 (s5 +w) —22
(12 23+ T
|‘1k‘ %83 + w) 21 = 2)” =

(1 = 2,25 (1 — 2,257
M

= w(l —
( (1 — A AE) (1 = 2,25+ Yy

The second of the inequalities (12) shows that the series ) g, is absolutely convergent
K=o
so that the sequence v, = go + q; + ... + ¢, has a limit v. Since h(v) — a, =
= lim h(v)) — o = 3(s3 + w) > 0, m(v) exists and fulfills the relation v = m(v).
Hence
o1 +a,(B—v)"* B 'a,) =a;B"'a
so that
v—a;B'ay = —a,[(B—v)"! — B ']a;
and
v=-a,(B-v)"'a

It follows from lemma (1,5) that v + a,, is a proper value of 4. Put

k
2) _ AaA3

O NY.
g 1 — 2,4

so that the right hand side in the second inequality (12) may be written as r{¥ — r{2 .
It follows that
K(au T U T (2)) = K(a“ + Ugsy; "k+1)

Besides, we know from the study of the process (P1) that
U* o K(ay ;1Y) = K(ay; + vg; rd) .

This shows that v = x — ay; and concludes the proof of the statement about the
second process.
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7. Let us take up now the third process If ¢, = 0, the process is trivially meaningful

since By = Bfork =0,1,2,...and ¢; = Ofork = 1,2, 3, .... Assume now a, + 0.
Let us show by induction that, for k = 1,2, 3, ...

’ [Tox; 1 N Kot
(13 S s LS g
. k g(al) 2k+1 9
: — S
(19) . he = ¢(B,) = 2k3_ -

Let us introduce the following abbreviation: w, = a,c;. First, let k = 1. Let us
note that

1

glay)

hy, = Q(Bx) 2 g(B) - 9(0601) - ‘(”0‘; %3 — &y — % = S3.
Thus (14) is true for k = 1.
Since

|wo| < @y, g(co) <

Gz 9(06‘11) < a

and

oAt ’ -1 oo Saq
g'(c)) = g(—weBi'cp) £ ——+2- = 2,
. glai)ss  4g(as)
(13)is true for k = 1 as well.

Suppose now that (13) and (14) are satisfied for k. To prove (14) for k + 1, note
first that || < g(ay) ¢’(c;) whence .

hivy 2 by — Q'(Cl,c) g(ax) - |wkl = hy — 29(91) g'(cllc) =

> 53 83 ak-r 5 83
- 2k-1 2k - 2k
Further )
o w.| g'(cr 1 oy
o(crr) < ‘—hL’L(-—) < gla) (¢ 5
k+1 k+1

2k 1, 1 a1 1
£ —glay) ——=s = — 853 ——
T s ola) g(a,) 2 g2 ! g(ay) ok

and the induction is complete. The series Y w; is clearly absolutely convergent. For
© i=0

the remainder Y |o;| the following estimate may be obtained from (14) for k = 1

j=k ‘

«© o

i S3 2i-1 gk~ 1 1. _ S3 k-1
1= e < s i = .
i;k‘mjl _.iz=k 2+t 1 =1 3.iz‘k 2/ gk 1
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k- 1
Let us recall that we have denoted a,, — Z ; by z;. It remains to prove that

j=0
k-1 ©
limz, = lim(a;; — Y ;) = ay, ~Y o, =x.
k k j=0 =0

This will be done by means of corollary (2,2) applied to the sequence of matrices A4,

defined as follows
Ao=A,Ak=( o . >
— Wp—1Ck-1, By + z,

All these matrices are similar transforms of A4: it is easy to see that T, 4, T, * = 4,.,

with
n.=("°).
¢ E

Let us now apply corollary (2,2) to the matrix 4,. Put f; = g(a,). It follows from
(13) that

1 82 k-1
g(oy—1c-1) = gla (eh-1))? £ ——=2¢*
(@04 1k-1) = g(as) (9'(ck-1)) o) 22k¢1

which will be denoted by f,. If y = 55/2*™*, we have by (14) §(B,) = y. It is easy to
see that > > 4,8, so that corollary (2,2) may be applied. It follows that the disk

Bk = K(Zk; %{}’ - \/72 - 4ﬂ1ﬂ2))

contains exactly one proper value of 'Ak and hence exactly one proper value of 4.
The radius of D, is easily found to be equal

1 =1
5;s,_.,(1 -J1=¢").

Let us consider further the disks !
Dk = K(Zk; T,‘,S))

where 7> = (s3/2%) ¢**"" so that D, = D,, the center being the same. Let us show
now that D; < K(a,;; R’) for some R’ which is smaller than the radius of U* so
that D, will be contained wholly in the interior of U*. To- this end it will suffice to
show that

Iau —(ay, — wo)l SR -

for some R’ < r. Let us show that R" = s, will do. Indeed,

‘W_Z‘ _ 2(11(51 - 2a2) + W2 _

wtoo <o+
2s, 2854

_ 2048 + WP 2040, 5,8y 543

2s4 s3 o 28 85
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Let us show further that D; o D, o .... The distance of the centers of D, and Dy+1
being l“’kl it suffices to show that

o 5 527 %7 (2= g™ = D o

K
We are going to prove now that the point a;; — Y. a,c} belongs to each D,. This
is an immediate consequence of the estimate j=0

Since D, = D, have the same center and the radii of D, converge to zero the point

o

ayy — y, w; is the intersection of both sequences D, and D,. Since Bk c D <
i=0

< D, < U*, we have Bk < U* for all k. Now U* contains exactly one proper value

of A, and so does D,. It follows that x belongs to each D, so that x = a,, — Y w;.
j=0

The proof is complete.
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Pesome

OLEHKHM U MTEPAIITMOHHBLIE ITPOLIECCHI AJ1 COBCTBEHHBIX
3HAYEHUU [MOUYTU PAIJIOXKUMBIX MATPUILL

Mupocnas @uep 1 Brnacrumun Ilrax (Miroslav Fiedler a Vlastimil Ptak), Ilpara

IIycre nana xieToYHAS MaTpULa

A= (‘111’ a; )
alZs A22

¢ pasmeprocTsamu kKietok 1 w n. Ecnu XoTs OBl OJJuH M3 BEKTOPOB d,, dj ,,Max®,
MOXHO OXHAATh, YT0 Matpuua A Gymer o6nagaTh COOCTBEHHBIM 3HaYeHNEM, OJIu3-
KM K dq. [IpHBOJUTCS KPYT C LUEHTPOM dyy, B KOTOPOM JIEKAT B TOYHOCTH OJHO
cobcTBeHHOe 3HauYeHue MaTpunsl A. Pajmyc Kpyra 3aBHCHT OT OUEHOK JJiS HOPM
BEKTOPOB d, ¥ a5 ¥ MEPHI HEBBIPOXKAEHHOCTH MATPHIH A,, — a,,. Tounas popmymm-
pOBKa pe3ylbTaTa COACPKUTCA B TEOpEMe (2,1).
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