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ESTIMATES FOR ABSOLUTE VALUES OF MATRIX FUNCTIONS*

MICHAEL I. GIL’ f

Abstract. Sharp estimates for the absolute values of entries of matrix valued functions of finite
and infinite matrices are derived. These estimates give us bounds for various norms of matrix valued
functions. Applications of the obtained estimates to differential equations are also discussed.
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1. Introduction and statement of the main result. In the book [5], I.M.
Gel'fand and G.E. Shilov have established an estimate for the norm of a regular
matrix valued function in connection with their investigations of partial differential
equations. However that estimate is not sharp, it is not attained for any matrix.
The problem of obtaining a precise estimate for the norm of a matrix function has
been repeatedly discussed in the literature, cf. [1]. In the paper [6] (see also [7]) the
author has derived a precise estimate for the Euclidean norm which is attained in
the case of normal matrices. But that estimate requires bounds for the eigenvalues.
In this paper we derive sharp estimates for the absolute values of entries of a matrix
valued function. They are attained in the case of diagonal matrices. Besides, bounds
for the eigenvalues are not required. These estimates give us bounds for various
norms of matrix valued functions. Our results supplement the very interesting recent
investigations of matrix valued functions [3, 4, 9, 11].

A few words about the contents. The paper consists of 4 sections. In this section
we consider finite matrices and formulate the main result of the paper-Theorem 1.1. It
is proved in Section 2. Section 3 deals with applications of Theorem 1.1 to differential
equations. In Section 4 we generalize Theorem 1.1 to some classes of infinite matrices.

Let C™ be a complex Euclidean space with the scalar product (.,.) and the unit
matrix I. Let 0(A) be the spectrum of a linear operator (a matrix) A and

R.(A)=(A=z)7" (z ¢ o(4))

the resolvent of A. For a scalar valued function f(A) holomorphic on the spectrum of
A, the matrix valued function f(A) is defined by

1
£ = =5 [ FO)RA ()N (11)
™ Jr
where T is a closed contour surrounding o(A).
Furthermore, let {e;}7_, be a fixed orthonormal basis in a complex Euclidean
space C", and aji (j,k = 1,...,n) the entries of a matrix A in this basis. We put
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|A| = (lajk|)7,=;, ie. [A] is the matrix whose entries are absolute values of A in
=

{ex}}_;. The same sense has the symbol |h| for a vector h. We write C > 0 if all the
entries of a matrix C' in basis {ej} are nonnegative. If C' and B are two real matrices,
then we write C > Bif C — B > 0.

Clearly, A= D+V where D = diag [a11, ..., Gnn] 18 the diagonal and V := A— D
is the off diagonal parts of A, respectively. That is, the entries v;; of V are v, = a;i,
(j # k) and v;; = 0 (j,k = 1,...,n). Denote by r;(C) the spectral radius of an
operator C. Clearly,

rs(D) = max |ajj|.
j=1,....,n

Thanks to the well known inequality for the spectral radius [8, Section 16.5], [10], we
have r5(A) < 74 where

TA = maxn2|ajk|. (1.2)

Denote by co(D) the closed convex hull of the diagonal entries ai1, ..., @nn. Now we
are in a position to formulate our main result.

THEOREM 1.1. Let V' be the off-diagonal part of an n x n-matriz A. Let f(\) be
holomorphic on a neighborhood of the circle Q(A) == {z € C: |z| < 74}. Then with
the motation

*) (5
vk(A) ;== sup w (k=0,1,2,...), (1.3)

zeco (D) K!

the inequality
FA)] <)l VIF (1.4)
k=0

holds, provided the series in (1.4) converges.
This theorem is proved in the next section.
Note that according to (1.2), we have the inequality

n

rs(|V]) < joax > Jajul-

seens ke T hetj

A norm ||.|| in C™ is said to be ideal, if for all h,g € C™ we have ||| < |||h||| and
12l < llgll, provided |h| < |g|. ;From Theorem 1.1 it directly follows

COROLLARY 1.2. Let f(A) be holomorphic on a neighborhood of Q(A). Let |.|
be an arbitrary ideal norm in C™. Then

LFCA <D wllvIFL (1.5)
k=0

provided the series in (1.5) converges.



Electronic Journal of Linear Algebra ISSN 1081-3810

A publication of the International Linear Algebra Society
Volume 16, pp. 444-450, December 2007

446 M.I. Gil’

2. Proof of Theorem 1.1. By the equality A =D 4+ V we get
Ry(A)=(A—-IN)"'=(D+V -A)"' = +R\(D)V) 'R\(D) =

RA(A) = ) (RA(D)V)*(=1)*Rx(D),
k=0

provided the spectral radius 79(A\) of Rx(D)V is less than one. The entries of this
matrix are
ajk
Aj— A

(Nj = ajj, A # ajj, jF#k)

and the diagonal entries are zero. Thanks to the above mentioned inequality for the
spectral radius from [8], [10], we have

n

ro(A) < max Lﬂ/\.
ey 1903 = Al
So the inequality
n
A > 74 = mjaxz lajkl,
k=1
implies that r9(A\) < 1 and the series
oo
D (BA(D)V)F(=1)
k=0
converges. Thus
1 (o]
A= —— A A)d) = =7 2.1
P =g [ SOBAR =3 G =Takaez 0, 2D
where
1
Cp = (_1)k+1f/ FO)(BA(D)V)* Ry (D)d. (2.2)
21 [A|=r

Since D is a diagonal matrix with respect to basis {ey}, we can write out

Rx(D) = /\,_j/\’
j=1""7

where Qj, = (., ex)ex. We thus have

Crh=> QuV Y QuV.VY Qljjajuir

Jji=1 j2=1 Jr=1
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Here

IJI...jk+1 - 277” ‘/|)‘T (/\jl — /\) R ()\jk+1 - A) .

Lemma 1.5.1 from [7] gives us the inequalities

Ly g | < e (J1sJ2, s Jerr = 1,00, m).

Hence, by (2.2)

Chl < > QiulVIY . QulVI. VI Y Q.

ji=1 jo=1 Jr=1
But
n n n
D QuIVIY QulvI VY Q= VI
Jji=1 J2=1 Je=1
Thus
Cr < V.
Now (2.1) implies
oo [ee]
P <D NG <Y wlVF
k=0 k=0

As claimed. O

3. Examples and applications of Theorem 1.1.
EXAMPLE 3.1. Let f(A) =A™ (m=1,2,...). Then

| |
m: )\mfk m mfk(D).

f(k)(A):m ﬁk:m%

So

A7) <30 T DV = (D) + V)™
k=0

This inequality can be directly obtained from the equality A = D + V. It only
illustrates Theorem 1.1.
EXAMPLE 3.2. Let f(A) =eAt (t >0). Then

tk
f(k) (}\) _ tke)\t; Y = Eea(D)t
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where (D) = maziRe ayg. So

Sy
At < ga(D)t Z %WVC — (DIHIVDE (4 > ),
k=0

EXAMPLE 3.3. Let f(A) = sin (At
FEP Q) = 2% (=1)*sin

(At
Let the diagonal D be real, then v, <
|sin (At)] i l Fv|k =etlVl,

Pt k!

Consider the second order nonlinear differential equation

T2+ A%(1) = F(a(t)) (1> 0) (3.1)
dil(f) = 2(0) =0 (3.2)

where A is a real matrix, F' : R” — R" is a continuous function, satisfying
[E(M)I <v+qllb]l (v,q = cons; h € C") (3.3)

with some ideal norm. Problem (3.1), (3.2) is equivalent to the following equation:
¢
() = / sin A(t — 5)F(a(s))ds.
0
So
¢
le@)] < /0 lsin A(t = s)[l(gllz(s)]| + v)ds

with an arbitrary ideal norm. Put y(¢t) = ||z(¢)||. Then by Example 3.3,

mw<vﬂw+q/lﬂW“8@@mS

0

where

£(t) = /Otenvnsds,

Hence taking into account that f monotonically increases, we get by the Gronwall
inequality,

y(t) < vf(t)exp [qf (t)].

Such estimates are important, in particular, in the theory of oscillations, cf. [1].
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4. Infinite matrices. Let [P (p > 1) be a complex Banach space of sequences
z = {z} € C}2, with the norm

(o)
lzll, = O law?)/P (1 < p < o0),
k=1

[#]lcc = sup ||
k

Let A = (ajx)32, be an infinite matrix, |A| = ([a;x])55—; and [z = {|xx|} for an
x = {xr} € IP. The sense of the symbols >, < for vectors and matrices is the same
as in the finite dimensional case. Again D = diag [a11,a22,...] and V := A — D are

the diagonal and off diagonal parts of A, respectively. Matrix valued function f(A)
is defined as in (1.1) and co(D) is the closed convex hull of the infinite set of the
diagonal entries {a;;}.

Assume that

(o)
Ta4 = sup Z lajk| < oo, (4.1)
=12, 13

then as in the finite dimensional case, rs(A) < 74, cf. [8]. Hence it follows that

hE

Ts(|V|) < ~sup
I=12 g

|ai|-

Moreover, it is not hard to check that under condition (4.1), matrix A = (a;x) gener-
ates a bounded linear operator in (P for any p > 1.

THEOREM 4.1. Let an infinite matriz A = (a;i) satisfy condition (4.1) and f(X)
be holomorphic on a neighborhood of the circle Q(A) == {z € C : |z| < Fa}. Let
Vi be defined as in (1.8). Then inequality (1.4) is valid, provided the series in (1.4)
converges in the norm of [°°.

Proof. Let P, be the projection onto subspace generated by the first n elements
of the standard basis. Then the finite dimensional matrices A4, = P, AP, strongly
converge to A. Let D, = P,D and V,, = P,V P, be the diagonal and off-diagonal
parts of A,,, respectively. Then by Theorem 1.1,

(o) (o)
A<D wlVal® <D wlVI.
k=0 k=0

But f(A,) — f(A) in the strong topology of > [2]. So each entry of f(A,,) converges
to the corresponding entry of f(A). This proves the result. O

COROLLARY 4.2. Let condition (4.1) hold and f(X\) be holomorphic on a neigh-
borhood of Q(A). Then for any p > 1 we have

LF s < D wllVIFlp, (4.2)
k=0
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provided the series in (4.2) converges.
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