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#### Abstract

Sharp estimates for the absolute values of entries of matrix valued functions of finite and infinite matrices are derived. These estimates give us bounds for various norms of matrix valued functions. Applications of the obtained estimates to differential equations are also discussed.


Key words. Matrix valued function, Estimate for entries, Estimate for norm.
AMS subject classifications. 15A54, 15A60.

1. Introduction and statement of the main result. In the book [5], I.M. Gel'fand and G.E. Shilov have established an estimate for the norm of a regular matrix valued function in connection with their investigations of partial differential equations. However that estimate is not sharp, it is not attained for any matrix. The problem of obtaining a precise estimate for the norm of a matrix function has been repeatedly discussed in the literature, cf. [1]. In the paper [6] (see also [7]) the author has derived a precise estimate for the Euclidean norm which is attained in the case of normal matrices. But that estimate requires bounds for the eigenvalues. In this paper we derive sharp estimates for the absolute values of entries of a matrix valued function. They are attained in the case of diagonal matrices. Besides, bounds for the eigenvalues are not required. These estimates give us bounds for various norms of matrix valued functions. Our results supplement the very interesting recent investigations of matrix valued functions $[3,4,9,11]$.

A few words about the contents. The paper consists of 4 sections. In this section we consider finite matrices and formulate the main result of the paper-Theorem 1.1. It is proved in Section 2. Section 3 deals with applications of Theorem 1.1 to differential equations. In Section 4 we generalize Theorem 1.1 to some classes of infinite matrices.

Let $\mathbb{C}^{n}$ be a complex Euclidean space with the scalar product (.,.) and the unit matrix $I$. Let $\sigma(A)$ be the spectrum of a linear operator (a matrix) $A$ and

$$
R_{z}(A)=(A-z I)^{-1} \quad(z \notin \sigma(A))
$$

the resolvent of $A$. For a scalar valued function $f(\lambda)$ holomorphic on the spectrum of $A$, the matrix valued function $f(A)$ is defined by

$$
\begin{equation*}
f(A)=-\frac{1}{2 \pi i} \int_{\Gamma} f(\lambda) R_{\lambda}(A) d \lambda \tag{1.1}
\end{equation*}
$$

where $\Gamma$ is a closed contour surrounding $\sigma(A)$.
Furthermore, let $\left\{e_{k}\right\}_{k=1}^{n}$ be a fixed orthonormal basis in a complex Euclidean space $\mathbb{C}^{n}$, and $a_{j k}(j, k=1, \ldots, n)$ the entries of a matrix $A$ in this basis. We put

[^0]$|A|=\left(\left|a_{j k}\right|\right)_{j, l=1}^{n}$, i.e. $|A|$ is the matrix whose entries are absolute values of $A$ in $\left\{e_{k}\right\}_{k=1}^{n}$. The same sense has the symbol $|h|$ for a vector $h$. We write $C \geq 0$ if all the entries of a matrix $C$ in basis $\left\{e_{k}\right\}$ are nonnegative. If $C$ and $B$ are two real matrices, then we write $C \geq B$ if $C-B \geq 0$.

Clearly, $A=D+V$ where $D=\operatorname{diag}\left[a_{11}, \ldots, a_{n n}\right]$ is the diagonal and $V:=A-D$ is the off diagonal parts of $A$, respectively. That is, the entries $v_{j k}$ of $V$ are $v_{j k}=a_{j k}$ $(j \neq k)$ and $v_{j j}=0(j, k=1, \ldots, n)$. Denote by $r_{s}(C)$ the spectral radius of an operator $C$. Clearly,

$$
r_{s}(D)=\max _{j=1, \ldots, n}\left|a_{j j}\right| .
$$

Thanks to the well known inequality for the spectral radius [8, Section 16.5], [10], we have $r_{s}(A) \leq \tilde{r}_{A}$ where

$$
\begin{equation*}
\tilde{r}_{A}:=\max _{j=1, \ldots, n} \sum_{k=1}^{n}\left|a_{j k}\right| . \tag{1.2}
\end{equation*}
$$

Denote by $\operatorname{co}(D)$ the closed convex hull of the diagonal entries $a_{11}, \ldots, a_{n n}$. Now we are in a position to formulate our main result.

THEOREM 1.1. Let $V$ be the off-diagonal part of an $n \times n$-matrix $A$. Let $f(\lambda)$ be holomorphic on a neighborhood of the circle $\Omega(A):=\left\{z \in \mathbb{C}:|z| \leq \tilde{r}_{A}\right\}$. Then with the notation

$$
\begin{equation*}
\gamma_{k}(A):=\sup _{z \in c o}(D) \frac{\left|f^{(k)}(z)\right|}{k!}(k=0,1,2, \ldots) \tag{1.3}
\end{equation*}
$$

the inequality

$$
\begin{equation*}
|f(A)| \leq \sum_{k=0}^{\infty} \gamma_{k}|V|^{k} \tag{1.4}
\end{equation*}
$$

holds, provided the series in (1.4) converges.
This theorem is proved in the next section.
Note that according to (1.2), we have the inequality

$$
r_{s}(|V|) \leq \max _{j=1, \ldots, n} \sum_{k=1, k \neq j}^{n}\left|a_{j k}\right|
$$

A norm $\|\cdot\|$ in $\mathbb{C}^{n}$ is said to be ideal, if for all $h, g \in \mathbb{C}^{n}$ we have $\|h\| \leq\||h|\|$ and $\|h\| \leq\|g\|$, provided $|h| \leq|g|$. ¿From Theorem 1.1 it directly follows

Corollary 1.2. Let $f(\lambda)$ be holomorphic on a neighborhood of $\Omega(A)$. Let $\|$. be an arbitrary ideal norm in $\mathbb{C}^{n}$. Then

$$
\begin{equation*}
\|f(A)\| \leq \sum_{k=0}^{\infty} \gamma_{k}\left\||V|^{k}\right\| \tag{1.5}
\end{equation*}
$$

provided the series in (1.5) converges.
2. Proof of Theorem 1.1. By the equality $A=D+V$ we get

$$
\begin{gathered}
R_{\lambda}(A) \equiv(A-I \lambda)^{-1}=(D+V-\lambda I)^{-1}=\left(I+R_{\lambda}(D) V\right)^{-1} R_{\lambda}(D)= \\
R_{\lambda}(A)=\sum_{k=0}^{\infty}\left(R_{\lambda}(D) V\right)^{k}(-1)^{k} R_{\lambda}(D)
\end{gathered}
$$

provided the spectral radius $r_{0}(\lambda)$ of $R_{\lambda}(D) V$ is less than one. The entries of this matrix are

$$
\frac{a_{j k}}{\lambda_{j}-\lambda}\left(\lambda_{j}=a_{j j}, \lambda \neq a_{j j}, \quad j \neq k\right)
$$

and the diagonal entries are zero. Thanks to the above mentioned inequality for the spectral radius from [8], [10], we have

$$
r_{0}(\lambda) \leq \max _{j} \sum_{k=1, k \neq j}^{n} \frac{\left|a_{j k}\right|}{\left|a_{j j}-\lambda\right|}
$$

So the inequality

$$
|\lambda|>\tilde{r}_{A}=\max _{j} \sum_{k=1}^{n}\left|a_{j k}\right|,
$$

implies that $r_{0}(\lambda)<1$ and the series

$$
\sum_{k=0}^{\infty}\left(R_{\lambda}(D) V\right)^{k}(-1)^{k}
$$

converges. Thus

$$
\begin{equation*}
f(A)=-\frac{1}{2 \pi i} \int_{|\lambda|=r} f(\lambda) R_{\lambda}(A) d \lambda=\sum_{k=0}^{\infty} C_{k} \quad\left(r=\tilde{r}_{A}+\epsilon, \epsilon>0\right) \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{k}=(-1)^{k+1} \frac{1}{2 \pi i} \int_{|\lambda|=r} f(\lambda)\left(R_{\lambda}(D) V\right)^{k} R_{\lambda}(D) d \lambda . \tag{2.2}
\end{equation*}
$$

Since $D$ is a diagonal matrix with respect to basis $\left\{e_{k}\right\}$, we can write out

$$
R_{\lambda}(D)=\sum_{j=1}^{n} \frac{Q_{j}}{\lambda_{j}-\lambda},
$$

where $Q_{k}=\left(., e_{k}\right) e_{k}$. We thus have

$$
C_{k}=\sum_{j_{1}=1}^{n} Q_{j_{1}} V \sum_{j_{2}=1}^{n} Q_{j_{2}} V \ldots V \sum_{j_{k}=1}^{n} Q_{j_{k}} I_{j_{1} j_{2} \ldots j_{k+1}} .
$$

Here

$$
I_{j_{1} \ldots j_{k+1}}=\frac{(-1)^{k+1}}{2 \pi i} \int_{|\lambda|=r} \frac{f(\lambda) d \lambda}{\left(\lambda_{j_{1}}-\lambda\right) \ldots\left(\lambda_{j_{k+1}}-\lambda\right)}
$$

Lemma 1.5.1 from [7] gives us the inequalities

$$
\left|I_{j_{1} \ldots j_{k+1}}\right| \leq \gamma_{k}\left(j_{1}, j_{2}, \ldots, j_{k+1}=1, \ldots, n\right)
$$

Hence, by (2.2)

$$
\left|C_{k}\right| \leq \gamma_{k} \sum_{j_{1}=1}^{n} Q_{j_{1}}|V| \sum_{j_{2}=1}^{n} Q_{j_{2}}|V| \ldots|V| \sum_{j_{k}=1}^{n} Q_{j_{k}}
$$

But

$$
\sum_{j_{1}=1}^{n} Q_{j_{1}}|V| \sum_{j_{2}=1}^{n} Q_{j_{2}}|V| \ldots|V| \sum_{j_{k}=1}^{n} Q_{j_{k}}=|V|^{k}
$$

Thus

$$
C_{k} \leq \gamma_{k}|V|^{k}
$$

Now (2.1) implies

$$
|f(A)| \leq \sum_{k=0}^{\infty}\left|C_{k}\right| \leq \sum_{k=0}^{\infty} \gamma_{k}|V|^{k}
$$

As claimed.

## 3. Examples and applications of Theorem 1.1.

Example 3.1. Let $f(A)=A^{m} \quad(m=1,2, \ldots)$. Then

$$
f^{(k)}(\lambda)=\frac{m!}{(m-k)!} \lambda^{m-k}, \gamma_{k}=\frac{m!}{(m-k)!k!} r_{s}^{m-k}(D)
$$

So

$$
\left|A^{m}\right| \leq \sum_{k=0}^{m} \frac{m!}{(m-k)!k!} r_{s}^{m-k}(D)|V|^{k}=\left(r_{s}(D) I+|V|\right)^{m}
$$

This inequality can be directly obtained from the equality $A=D+V$. It only illustrates Theorem 1.1.

Example 3.2. Let $f(A)=e^{A t}(t \geq 0)$. Then

$$
f^{(k)}(\lambda)=t^{k} e^{\lambda t} ; \gamma_{k}=\frac{t^{k}}{k!} e^{\alpha(D) t}
$$

where $\alpha(D)=\max _{k} R e a_{k k}$. So

$$
e^{A t} \leq e^{\alpha(D) t} \sum_{k=0}^{\infty} \frac{t^{k}}{k!}|V|^{k}=e^{(\alpha(D) I+|V|) t} \quad(t \geq 0)
$$

Example 3.3. Let $f(A)=\sin (A t)(t \geq 0)$. Then

$$
f^{(2 k)}(\lambda)=t^{2 k}(-1)^{k} \sin (\lambda t) ; f^{(2 k+1)}(\lambda)=t^{2 k}(-1)^{k} \cos (\lambda t) .
$$

Let the diagonal $D$ be real, then $\gamma_{k} \leq \frac{1}{k!} t^{k}$. So

$$
|\sin (A t)| \leq \sum_{k=0}^{\infty} \frac{1}{k!} t^{k}|V|^{k}=e^{t|V|}
$$

Consider the second order nonlinear differential equation

$$
\begin{align*}
\frac{d^{2} x}{d t^{2}}+A^{2} x(t) & =F(x(t)) \quad(t>0)  \tag{3.1}\\
\frac{d x(0)}{d t} & =x(0)=0 \tag{3.2}
\end{align*}
$$

where $A$ is a real matrix, $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a continuous function, satisfying

$$
\begin{equation*}
\|F(h)\| \leq v+q\|h\| \quad\left(v, q=\text { cons } ; h \in \mathbb{C}^{n}\right) \tag{3.3}
\end{equation*}
$$

with some ideal norm. Problem (3.1), (3.2) is equivalent to the following equation:

$$
x(t)=\int_{0}^{t} \sin A(t-s) F(x(s)) d s
$$

So

$$
\|x(t)\| \leq \int_{0}^{t}\|\sin A(t-s)\|(q\|x(s)\|+v) d s
$$

with an arbitrary ideal norm. Put $y(t)=\|x(t)\|$. Then by Example 3.3,

$$
y(t) \leq v f(t)+q \int_{0}^{t} e^{\||V|\|(t-s)} y(s) d s
$$

where

$$
f(t)=\int_{0}^{t} e^{\||V|\| s} d s
$$

Hence taking into account that $f$ monotonically increases, we get by the Gronwall inequality,

$$
y(t) \leq v f(t) \exp [q f(t)] .
$$

Such estimates are important, in particular, in the theory of oscillations, cf. [1].
4. Infinite matrices. Let $l^{p}(p \geq 1)$ be a complex Banach space of sequences $x=\left\{x_{k} \in \mathbb{C}\right\}_{k=1}^{\infty}$ with the norm

$$
\begin{gathered}
\|x\|_{p}=\left(\sum_{k=1}^{\infty}\left|x_{k}\right|^{p}\right)^{1 / p}(1 \leq p<\infty) \\
\|x\|_{\infty}=\sup _{k}\left|x_{k}\right|
\end{gathered}
$$

Let $A=\left(a_{j k}\right)_{k=1}^{\infty}$ be an infinite matrix, $|A|=\left(\left|a_{j k}\right|\right)_{j, k=1}^{\infty}$ and $|x|=\left\{\left|x_{k}\right|\right\}$ for an $x=\left\{x_{k}\right\} \in l^{p}$. The sense of the symbols $\geq, \leq$ for vectors and matrices is the same as in the finite dimensional case. Again $D=\operatorname{diag}\left[a_{11}, a_{22}, \ldots\right]$ and $V:=A-D$ are the diagonal and off diagonal parts of $A$, respectively. Matrix valued function $f(A)$ is defined as in (1.1) and $c o(D)$ is the closed convex hull of the infinite set of the diagonal entries $\left\{a_{j j}\right\}$.

Assume that

$$
\begin{equation*}
\tilde{r}_{A}=\sup _{j=1,2, \ldots} \sum_{k=1}^{\infty}\left|a_{j k}\right|<\infty, \tag{4.1}
\end{equation*}
$$

then as in the finite dimensional case, $r_{s}(A) \leq \tilde{r}_{A}$, cf. [8]. Hence it follows that

$$
r_{s}(|V|) \leq \sup _{j=1,2, \ldots} \sum_{k=1, k \neq j}^{\infty}\left|a_{j k}\right|
$$

Moreover, it is not hard to check that under condition (4.1), matrix $A=\left(a_{j k}\right)$ generates a bounded linear operator in $l^{p}$ for any $p \geq 1$.

Theorem 4.1. Let an infinite matrix $A=\left(a_{j k}\right)$ satisfy condition (4.1) and $f(\lambda)$ be holomorphic on a neighborhood of the circle $\Omega(A):=\left\{z \in \mathbb{C}:|z| \leq \tilde{r}_{A}\right\}$. Let $\gamma_{k}$ be defined as in (1.3). Then inequality (1.4) is valid, provided the series in (1.4) converges in the norm of $l^{\infty}$.

Proof. Let $P_{n}$ be the projection onto subspace generated by the first $n$ elements of the standard basis. Then the finite dimensional matrices $A_{n}=P_{n} A P_{n}$ strongly converge to $A$. Let $D_{n}=P_{n} D$ and $V_{n}=P_{n} V P_{n}$ be the diagonal and off-diagonal parts of $A_{n}$, respectively. Then by Theorem 1.1,

$$
\left|f\left(A_{n}\right)\right| \leq \sum_{k=0}^{\infty} \gamma_{k}\left|V_{n}\right|^{k} \leq \sum_{k=0}^{\infty} \gamma_{k}|V|^{k}
$$

But $f\left(A_{n}\right) \rightarrow f(A)$ in the strong topology of $l^{\infty}[2]$. So each entry of $f\left(A_{n}\right)$ converges to the corresponding entry of $f(A)$. This proves the result.

Corollary 4.2. Let condition (4.1) hold and $f(\lambda)$ be holomorphic on a neighborhood of $\Omega(A)$. Then for any $p \geq 1$ we have

$$
\begin{equation*}
\|f(A)\|_{p} \leq \sum_{k=0}^{\infty} \gamma_{k}\left\||V|^{k}\right\|_{p} \tag{4.2}
\end{equation*}
$$

provided the series in (4.2) converges.
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