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The growing number of traffic accidents in recent years has become a serious concern to society. Accidents caused by driver’s
drowsiness behind the steering wheel have a high fatality rate because of the marked decline in the driver’s abilities of perception,
recognition, and vehicle control abilities while sleepy. Preventing such accidents caused by drowsiness is highly desirable but re-
quires techniques for continuously detecting, estimating, and predicting the level of alertness of drivers and delivering effective
feedbacks to maintain their maximum performance. This paper proposes an EEG-based drowsiness estimation system that com-
bines electroencephalogram (EEG) log subband power spectrum, correlation analysis, principal component analysis, and linear
regression models to indirectly estimate driver’s drowsiness level in a virtual-reality-based driving simulator. Our results demon-
strated that it is feasible to accurately estimate quantitatively driving performance, expressed as deviation between the center of
the vehicle and the center of the cruising lane, in a realistic driving simulator.

Keywords and phrases: drowsiness, EEG, power spectrum, correlation analysis, linear regression model.

1. INTRODUCTION

Driving safety has received increasing attention due to the
growing number of traffic accidents in recent years. Driver’s
fatigue has been implicated as a causal factor in many acci-
dents. The National Transportation Safety Board found that
58 percent of 107 single-vehicle roadway departure crashes
were fatigue-related in 1995, where the truck driver survived

and no other vehicle was involved. Accidents caused by
drowsiness at the wheel have a high fatality rate because of
the marked decline in the driver’s abilities of perception,
recognition, and vehicle control abilities while sleepy. Pre-
venting such accidents is thus a major focus of efforts in the
field of active safety research [1, 2, 3, 4, 5, 6]. A well-designed
active safety system might effectively avoid accidents caused
by drowsiness at the wheel. Many factors could contribute
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to drowsiness or fatigue, such as long working hours, lack
of sleep, or the use of medication. Besides, another impor-
tant factor of drowsiness is the nature of the task, such as
monotonous driving on highways. The continued construc-
tion of highway and improvement of vehicle equipments
have made it effortless for drivers to maneuver and operate
their vehicles on the road for hours. An examination of the
situations when drowsiness occurred shows that most of the
accidents were on highways [4].

A number of methods have been proposed to detect vig-
ilance changes in the past. These methods can be categorized
into two main approaches. The first approach focuses on
physical changes during fatigue, such as the inclination of the
driver’s head, sagging posture, and decline in gripping force
on steering wheel [7, 8, 9, 10, 11, 12]. These methods can be
further classified as being either contact or else noncontact
types in terms of the ways physical changes are measured.
The contact type involves the detection of driver’s movement
by direct sensor contacts, such as using a cap or eyeglasses or
attaching sensors to the driver’s body. The noncontact type
makes use of optical sensors or video cameras to detect vig-
ilance changes. These methods monitor driving behavior or
vehicle operation to detect driver fatigue. Driving behavior
includes the steering wheel, accelerator, and brake pedal or
transmission shift level, and the operation of vehicle includes
the vehicle speed, lateral acceleration, and yaw rate or lateral
displacement. Since these parameters vary in different vehicle
types and driving conditions, it would be necessary to devise
different detection logic for different types of vehicles.

The second approach focuses on measuring physiologi-
cal changes of drivers, such as eye activity measures, heart
beat rate, skin electric potential, and particularly, electroen-
cephalographic (EEG) activities as a means of detecting the
cognitive states [13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23,
24, 25]. Stern et al. [22, 23] reported that the eye blink
duration and blink rate typically increase while blink am-
plitude decreases as function of the cumulative time on
tasks. Other electrooculographic (EOG) studies have found
that saccade frequencies and velocities decline as time on
the task increases [24, 25]. Recently, Van Orden et al. [14].
further compared the eye-activity-based methods to EEG-
based methods for alertness estimates in a compensatory
visual tracking task. However, although these eye-activity
variables are well correlated with the subject performance,
those eye-activity-based methods require a relatively long
moving-averaged window aiming to track slow changes in
vigilance, whereas the EEG-based method can use a shorter
moving-averaged window to track second-to-second fluctu-
ations in the subject performance in a visual compensatory
task [14, 15, 16, 17, 18].

While approaches based on EEG signals have the ad-
vantages for making accurate and quantitative judgments
of alertness levels, most recent psychophysiological studies
have focused on using the same estimator for all subjects
[21, 26, 27]. These methods did not account for large in-
dividual variability in EEG dynamics accompanying loss of
alertness, and thus could not accurately estimate or predict
individual changes in alertness and performance. In contrast,

Makeig and Inlow used individualized multiple linear regres-
sion models to estimate operators’ changing levels of alert-
ness [18]. Jung et al. further use the neural network model,
applied to EEG power spectrum, in an auditory monitoring
task and showed that a continuous, accurate, noninvasive,
and near real-time estimation of an operator’s global level
of alertness is feasible [15, 16].

The scope of the current study is to examine neural ac-
tivity correlates of fatigue/drowsiness in a realistic working
environment. Our research investigates the feasibility of us-
ing multichannel EEG data to estimate and predict nonin-
vasively the continuous fluctuations in human global-level
alertness indirectly by measuring the driver’s driving perfor-
mance expressed as deviation between the center of the ve-
hicle and the center of the cruising lane, in a very realistic
driving task. To investigate the relationship of minute-scale
fluctuations in performance to concurrent changes in the
EEG spectrum, we first computed the correlations between
changes in EEG power spectrum and the fluctuations in driv-
ing performance. We then build an individualized linear re-
gression model for each subject applied to principal compo-
nents of EEG spectra to assess the EEG dynamics accompa-
nying loss of alertness for each operator. This approach can
be used to construct and test a portable embedded system for
a real-time alertness-monitoring system.

This paper is organized as follows. Section 2 describes
the detailed descriptions of the EEG-based drowsiness ex-
perimental setup including the virtual-reality-based highway
scene, subject instructions, physiological data collection, and
alertness measurement. Detailed signal analysis of the col-
lected data is given in Section 3. In Section 4, we explore
the relationship between the alertness level, expressed as the
driving performance, and the EEG power spectrum. Behav-
ioral data are used to evaluate estimation performance of our
alertness-monitoring model. Finally, we conclude our find-
ings in Section 5.

2. EXPERIMENTAL SETUP

2.1. Virtual-reality-based highway
driving simulator

In this study, we developed a VR-based 3D interactive
highway scene using the high-fidelity emulation software,
Coryphaeus, running on a high-performance SGI worksta-
tion. First, we created models of various objects (such as
cars, roads, and trees, etc.) for the scene and setup the cor-
responding positions, attitudes, and other relative parame-
ters between objects. Then, we developed the dynamic mod-
els among these virtual objects and built a complete high-
way simulated scene of full functionality with the aid of the
high-level C-based API program. Figure 1 shows the VR-
based highway scene displayed on a color XVGA 15′′ moni-
tor (304.1 mm wide and 228.1 mm high) including four lanes
from left to right, separated by a median stripe to simulate
the view of the driver. The distance from the left-hand side
to the right-hand side of the road is evenly divided into
256 parts (digitized into values 0–255). The highway scene
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Figure 1: VR-based highway scene used in our experiments. The
distance from the left side to the right side of the road is evenly
divided into 256 parts (digitized into values 0–255). The width of
each lane is 60 units. The width of the car is 32 units. The refresh
rate of highway scene was set properly to emulate a car driving at
100 km/h fixed speed on the highway.

changes interactively as the driver/subject is driving the car
at a fixed velocity of 100 km/hr on the highway. The car is
constantly and randomly drifted away from the center of
the cruising lane, mimicking the consequences of a non-
ideal road surface. The highway scene was connected to a
36-channel physiological measuring system, where the EEG,
EOG, ECG, and subject’s performance, deviations between
the center of the vehicle and the center of the cruising (third)
lane, were continuously and simultaneously measured and
recorded.

2.2. Subjects

Statistical reports [4] showed that the drowsiest time occurs
from late night to early morning, and during the early af-
ternoon hours. During these periods, drowsiness often oc-
curs within one hour of continuous driving, indicating that
drowsiness is not necessarily caused by long driving hours.
Thus, the best time for doing the highway-drowsiness simu-
lation is the early afternoon hours after lunch because drivers
usually get drowsy within an hour of continuous driving. A
total of ten subjects (ages from 20 to 40 years) participated
in the VR-based highway driving experiments. Each subject
completed simulated driving sessions on two separated days.
On the first day, these participants were told of the general
features of the driving task, completed necessary informed
consent material, and then started with a 15 ∼ 45 minute
practice to keep the car at the center of the cruising lane
by maneuvering the car with the steering wheel. Subjects re-
ported this amount of practice to be sufficient to train par-
ticipants to asymptote on the task. After practicing, partic-
ipants were then prepared with 33 EEG (including 2 EOG)
electrodes referenced to the right earlobe based on a modi-
fied international 10–20 system, and 2 ECG electrodes placed
on the chest. After a brief calibration procedure, subjects be-
gan a ∼ 45 minute lane-keeping driving task and his/her
EEG signals and driving performance defined as deviations

of the center of the car from the center of the third lane of
the road were measured and recorded simultaneously. Par-
ticipants returned on a different day to complete the other
∼ 45 min driving session. Participants who demonstrated
waves of drowsiness involving two or more microsleeps in
both sessions were selected for further analysis. Based on
these criteria, five participants (10 sessions) were selected for
further modeling and cross-session testing.

2.3. Data collection

During each driving session, 33 EEG/EOG channels (us-
ing sintered Ag/AgCl electrodes), 2 ECG channels (bipolar
connection), and the deviation between the center of the
vehicle and the center of the cruising lane are simultane-
ously recorded by the Scan NuAmps Express system (Com-
pumedics Ltd., VIC, Australia). Before data acquisition, the
contact impedance between EEG electrodes and cortex was
calibrated to be less than 5 kΩ. The EEG data were recorded
with 16-bit quantization level at a sampling rate of 500 Hz
and then resampled down to 250 Hz for the simplicity of data
processing.

2.4. Alertness measurement

To find the relationship between the measured EEG signals
and the subject’s cognitive state, and to quantify the level of
the subject’s alertness, we defined a subject’s driving perfor-
mance index as the deviation between the center of the ve-
hicle and the center of the cruising lane. When the subject is
drowsy (checked from video recordings), the value of driving
performance index increases, and vice versa. The recorded
driving performance time series were then smoothed using a
causal 90-second square moving-averaged filter advancing at
2-second steps to eliminate variance at cycle lengths shorter
than 1–2 minutes since the fluctuates of drowsiness level with
cycle lengths were in general longer than 4 minutes [15, 16].

3. DATA ANALYSIS

The flowchart of data analysis for estimating the level of
alertness based on the EEG power spectrum was shown in
Figure 2. For each subject, after collecting 33-channel EEG
signals and driving deviations in a 45-minute simulated driv-
ing session, the EEG data were first preprocessed using a sim-
ple lowpass filter with a cut-off frequency of 50 Hz to remove
the line noise and other high-frequency noise. Then, we cal-
culated the moving-averaged log power spectra of all 33 EEG
channels. The correlation coefficients between the smoothed
subjects’ driving performance and the log power spectra of
all EEG channels at each frequency band are further evalu-
ated to form a correlation spectrum. The log power spectra
of 2 EEG channels with the highest correlation coefficients
are further decomposed using principal component analy-
sis (PCA) algorithm to reduce feature dimensions. Then the
first 50 representative PCA components with higher eigen-
values were selected as the input vectors of the linear regres-
sion model to estimate the individual subject’s driving per-
formance. Detailed analyses are described in the following
subsections.
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Figure 2: Flowchart for processing the EEG signals. (1) A low-
pass filter was used to remove the line noise and higher-frequency
(> 50 Hz) noise. (2) Moving-averaged spectral analysis was used to
calculate the EEG log power spectrum of each channel advancing at
2-second steps. (3) Two EEG channels with higher correlation coef-
ficients between subject’s driving performance and EEG log power
spectrum were further selected. (4) Principal component analysis
was trained and used to decompose selected features and extract the
representative PCA-components as the input vectors for the linear
regression models. (5) The linear regression models were trained in
one training session and used to continuously estimate and predict
the individual subject’s driving performance in the testing session.

3.1. Moving-averaged power spectral analysis

Moving-averaged spectral analysis of the EEG data as shown
in Figure 3 was first accomplished using a 750-point Han-
ning window with 250-point overlap. Windowed 750-point
epochs were further subdivided into several 125-point sub-
windows using the Hanning window again with 25-point
steps, each extended to 256 points by zero padding for a 256-
point FFT. A moving median filter was then used to average
and minimize the presence of artifacts in the EEG records
of all subwindows. The moving-averaged EEG power spec-
tra were further converted into a logarithmic scale for spec-
tral correlation and driving performance estimation [28, 29].
Thus, the time series of EEG log power spectrum for each ses-
sion consisted of 33-channel EEG power spectrum estimated
across 40 frequencies (from 1 to 40 Hz) stepping at 2-second
(500-point, an epoch) time intervals.

3.2. Correlation analysis

Since alertness level fluctuates with cycle lengths longer
than 4 minutes [15, 16], we smoothed the EEG power and
driving performance time series using a causal 90-second
square moving-averaged filter to eliminate variances at cy-
cle lengths shorter than 1–2 minutes. To investigate the re-
lationship of minute-scale fluctuations in continuous driv-
ing performance with concurrent changes in the 33-channel
EEG power spectrum over times and subjects, we measured
correlations between changes in the EEG log power spec-
trum and driving performance as forming a correlation spec-
trum by computing the Pearson’s correlation coefficients be-
tween two time series at each EEG frequency expressed as

Corrxy = (
∑

(x−x̄)∗(y− ȳ))/
√

∑

(x − x̄)2
∗

∑

(y − ȳ)2. The

channels with higher correlated coefficients between the EEG
log power spectrum and the subject driving performance
were further selected (see Section 4.1), and the dimensions

2 s
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Figure 3: Block diagram for moving-averaged spectral analysis. The
EEG data was first divided using a 750-point Hanning window with
250-point overlap. The 750-point epochs were further divided into
several 125-point frames using Hanning windows again with 25-
point step size, and each frame was applied for a 256-point FFT
by zero padding. Then the subwindow power spectrum was further
averaged and converted to a logarithmic scale to form a log power
spectrum.

of selected EEG power spectrum of such channels were re-
duced using principal component analysis (PCA) algorithm.

3.3. Feature extraction

In this study, we use a multivariate linear regression model
[30] to estimate/predict the subject’s driving performance
based on the information available in the EEG log power
spectrum at sites Cz and Pz (as suggested in Section 4.1).
The EEG power spectrum time series for each session con-
sisted of 1350 (750-point, an epoch) EEG power estimates at
40 frequencies (from 1 to 40 Hz) at 2–5 time intervals. We
then applied Karhunen-Loeve principal component analysis
(PCA) to the full EEG log spectrum to decompose the EEG
log power spectrum time series and extract the directions
of the largest variance for each session. The PCA is a linear
transformation that can find the principal coordinate axes of
samples such that along the new axes, the sample variances
are extremes (maxima and minima) and uncorrelated. Us-
ing a cutoff on the spread along each axis, a sample may thus
be reduced in its dimensionality [31]. The principal axes and
the variance along each of them are given by the eigenvec-
tors and associated eigenvalues of the dispersion matrix. In
our study, the projections of the PCA components account-
ing for the largest 50 eigenvalues were then used as inputs to
train the individual linear regression models for each subject,
which used a 50-order linear polynomial with a least-square-
error cost function to estimate the time course of the driv-
ing performance. Each model was trained using the features
only extracted in the training session and tested on a sepa-
rate testing session of the same subject for each of the five
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selected subjects. The parameters of PCA (eigenvectors) from
the training sessions were used to project features in the test-
ing sessions so that all data were processed in the same way
for the same subject before feeding to the estimation models.

4. RESULTS AND DISCUSSION

4.1. Relationship between the EEG spectrum
and subject alertness

To investigate the relationship of minute-scale fluctuations
in driving performance to concurrent changes in the EEG
spectrum, we measured correlations between changes in the
EEG power spectrum and driving performance by comput-
ing the correlation coefficients between the two time series
at each EEG frequency. We refer to the results as forming a
correlation spectrum. For each EEG site and frequency, we
then computed spectral correlations for each session sepa-
rately and averaged the results across all 10 sessions from
the five subjects. Figure 4a shows the results for 40 fre-
quencies between 1 and 40 Hz. Note that the mean correla-
tion between performance and EEG power is predominantly
positive at all EEG channels below 20 Hz. We also investi-
gated the spatial distributions of these positive correlations
by plotting the correlations between EEG power spectrum
and driving performance, computed separately at dominant
frequency bins 7, 12, 16, and 20 Hz (cf. Figure 4a) on the
scalp (Figure 4b). As the results in Figure 4a show, the cor-
relation coefficients plotted on the scalp maps are predom-
inantly positive. The correlations are particularly strong at
central and posterior channels, which are similar to the re-
sults of previous studies in the driving experiments [21, 26,
27]. The relatively high correlation coefficients of EEG log
power spectrum with driving performance suggest that us-
ing EEG log power spectrum may be suitable for drowsi-
ness (microsleep) estimation, where the subject’s cognitive
state might fall into stage one of the nonrapid eye move-
ment (NREM) sleep. To be practical for routine use during
driving or in other occupations, EEG-based cognitive assess-
ment systems should use as few EEG sensors as possible to
reduce the preparation time for wiring drivers and compu-
tational load for estimating continuously the level of alert-
ness in near real time. According to the correlations shown
in Figure 4b, we believe it is adequate to use the EEG signals
at sites Cz and Pz to assess the alertness level of drivers con-
tinuously.

Next, we compared correlation spectra for individual ses-
sions to examine the stability of this relationship over time
and subjects. Figures 5 and 6 plot correlation spectra at sites
Fz, Cz, Pz, and Oz of two separate driving sessions for ex-
treme cases from Subjects A (best) and B (worst), respec-
tively. The relationship between EEG power spectrum and
driving performance is stable within the subjects, especially
below 20 Hz. However, the relationship is variable from sub-
ject to subject (compare Figures 5 and 6). The time intervals
between the training and testing sessions of the lane-keeping
experiments ranged from one day to one week long for the
selected five subjects.
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Figure 4: Correlation spectra. Correlations between EEG power
and driving performance, computed separately for 40 EEG frequen-
cies between 1 and 40 Hz. (a) Grand mean correlation spectra for 10
sessions on 5 subjects. (b) Scalp topographies of the correlations at
dominant frequencies at 7, 12, 16, and 20 Hz.

The above analyses provide strong and converging
evidence that changes in subject’s alertness level indexed
by driving performance during a driving task are strongly
correlated with the changes in the EEG power spectrum
at several frequencies at central and posterior sites. This
relationship is relatively variable between subjects, but stable
within subjects, consistent with the findings from a simple
auditory target detection task reported in [15, 16]. These
findings suggest that information available in the EEG can
be used for real-time estimation of changes in alertness of
human operators performing monitoring tasks. However,
for maximal accuracy the estimation algorithm should be
capable of adapting to individual differences in the mapping
between EEG and alertness.
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Figure 5: Correlation spectra between the EEG power spectrum and the driving performance at (a) Fz, (b) Cz, (c) Pz, and (d) Oz channels
in two separate driving sessions for Subject A (best case). Note that the relationship between the EEG power spectrum and the driving
performance is stable within this subject.

4.2. EEG-based driving performance
estimation/prediction

In order to estimate/predict the subject’s driving perfor-
mance based on the information available in the EEG power
spectrum at sites Cz and Pz, a 50-order linear regression

model y =
∑N=50

i=1 aixi + a0 with a least-square-error cost
function is used, where y is the desired output, x is the input
feature, N is the order (N = 50 in this case), ai’s are the pa-
rameters, and a0 = 1 is the constant. We used only two EEG
channels (Cz and Pz) that showed the highest correlation be-
tween the EEG power spectrum and the driving performance
because using all 33 channels may introduce more unex-
pected noise. Figure 7 plots the estimated and actual driving

performance of a session of Subject A. The linear regression
model in this figure is trained with and tested against the
same session, that is, within-session testing. As can been
seen, the estimated driving performance matched extremely
well the actual driving performance (r = 0.88). When the
model was tested against a separate test session of the same
subject as shown in Figure 8, the correlation between the ac-
tual and estimated driving performance, though decreased,
remained high (r = 0.7). Across ten sessions, the mean cor-
relation coefficient between actual driving performance time
series and within-session estimation is 0.90± 0.034, whereas
the mean correlation coefficient between actual driving
performance and cross-session estimation is 0.53 ± 0.116.
These results suggest that continuous EEG-based driving
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Figure 6: Correlation spectra between the EEG power spectrum and the driving performance at (a) Fz, (b) Cz, (c) Pz, and (d) Oz channels
in two separate driving sessions for Subject B (worst case). Note that the relationship between the EEG power spectrum and the driving
performance is stable within this subject, especially below 20 Hz. However, the relationship is variable from subject to subject (compare
Figures 5 and 6).

performance estimation using a small number of data
channels is feasible, and can give accurate information about
minute-to-minute changes in operator alertness.

5. CONCLUSIONS

In this study, we demonstrated a close relationship be-
tween minute-scale changes in driving performance and
the EEG power spectrum. This relationship appears sta-
ble within individuals across sessions, but is somewhat
variable between subjects. We also combined EEG power

spectrum estimation, correlation analysis, PCA, and lin-
ear regression to continuously estimate/predict fluctuations
in human alertness level indexed by driving performance
measurement, deviation between the center of the vehicle
and the center of the cruising lane. Our results demon-
strated that it is feasible to accurately estimate driving errors
based on multi-channel EEG power spectrum estimation and
principal component analysis algorithm. The computational
methods we employed in this study were well within the ca-
pabilities of modern real-time embedded digital signal pro-
cessing hardware to perform in real time using one or more
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Figure 7: Driving performance estimates for a session of Subject A,
based on a linear regression (dashed line) of PCA-reduced EEG log
spectra at two scalp sites, overplotted against actual driving perfor-
mance time series for the session (solid line). The correlation coef-
ficient between the two time series is r = 0.88.
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Figure 8: Driving performance estimates for a test session, based on
a linear regression (dashed line) of PCA-reduced EEG log spectra
from a separate training session of the same subject, overplotted
against actual driving performance time series of the test session
(solid line). The correlation coefficient between the two time series
is r = 0.7. Note that the training and testing data in this study were
completely disjoined.

channels of EEG data. Once an estimator has been developed
for each driver, based on limited pilot testing, the method
uses only spontaneous EEG signals from the individual, and
does not require further collection or analysis of operator
performance. The proposed methods thus might be used to
construct and test a portable embedded system for a real-
time alertness-monitoring system.
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