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The effectiveness of cancer screening depends crucially on two elements: the sojourn time (that is, the
duration of the preclinical screen-detectable period) and the sensitivity of the screening test. Previous literature
on methods of estimating mean sojourn time and sensitivity has largely concentrated on breast cancer
screening. Screening for colorectal cancer has been shown to be effective in randomized trials, but there is
little literature on the estimation of sojourn time and sensitivity. It would be interesting to demonstrate whether
methods commonly used in breast cancer screening could be used in colorectal cancer screening. In this
paper, the authors consider various analytic strategies for fitting exponential models to data from a screening
program for colorectal cancer conducted in Calvados, France, between 1991 and 1994. The models yielded
estimates of mean sojourn time of approximately 2 years for 45- to 54-year-olds, 3 years for 55- to
64-year-olds, and 6 years for 65- to 74-year-olds. Estimates of sensitivity were approximately 75%, 50%6, and
40% for persons aged 45-54, 55-64, and 65-74 years, respectively. There is room for improvement Iin all
models in terms of goodness of fit, particularly for the first year after screening, but resutts from randomized

trials indicate that the sensitivity estimates are roughly comect. Am J Epidemniol 1998;148:609-19.
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BACKGROUND

Screening for occult disease can be carried out for
three major purposes: to eliminate those already in-
fected as part of the strategy of an immunization
program; to identify and quarantine carriers of an
infective agent; and to advance the stage of disease at
diagnosis to facilitate curative treatment. Screening for
cancer falls into the last category. In this case, two
crucial elements are the sojourn time and the sensitiv-
ity of the screening test. The former is defined as the
duration of the preclinical screen-detectable period,
that period during which a person is asymptomatic but
the disease is detectable by a screening tool. The latter
is the probability that any given case who is subjected
to the screening method during this period will have
his or her disease detected by it.

For any given disease, one would expect the sojourn
time to vary between cases, in that tumors grow at
varying rates, depending on numerous pathologic and
host factors. Therefore, the parameter estimated in
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practice in screening programs is the average sojourn
time over all disease cases, usually referred to as the
mean sojourn time. A long mean sojourn time indi-
cates a good potential for screening. The shorter the
sojourn time, the more frequently screening has to take
place in order to be effective. If the mean sojourn time
is very short, screening may not be worthwhile at all.

Note that this parameterization of the problem is a
simplification of the biologic process. One would ex-
pect screen-detectability, as measured by sensitivity,
to increase continuously with time, as the tumor
grows, with varying rates of increase for different
individuals. Under the mean sojourn time/sensitivity
model as traditionally used, we approximate this by a
screen-detectability which is zero up to the beginning
of the preclinical screen-detectable period and is equal
to constant sensitivity throughout the preclinical
screen-detectable period. The length of the preclinical
screen-detectable period is variable between individu-
als in this model. This is illustrated in figure 1. The
sigmoid curve shows the true detectability and the
rectangle the approximation which is traditionally as-
sumed. This paper uses the rectangular assumption
throughout for the sake of simplicity, and because it
has previously been found to give a reasonable fit (1).
However, the reader should bear in mind that it is a
simplification.
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FIGURE 1. Postulated true detectability (—) of occult disease as
measured by the sensitivity of a screening test and modeled de-
tectability (- - - <), using the usual mean sojourn time/sensitivity esti-
mation model.

A considerable body of literature on estimation of
mean sojourn time and sensitivity has been built up
over the years (for reviews, see Stevenson (1) and van
Oortmarssen et al. (2)). The seminal work in the field
was carried out by Zelen and Feinleib (3), Prorok (4),
and Day and Walter (5). Mathematical modeling has
been used in the context of cervical cancer (6—8), lung
cancer (9), and colorectal cancer (10). Many of the
applications, however, have been in the field of
screening for breast cancer, partly because of the data
sets available from the large number of randomized
trials of breast cancer screening (11). The major reg-
uisite of estimation is data on screening for the dis-
ease, including data on interval cancers, those which
are diagnosed clinically after a negative screen.
Clearly, if screening is sensitive and if mean sojourn
time is reasonably long, there should be relatively few
such cancers. Observation of the rate at which the
incidence of interval cancers approaches the incidence
observed in the absence of screening is essential to
determination of the mean sojourn time.

Much of the work carried out in the past has involved
exponential models of time to clinical disease, since
Walter and Day have shown it to give a good fit to breast
cancer screening data (12). In addition, it is a mathemat-
ically easy distribution with which to work, fitting in well
with available Poisson regression computer programs
(13). This is relevant, because in this field the available
data often dictate that simplifying assumptions be made.
These include distributional forms like the exponential,
the assumption of a constant sensitivity and a single
parameter for mean sojourn time (in turn necessitating
several analyses in different strata), and the use of a fixed
uniform underlying incidence estimated from random-
ized or historical control data (3, 5, 13).

A technique of estimation which permits analysis of
data of complex structure and multiparameter estima-

tion from such data is Gibbs sampling (14). The tech-
nique has been used in modeling cervical cancer
screening data (15), and it seems appropriate to extend
its use to models for interval cancers in screening for
tumors at other sites, particularly to estimation of
mean sojourn time and sensitivity.

Colorectal cancer screening using fecal Hemoccult
testing (Smithkline Corporation, Philadelphia, Penn-
sylvania), in conjunction with colonoscopy upon pos-
itive Hemoccult results, has been shown to be effec-
tive in randomized trials (10-12). There is little
information in the literature on the development of the
disease and the estimation of the sojourn time and
sensitivity as pointers to the potential for early detec-
tion. It would be of some interest to demonstrate
whether methods commonly used in breast cancer
screening could be used in colorectal cancer screening.
In this paper, we consider various analytic strategies,
including novel estimation strategies based on Gibbs
sampling using the program BUGS (16). We fit expo-
nential models to data obtained from a screening pro-
gram for colorectal cancer conducted in Calvados,
France (17).

DATA

A single round of mass screening for colorectal
cancer using fecal Hemoccult testing was conducted in
Calvados, France, between April 1991 and May 1994.
A total of 71,307 people between the ages of 45 and 74
years were invited to undergo screening. Of the 2,020
persons with a positive Hemoccult test result, colonos-
copy was performed on 1,603, and 131 cancers were
detected. For a 3-year period following the screening,
any cancers occurring in the negatively screened sub-
jects were recorded along with the number of person-
years contributed to follow-up. The expected inci-
dence in the absence of screening was estimated by the
incidence rates provided by the digestive cancer reg-
istry for people aged 45-74 years in the same area
during 1978 -1990—i.e., the period just before screen-
ing (table 1). Further details on the study can be found
in the paper by Launoy et al. (17). For assessment of
the potential effectiveness of Hemoccult screening for
colorectal cancer in this population, the sensitivity of
the Hemoccult test and the mean sojourn time of
colorectal cancer are useful indicators.

Below we describe methods for obtaining estimates
of screening test sensitivity and mean sojourn time
based on modeling of the incidence of interval can-
cers. Throughout, a two-stage disease process is as-
sumed in which an asymptomatic but screen-detectable
preclinical phase precedes clinical disease.

Am J Epidemiol Vol. 148, No. 6, 1998
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39,853

62,667

67,824

2,078,934 131 71,307

1,763

Total

MODELS

The observed incidence of cancers in the interval
(t — 1, 1] years after a negative screen, r,, is assumed
to follow a Poisson process, with an expected value
which depends on ¢, the time since screening, A, the
rate at which preclinical disease progresses to clinical
disease, and S, the sensitivity of the screening test.
This can be expressed as

r, ~ Poisson(I(t, A, S)),

with I(t, A, S) being the expected incidence of cancers
in the interval (+ — 1, ¢] years after a negative screen.
Hence, the likelihood for A and S, given the observed
incidence of interval cancers within each yearly inter-
val from the time of screening (f,) to k years later, is

k r, o —1(tLAS)
I(t,', A, S) ‘e
I .

i=0

r,

Before we can proceed with the estimation of A and
S, some functional form for the expected incidence
Iz, A, S) needs to be specified. In the following sec-
tions, we develop and compare three different expres-
sions for I(z, A, S).

Model 1—incidence of interval cancers modeled
as a function of mean sojourn time

Here we assume sensitivity to be 100 percent in the
first instance. When clinical disease occurs ¢ years
after a screening in a person correctly screened nega-
tive, two inferences about the natural history of the
disease will be made: 1) preclinical disease has arisen
since the screening and 2) the duration of the preclin-
ical screen-detectable period was at most ¢ years. The
probability of developing clinical disease in the inter-
val (t+ — 1, 1] after a negative screen is equal to the
probability that the sum of the time from screening to
entering the preclinical phase and the sojourn time lies
between ¢+ — 1 and . This is the probability that the
sojourn time s, let us say, does not exceed ¢ and the
time of “birth” into the preclinical phase occurs be-
tweent — s — 1 and ¢t — s for values of s less than t —
1, and between 0 and ¢ — s for values of s greater than
t — 1. This means that if incidence of birth into the
preclinical period is uniform over the course of a year,
the expected incidence lies between

Jf_ f(s)ds

[\]
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and

) f s)ds,

0

where J denotes the incidence of preclinical disease
and f(y) is the probability density function of the
duration of the preclinical screen-detectable period.
Typically, the incidence of cancers in an unscreened
control population is taken as an estimate of the inci-
dence of preclinical disease, J.

Depending on the form of f(s), the exact formula
may be complex. A possible approximation is to de-
fine ¢' as t+ — 0.5 and estimate expected incidence as

1) =7 f ). M

0

This approximation is implicitly used by Paci and
Duffy (13).

If an exponential distribution with parameter A is
assumed for the duration of the preclinical screen-
detectable period, thereby implying that the transition
rate from preclinical disease to clinical disease is con-
stant over time, equation 1 becomes

I(t, A) = J X (1 — e 2¢709), )

where A represents the rate at which preclinical disease
progresses to clinical disease and 1/A provides an
estimate of the mean sojourn time.

Paci and Duffy (13) specify the incidence of interval
cancers as a Poisson process with the mean as given in
equation 2, and they use generalized linear modeling
techniques to obtain an estimate of A (and hence the
mean sojourn time), based on the observed incidence
of interval cancers. The sensitivity of the screening
test can then be calculated as a function of the esti-
mated transition rate, A. A formula for estimating test
sensitivity in this way is given by Paci and Duffy. This
formed the basis for the estimate derived from Markov
chain modeling by Duffy et al. (18). We use the latter
estimate here. The formula is

§() =1 = [K(®)(A — Din — a)/b, 3)
where
a=A—-Ne (1 — ™) — Je TN — 1)
and

b=JET— e —e™).

K(#) is the cumulative number of cases ¢ years after a
negative screen and T is age at the time of screening.
In this paper, sensitivity, S, has been estimated as a
weighted average of §(r) for r = 1, 2, and 3, using K(?)
as the weights.

Model 2—incidence of interval cancers and
screen-detected cancers modeled as a function
of sensitivity and mean sojourn time

If the sensitivity of the screening test is substantially
less than 100 percent, then the expected incidence of
interval cancers will not be adequately described by
equation 2. The cases of preclinical disease which go
undetected at the screening, in the absence of further
screening, will at some point in time surface as clinical
cancers, and more cancers than expected will be ob-
served in the years following screening.

When clinical disease occurs ¢ years after a screen-
ing in a person incorrectly screened as negative, it will
be inferred that 1) preclinical disease was present at
the time of screening and 2) the duration of the pre-
clinical screen-detectable period was at least ¢ years.
Extending equation 2 to account for cancers arising in
individuals who were falsely screened negative gives
the expected incidence of interval cancers ¢ years after
screening as

I(t, A, S) = J X[1 — exp(— At — 0.5))]

1 —
D fexp(=r = 1) - expl(-2). @)

where ¢ is the number of cancers detected at the
screening and S is the test sensitivity. [c(1 — S))/S is
the expected number of cancers which were present
but not detected at screening, and exp(—A(t — 1)) —
exp(—Ar) is the probability that a cancer which went
undetected at screening will surface clinically in the
interval (¢t — 1, £].

In addition to the incidence of interval cancers, data
on the prevalence of preclinical disease detected at
screening are also available. Based on the Markov
chain model of Duffy et al. (18), the expected preva-
lence can be expressed in terms of A and S as

n,SJe T — e M)/I(J — A)
e T+ Je T —eMIT - A ©)

where T is age at the time of screening and n, is the
number of people screened.

Incorporating this additional information into the
modeling by assuming that the number of cancers
detected at screening, c, is binomial (n,, P(A, S)/n,)
will improve the estimation of A and §. The likelihood
for A and S then becomes

P(A, S) =

Am J Epidemiol Vol. 148, No. 6, 1998
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n!  [PQ, S)]

c'(n, — c)!l_ n,

I1

i=0

(6)

n,

[1 P(A, S)](’""‘) kI, A, S)e 02D
rll '

Model 3—incidence of interval cancers and
screen-detected cancers modeled as a function
of sensitivity and mean sojoum time, using exact
times of transition

When they are known, exact times at which interval
cancers surface clinically can be used in place of
yearly incidences of interval cancers. In their model-
ing of exact times of interval cancer occurrence, Duffy
et al. (18) found that using exact time to occurrence
improved the precision of estimation. The probability
of clinical disease at exactly ¢ years for those correctly
screened negative is given as

P(no disease up to t — 8t years)
X P(no disease to clinical in interval (t — 8¢, 1))
+ P(no disease to preclinical in interval (0, r — &¢))
X P(preclinical to clinical in interval (r — &, t)).

For those falsely screened negative, the probability of
clinical disease at exactly ¢ years is

c1-295)
§

X P(preclinical up to ¢ — &8t years)

X P(preclinical to clinical in interval (1 — 8¢, ).

ot is taken to be the limit of accuracy, here 1 month
(=~0.08 years).

Therefore, the expected monthly incidence of inter-
val cancers, I(1, A, ), can be expressed as

/\8_0'081 _ Je—0.0SA
- J(t—0.08)
py,[e (1 + T )

J(e—x(:,—o.oa) - e—J(n—0.0s))(l — e—o.osx)]

J—A
+ C_(I;_S)(e—x(n—o.os) — M),

where py; is the number of person-years contributed in
the yth year after screening, with y such thaty — 1 <
L=y,

The likelihood for A and S is then given as in
equation 6, except that the interval (¢;_,, ¢;] is 1 month,

Am J Epidemiol Vol. 148, No. 6, 1998

and r, is the observed monthly incidence of cancers
after a negative screen.

PARAMETER ESTIMATION

Two approaches can be applied to the estimation of
A and S. The first involves expressing test sensitivity
in terms of A (as in the formula given in equation 3)
and hence reduces the problem to estimation of one
parameter only. The second would be to attempt to
estimate A and S as independent parameters in a single
likelihood, without specifying a direct relation be-
tween them. Ideally, the second approach would be
preferred, since it does not rely on any prespecified,
and potentially incorrect, relation between mean so-
journ time and sensitivity. However, in practice, two-
parameter estimation may be difficult because of the
small amounts of data typically available and the in-
herently high correlation between estimates of sensi-
tivity and mean sojourn time.

The Paci and Duffy model (model 1) is a one-
parameter model. However, models 2 and 3 could be
treated as having either one or two unknown parame-
ters. In this paper, A and S are estimated independently
in these models and the correlation between the re-
ported estimates is given.

In applying the three models described above to the
Calvados colorectal cancer screening data, several es-
timation techniques were used: maximum likelihood, a
least squares approach, and Gibbs sampling.

Maximum likelihood

Maximization of the likelihood was performed over
values of A in the one-parameter model and over
values of A and § in the two-parameter models. Vari-
ance estimates were obtained using the inverse Fisher
information matrix. The calculations were performed
using Mathematica (19).

Least squares

The SAS NLIN procedure (20) was performed on
the nonlinear regression of the observed outcomes
on the expected outcomes as given by I(z, A, S) and
P(A, §), with A and S specified as regression coeffi-
cients to be estimated.

Gibbs sampling

A Bayesian approach to estimation in which both
data and parameters are assumed to be random vari-
ables can be taken. The joint probability distribution
for the unknown parameters and the data is obtained
by multiplying the likelihood function by prior prob-
ability distributions for the unknown parameters. From
this joint probability distribution, the posterior distri-
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bution—that is, the distribution for the unknown pa-
rameters conditional on the observed data—can be
derived. Simulated values from the marginal posterior
distribution for any parameter of interest can be ob-
tained using Gibbs sampling implemented by the
BUGS software (16). From the sample of simulated
values obtained, empirical estimates of summary sta-
tistics (e.g., means, medians, standard deviations) for
the parameters of interest are calculated.

A gamma(0.001,0.001) distribution truncated
outside the region 0.05-5 was taken as the prior for A
and a uniform(—4,4) distribution as the prior for log
([1—SY/S). Convergence was assessed using the method
of Gelman and Rubin (21). The BUGS model speci-
fication code for model 2 is given in the Appendix.

RESULTS

Overall, the three estimation techniques gave very
similar estimates of A and S for models 2 and 3 (tables
2-4). Models 2 and 3 yielded mean sojourn times
which increasd with age and sensitivity estimates
which declined with age. For the age group 45-54
years, mean sojourn time estimates were approxi-
mately 2 years and sensitivity estimates were approx-
imately 75 percent; for the age group 55-64 years, the
corresponding figures were 3 years and 50 percent;
and for the age group 65-74 years, the estimates were
6 years and 40 percent. Model 1 estimated uniformly
short mean sojourn times and high sensitivities. The
95 percent intervals obtained from maximum likeli-
hood and Gibbs sampling agreed well, but the least
squares intervals sometimes disagreed.

One characteristic common to models 2 and 3 is the
high positive correlation between estimates of A and S

(in model 1, S is by definition a function of A). Plots
of the 95 percent confidence regions for the maximum
likelihood estimates from model 2 (figure 2) and
model 3 (figure 3) clearly show the high correlation
and the large degree of uncertainty associated with the
estimates, particularly in the youngest age group,
where the number of observed interval cancers was
small.

Model 1 did not fit the data well (figures 4-6),
which was to be expected. The model assumes that
any interval cancers are newly arising cancers not
present at the time of screening. Under this assump-
tion, we would observe an increasing incidence of
interval cancers with increasing time since screening.
For the Calvados data presented here, this is clearly
not the case. In each age group, the highest incidence
was found in the year immediately following screen-
ing. Thus, model 1 tends to overestimate later interval
cancers because of the high observed rates of earlier
cancers. This high incidence in the first year may be
due to low sensitivity to certain tumors and/or a short
mean sojourn time, in which case the incidence of
interval cancers in the second and third years would be
expected to be similar to the control population inci-
dence. However, the incidence of interval cancers in
the second and third years in all of the age groups was
well below the control population incidence.

DISCUSSION

Figures 4—6 show that models 2 and 3, as expected,
gave a slightly better fit than model 1, particularly in
the older age groups, where incidence was higher.
There is room for improvement in all models and all
estimation techniques in terms of goodness of fit. The

TABLE 2. Estimation of the preclinical-to-clinical disease transition rate, A, and fecal Hemoccult test sensitivity, S, using various
techniques applied to data for persons aged 45-54 years in a colorectal cancer screening program conducted in Calvados,

France (1991-1994)

Estimate Correlation between Residual*
i & Aand $ Year 1 Year 2 Year 3
Mode! 1
Maximum likelihood 0.684 (0.20-229)t 0.93 -0.45 0.51 0.83
Least squares 0.486 (0.16-1.50) 0.87 -0.59 0.21 0.57
Gibbs sampling 0.688 (0.34-1.25) 0.93 (0.81-0.97) -0.44 0.51 0.83
Model 2
Maximum liketihood 0.422 (0.13-1.40) 0.70 (0.11-0.98) 0.92 -0.19 0.49 0.83
Least squares 0.472 (0.16-1.38) 0.75 (0.06-0.99) 0.97 ~0.22 0.51 0.84
Gibbs sampling 0.478 (0.09-0.98) 0.80 (0.19-0.98) 0.78 -0.25 0.51 0.86
Model 3
Maximum likelihood 0.439 (0.14-1.41) 0.71 (0.11-0.98) 0.91 -024 0.43 0.76
Least squares 0.487 (0.22-1.07) 0.75 (0.12-0.99) 1.00 -0.25 0.46 0.78
Gibbs sampling 0.487 (0.08-1.00) 0.80 (0.18-0.98) 0.78 -0.28 0.46 0.80

* Resldual = (number of cancers estimated from model — observed number of cancers)/observed number of cancers.

1 Numbers in parentheses, 95% confidence interval.

Am J Epidemiol Vol. 148, No. 6, 1998
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TABLE 3. Estimation of the preclinical-to-clinical disease transition rate, A, and fecal Hemoccult test sensitivity, S, using various

techniques applied to data for persons aged 55-64 years in a colorectal cancer screening program conducted in Calvados,

France (1991-1994)

Estimate Correlation betwesn Residual*
i 4 Aand § Year 1 Year 2 Year 3
Model 1
Maximum likelihood 2.337 (0.47-11.70)t 0.87 -0.15 1.55 0.48
Least squares 0.910 (0.16-5.19) 0.80 -0.55 0.95 0.33
Gibbs sampling 0.930 (0.64-1.31) 0.80 (0.73-0.84) -0.54 0.97 0.34
Model 2
Maximum likelihood 0.273 (0.11-0.68) 0.49 (0.20-0.79) 0.95 -0.29 0.84 0.37
Least squares 0.294 (0.07-1.20) 0.51 (0.07-0.93) 0.98 -0.30 0.84 0.36
Gibbs sampling 0.289 (0.08-0.64) 0.51 (0.17-0.90) 0.93 -0.31 0.83 0.33
Model 3
Maximum likelihood 0.286 (0.11-0.72) 0.50 {0.19-0.81) 0.96 -0.32 0.77 0.31
Least squares 0.299 (0.16-0.56) 0.51 (0.23-0.79) 1.00 -0.32 0.78 0.31
Gibbs sampling 0.299 (0.08-0.67) 0.52 (0.17-0.91) 0.93 -0.34 0.77 0.30

* Residual = (number of cancers estimated from model — observed number of cancers)yobserved number of cancers.

1 Numbers in parentheses, 95% confidencs interval.

main difficulty for the models lies in the very high
rates of clinical cancer diagnosed in the first year after
screening. One possible enhancement to the models
might be differential sensitivity, whereby certain types
of cancer which have a short sojourn time are more
likely to be missed by screening. This seems unlikely
but not impossible. There does seem to be consider-
able variation in sojourn times by subsite of tumor—
distal colon, proximal colon, or rectum (17).
Another possibility is an increase in the reporting of
early symptoms due to heightened awareness of the
condition brought about by the screening. Examina-

tion of interval cancers by Dukes’ stage should throw
some light on this possibility, since the proportion of
cancers diagnosed at the earliest stage of development
is higher after a negative test, particularly in the first
year, than would be expected in the absence of screen-
ing. One might therefore seek to model a lowering of
the threshold for clinical detection in the period im-
mediately after screening. In terms of formal model-
ing, this would entail estimation of multiple param-
eters relating mean sojourn time to time since
screening, and problems of identifiability might arise.
A simple expedient might be to fit the model in equa-

TABLE 4. Estimation of the preclinical-to-clinical disease transition rate, A, and fecal Hemoccult test sensitivity, S, using various
techniques applied to data for persons aged 65-74 years in a colorectal cancer screening program conducted in Calvados,

France (1991-1994})

Estimate Comelation betwesn Residual®
i 4 Aand 8 Year 1 Year 2 Year 3

Model! 1
Maximum likelihood 2.798 (0.97-8.10)t 0.89 -0.05 0.45 0.46
Least squares 2.697 (0.73-10.03) 0.89 -0.07 0.44 0.46
Gibbs sampling 1.106 (0.83-1.43) 0.70 (0.83-0.75) -0.47 0.19 0.36

Model 2
Maximum likelihood 0.165 (0.08-0.32) 0.44 (0.23-0.67) 0.96 022 0.05 0.47
Least squares 0.162 (0.08-0.33) 0.43 (0.19-0.71) 0.98 —0.22 0.05 0.47
Gibbs sampling 0.158 (0.06-0.29) 0.42 (0.19-0.66) 0.96 -0.21 0.06 0.48

Mode! 3
Maximum fikelihood 0.152 (0.07-0.31) 0.41 (0.20-0.64) 0.97 -0.22 0.04 0.47
Least squares 0.149 (0.08-0.27) 0.40 (0.20-0.64) 1.00 -0.21 0.04 0.47
Gibbs sampling 0.149 (0.08-0.27) 0.40 (0.18-0.63) 0.96 -0.21 0.05 0.48

* Residual = (number of cancers estimated from model — observed number of cancers)/observed number of cancers.

1 Numbers in parentheses, 95% confidence interval.
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FIGURE 2. Maximum likelihood estimate (x) and 95% confidence
region (loop) for 1/(mean sojoum time (MST)) and test sensitivity
under model 2, using data from colorectal cancer screening in
Calvados, France (1991-1994).

tion 4 without the first-year data and then estimate the
difference in sojourn time required to achieve the
excess observed in the first year. This model assumes
a constant mean sojourn time in the first year after
a negative screen, followed by a different (higher)
mean sojourn time thereafter. It is certainly a fea-

0 0.2 0.4 0.6 0.8 1

Sensitivity
55-64 years
1/MST
1
0.8
0.6
0.4
0.2
0

0 0.2 0.4 0.6 0.8 1

Sensitivity
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1/MST
1
0.8
0.6
0.4
0.2
0

0 0.2 0.4 0.6 0.8 1
Sensitivity

FIGURE 3. Maximum likelihood estimate (x) and 95% confidence
region (loop) for 1/(mean sojoun time (MST)) and test sensitivity
under model 3, using data from colorectal cancer screening in
Calvados, France (1991-1994).

sible strategy and it may give a reasonable fit to the
data, but the search for a more elegant model which
would allow mean sojourn time to change continu-
ously should continue.

The problem may also lie in the joint distribution of
sojourn time and sensitivity. Clearly, a realistic model
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FIGURE 4. Observed (—) and maximum likelihood estimates of (model 1: —~—, model 2: ----, model 3: - - - ) cumulative incidence of
colorectal cancer following a negative screen at age 45-54 years, based on data from colorectal cancer screening in Calvados, France

(1991-1994).

would be one in which sensitivity increased in a sig-
moid fashion throughout the period of the tumor’s
growth. In our models, this sigmoid curve is approx-
imated by a rectangle of varying lengths (sojourn
time) but constant height (sensitivity). This model has
proven to give a good fit to breast cancer screening
data (12), but it has not been used on colorectal cancer
data until now.

Similarly, the assumption of an exponential distri-
bution of sojourn time has been shown to give a good
fit for breast cancer but not as yet for colorectal
cancer. It should be noted, however, that a change in
the distribution of sojourn time alone is unlikely to
account for the high rate of interval cancers in the first
year after screening.

In the models presented here, the incidence of pre-
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FIGURE 5. Observed {(—) and maximum likelihood estimates of (mode! 1: - - -, model 2: —-, model 3: - - - -) cumulative incidence of
colorectal cancer following a negative screen at age 55-64 years, based on data from colorectal cancer screening in Catvados, France

(1991-1994).
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FIGURE 6. Observed (—) and maximum likelihood estimates of (model 1: - - —, mode! 2: ----, model 3: - - - *) cumulative incidence of

colorectal cancer following a negative screen at age 65-74 years, based on data from colorectal cancer screening in Calvados, France

(1991-1894).

clinical disease was assumed to be equal to the inci-
dence of cancers in the period just before screening.
However, it would be more reasonable to allow for
some variability in this estimate. We investigated the
impact that this would have on the estimates of sen-
sitivity and mean sojourn time, using the Gibbs sam-
pling approach with a uniform prior distribution for
preclinical incidence, J, over the range of 0.9-1.1
times the prescreening cancer incidence. The resulting
estimates were little different from those obtained
above. For example, model 2 applied to the data for
55- to 64-year-olds gave estimates for A and S of
0.299 (95 percent credible interval 0.08—0.65) and 0.53
(95 percent credible interval 0.19-0.91), respectively.
Despite the reservations expressed above, the mes-
sage from this modeling exercise is that the mean
sojourn time is approximately 2 years at ages 45-54
years, increasing to about 6 years at ages 65-74. These
mean sojourn time estimates reflect the relation be-
tween the variation in mean sojourn time according to
subsite and the variation in mean age according to
subsite (17). There should be some caution about this,
because of the high correlation between sensitivity and
mean sojourn time estimates, but results from random-
ized trials of Hemoccult screening indicate that the
sensitivity estimates are roughly correct (10—12). This
in turn suggests that the estimates of mean sojourn
time are correct. For the purposes of understanding the
disease’s natural history and how it can be arrested by
screening, targets for future research include refining
the models and seeking explanations for age effects in

terms of stage and for progression rates by subsite and
histology.
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APPENDIX

BUGS Model Specification Code for Model 2

can.scr ~ dbin(p.scr,n.scr);

pscr <— (S*J*(exp(—lam*age) — exp(—J*age))/
(J — lam))/(exp(—J*age) + (J*(exp(—lam=*age) —
exp(—J*age))/(J — lam)));

for(i in 1:N){

o[i] ~ dpois(theta.obs[i]);
theta.new[i] <— py[i]*J*(1 — exp(—lam=*
(time[i] — 0.5)));
theta.und[i] <— can.scr¥exp(logit.S)*
(exp(—lam*(time[i] — 1)) —
exp(—lamx*time[i]));
theta.obs[i] <— theta.new[i] + theta.und[i];
}

logit.S ~ dunif(—4,4);

S <— 1/(1 + exp(logit.S));

lam ~ dgamma(0.001,0.001)I(0.05,5);
mst <— 1/lam;
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