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Abstract

Conventional parametric stereo (PS) audio coding employs inter-channel phase difference and overall phase

difference as phase parameters. In this article, it is shown that those parameters cannot correctly represent the phase

relationship between the stereo channels when inter-channel correlation (ICC) is less than one, which is common in

practical situations. To solve this problem, we introduce new phase parameters, channel phase differences (CPDs),

defined as the phase differences between the mono downmix and the stereo channels. Since CPDs have a descriptive

relationship with ICC as well as inter-channel intensity difference, they are more relevant to represent the phase

difference between the channels in practical situations. We also propose methods of synthesizing CPDs at the

decoder. Through computer simulations and subjective listening tests, it is confirmed that the proposed methods

produce significantly lower phase errors than conventional PS, and it can noticeably improve sound quality for stereo

inputs with low ICCs.

Keywords: Parametric stereo (PS), Inter-channel phase difference (IPD), Overall phase difference (OPD), Inter-channel

correlation (ICC), Channel phase difference (CPD), Stereo audio coding, Spatial audio coding

Introduction
In an effort to efficiently represent multi-channel audio,

spatial audio coding (SAC) has been studied extensively

during the last decade [1-4]. Among SAC schemes, para-

metric stereo (PS) [5] drew keen attention due to its simple

but effective way of representing stereo audio. PS presents

stereo audio as a downmixed mono, together with rele-

vant spatial parameters. Past researches indicate that PS

can provide stable stereo quality at bit rates of a few

kbps for spatial parameters [5]. After being combined with

binaural cue coding (BCC) [6], PS was expanded to multi-

channel applications, so that it was adopted in MPEG

Surround as a stereo tool [7-10]. PS was also included in

HE-AACv2 [9] and the recently developed unified speech

and audio coding (USAC) [10] standards.

Parametric representation of stereo sound image can

be accomplished by using interaural cues: interaural level
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difference (ILD), interaural time difference (ITD), and

interaural correlation (IC). The direction of sound source

can be represented using ILD and ITD, and IC is used to

represent the width of the sound source. The PS encoder

exploits inter-channel parameters rather than interau-

ral cues because output signals can be transmitted to

each ear differently according to the playback system,

which can result in different interaural cues. Specifically,

for headphone playback, since the transducer output is

directly applied to each ear, the inter-channel parame-

ters, such as the inter-channel level difference (ICLD),

inter-channel time difference (ICTD), and inter-channel

correlation (ICC), can instantly affect the interaural sen-

sations. In PS, the original stereo sound is regenerated

from the downmixed mono using these channel parame-

ters. Thus, to obtain the original stereo image with high

fidelity, the decoder should properly distribute the chan-

nel parameters to the left and right output channels. In

the PS decoder, ICLD is always correctly reconstructed

because the encoder uses a constraint to limit the gains

for each channel. ICTD, however, cannot be correctly

reconstructed without a priori information of the phase
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distribution over the left and right output channels. In

BCC, ICTD is equally distributed over the output chan-

nels [6,11]. However, since the channel with the higher

energy has a smaller phase difference from the down-

mixed signal than the other channel, equal distribution of

the ICTD parameter can cause degradation of sound qual-

ity. As a remedy to this problem, PS adopts the overall

phase difference (OPD) as an additional phase parameter.

The practical PS encoder extracts the inter-channel

phase difference (IPD) instead of the ICTD, although

ICTD is known to be more reliable than IPD in repre-

senting spatial characteristics of input audio [5]. ICTD

can be analyzed in both the time and frequency domains.

In the time domain, the time lag maximizing the cross-

correlation between the two channels can be ICTD, but

this process demands a considerable amount of compu-

tational complexity [6]. ICTD can also be analyzed in the

frequency domain by differentiating the phase differences,

but this approach often produces inaccurate time delays

because of the ambiguity caused by phase wrapping.

Previously, there have been many studies on ICTD and

IPD analyses. To solve the phase-wrapping problem of

ICTD, the utilization of linear regression was proposed in

[11], where the validity of ICTD was also checked by con-

sidering ICC. Also, PS employs a frequency domain IPD

estimation method that does not require phase unwrap-

ping [5]. In [12], the relationship between OPD and other

spatial parameters was mathematically established. It was

shown that OPD could be estimated using other spa-

tial parameters, such as inter-channel intensity difference

(IID), IPD, and ICC, at the decoder, which resulted in

saving bits for OPD quantization. A modified version of

OPD estimation proposed in [12] was included in USAC

standardization [13].

Errors in IPD and OPD estimation can cause not only

distortion of spatial perception, but also deterioration of

audio quality [11]. Thus, IPD and OPD analyses should be

done with great care. Stereo audio can be separated into

primary and ambient components. ICC is relevant only to

the highly correlated primary components between chan-

nels (such as discrete pairwise-panned instruments), not

to the uncorrelated ambient signals (such as reverbera-

tion, rain, or applause) [4], and IPD is also associated with

the direction of the primary component, which implies

that ICC and IPD are mutually dependent and combined

in the binaural cues corresponding to the primary com-

ponents. If that is the case, ICC should be considered for

the analysis and synthesis of IPD. Previously, the relation

between ICC and ICTDwas experimentally analyzed [14].

It was shown that, when ICC was high, ICTD became a

relevant cue for the direction of the sound source, and

adversely, ICTD was less important when ICC was low.

In this article, we propose improved analysis and syn-

thesis methods for the phase parameters. We first analyze

the dependency of IPD on ICC in the process of OPD

estimation. Based on the analysis, we propose a new IPD

analysis and synthesis method in which IPD is measured

dependently on the ICC parameter. Consequently, the

proposedmethod can improve the audio quality, in partic-

ular when ICC is low. In this article, the quantization and

transmission of the proposed phase parameters are also

discussed. Later, we propose methods for estimating the

OPD parameters using the other spatial parameters.

The rest of this article is organized as follows. In Section

2, a new phase parameter analysis and synthesis method

is proposed and the validity of the parameters is verified

in comparison with the conventional methods. Section

3 presents the parameterization of the proposed phase

parameters. In Section 4, the overall performance of the

proposed phase analysis/synthesis system are measured

and compared with the previous methods through objec-

tive and subjective tests. Finally, conclusions are drawn in

Section 5.

ICC-dependent phase parameters
In this section, the problems with the conventional meth-

ods of phase representation are reviewed, and new phase

parameters, which can effectively represent the phase

information in the stereo input, will be introduced.

Phase parameters in PS

In practical stereo systems, the covariance matrix derived

from the two input channels contains most of the salient

information. The covariancematrix of the parameter band

b can be obtained as

W[ b]=

[

RLL[ b] RLR[ b]

RRL[ b] RRR[ b]

]

, (1)

where RIJ [ b]=
∑kb+1−1

k=kb
XI [ k]X

∗
J [ k] , I, J = L,R, k is the

frequency bin index and kb is the start index of the param-

eter band b. The spatial parameters defined in PS can

directly be obtained from the elements of the covariance

matrix in Equation (1). IID, ICC, and IPD, respectively, are

computed as

IID = 10 log 10

(

RLL

RRR

)

, ICC =
|RLR|√
RLLRRR

, and

IPD = ∠

(

RLR√
RLLRRR

)

.

(2)

It is important to note that ICC and IPD, respectively,

are the magnitude and phase of the correlation coefficient

between the two input channels, i.e., RLR√
RLLRRR

To understand the dependency between IPD and ICC,

the cross-channel correlation RLR can be depicted in

the complex domain. Consider that RLR is analyzed as
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∑kb+1−1
k=kb

XL[ k]X
∗
R[ k].When both channel signals are fully

correlated, vectors corresponding to XL[ k]X
∗
R[ k] , k =

kb, kb + 1, . . . , kb+1 − 1, have the same direction, and

the overall magnitude is equal to
√
RLLRRR. Thus, ICC

becomes 1. Figure 1a shows this case.When both channels

are uncorrelated, however, the vectors corresponding to

XL[ k]X
∗
R[ k] are in random directions, and thus the over-

all magnitude is much smaller than 1, which results in

small ICCs. Figure 1b shows the second case. A high ICC

implies that the primary components are dominant in the

channel signals, and thus the IPD is mainly determined

by the direction of the primary components. On the other

hand, a low ICC implies that the ambient components are

dominant and the primary components cannot affect the

IPD. Thus, the IPD obtained with low ICC signals does not

containmeaningful directional cues, and no phase synthe-

sis at the decoder is desirable. Similar observations can be

found in [14], in which the dependency between the IPD

and ICC was also stated.

The IPD representing the phase difference between the

stereo inputs XL[ k] and XR[ k] can be estimated as [5]:

IPD[ b]= ∠

⎛

⎝

kb+1−1
∑

k=kb

XL[ k]X
∗
R[ k]

⎞

⎠ . (3)

The IPD defined in Equation (3) represents the total

amount of phase difference between the two input chan-

nels. By properly distributing the IPDs over the output

channels, the spatial impression of the original stereo sig-

nal can be reproduced. A simple approach to the IPD

distribution is to divide the total IPD equally in two and

apply them to the left and right output channels, respec-

tively. However, this approach cannot guarantee the exact

production of the original spatial impression, since the

phase difference in this case cannot appropriately repre-

sent the spatial attribute of the sound source [6,11]. To

solve this problem, the OPD parameter is commonly used

for phase synthesis. The OPD representing the phase dif-

ference between XL[ k] and the downmixed mono S[ k] is

formulated as [5]:

OPD[ b]= ∠

⎛

⎝

kb+1−1
∑

k=kb

XL[ k] S
∗[ k]

⎞

⎠ . (4)

It is straightforward to show that the OPD and the other

primary spatial parameters, such as IID, ICC, and IPD, are

related as [12]:

OPD[ b]= ∠

(

c[ b]+ICC[ b] ejIPD[b]
)

, c[ b]= 10IID[b]/20.

(5)

The relationship in the above equation indicates that

an exact OPD can be obtained from IID, ICC, and IPD

parameters only if the parameter quantization is not

involved. Thus, it can be said that OPD is a redundant

parameter. Furthermore, it was shown in [12] that an

OPD estimated using the quantized parameters offered

similar root mean square (RMS) errors as quantizing the

OPD itself, even with fewer bits. The OPD estimation in

Equation (5) can geometrically be interpreted in the com-

plex domain, as shown in Figure 2. The circle with the

diameter of ICC is a distance of c[ b] away from the origin,

and the point P is positioned on the circle by the rotation

angle IPD. In this diagram, the OPD is considered as an

angle between the real axis and the line spanned by the

origin and the point P. The dynamic range of the OPD

gets narrower as the ICC approaches to zero and c[ b] gets

larger. On the contrary, when c[ b] reaches its minimum

(1) and the ICC reaches its maximum (1), respectively, the

dynamic range of OPD will increase up to ±π/2. Espe-

cially, in this extreme case, the OPD varies rapidly when

the IPD gets close to π .

In [13], another relationship between the OPD and the

other parameters was derived using a geometric represen-

Re

Im

[ ] [ ]
L b R b

X k X k
∗

[ 1] [ 1]
L b R b

X k X k
∗

+ +

1 1
[ 1] [ 1]

L b R b
X k X k

∗

+ +
− −LR

R
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Figure 1 RLR on the complex domain: (a) fully correlated; (b) uncorrelated.
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Figure 2 Geometric representation of OPD estimation.

tation of the stereo inputs. According to this approach, the

OPD can be expressed as

OPD[ b] = arctan

(

c2 sin(IPD[ b] )

c1 + c2 cos(IPD[ b] )

)

,

c1 =

√

√

√

√

10
IID[b]
10

1 + 10
IID[b]
10

, and c2 =
√

1

1 + 10
IID[b]
10

.

(6)

This method was premised on an assumption that the

ICC is 1. Equation (6) can be obtained from Equation (5)

using ICC= 1 and c = c1
c2
. Thus, if ICC is 1 for all frames

and parameter bands, exact OPDs can be obtained from

IID and IPD parameters using Equation (6), which results

in bit saving, since we do not need to quantize the OPDs

[13]. But if the ICC is not 1, this method may lead to

the wrong OPD and, in turn, cause degradation of audio

quality, which will be explained in more detail in the next

section. The above-mentioned OPD estimation methods

were developed using the quantization tables specified in

PS [5].

In the conventional PS decoder, the stereo signals are

reconstructed from the mono downmix (S) and its decor-

related signal (Sd), using an upmix matrix, as given in [5]:

[

L′

R′

]

=

[

U11 · ejOPD U12 · ejOPD

U21 · ej(OPD−IPD) U22 · ej(OPD−IPD)

] [

S

Sd

]

,

(7)

where U11 = c1 · cos (α + β) ,U12 = c1 · sin (α + β) ,

U21 = c2 · cos (−α + β) ,U22 = c2 · sin (−α + β), and

α = 1
2 arccos (ICC) , β = arctan

(

c2−c1
c2+c1

tan (α)

)

, respec-

tively. In Equation (7), we omitted the band index b for

ease of description. From now on, the band index will not

be used except where it is indicated. By separating the

OPD from the IPD, Equation (7) can be rewritten as

[

L′

R′

]

= ejOPD

[

1 0

0 e−jIPD

][

U11 U12

U21 U22

] [

S

Sd

]

. (8)

New phase parameters

In practical situations, audio signals are often simplymod-

eled as a sum of the primary and ambient components.

In this case, the mono downmix (S) and its decorrelated

signal (Sd) in Equation (7) correspond to the primary

and ambient components, respectively. In this case, if

the ICC is close to 1 it implies that the primary com-

ponent in the channel signals is dominant, and thus the

IPD obtained using the same signals will comprise mainly

the directional attribute of the primary component. On

the other hand, the IPD in a low ICC situation is easily

affected by the strong ambient component, so that it can-

not effectively represent the directional attribute of the

primary component. Furthermore, directional attributes

are often inappropriate in a low ICC situation. However,

the upmixing in Equation (8) cannot correctly reflect these

observations. The main reason is that the IPD is used to

synthesize the phase for the right output channel without

consideration of the relationship between the phase and

the other spatial parameters, such as the ICC and IID.

To have an exact phase relationship between the left

and right channel inputs, we use a method for measuring

the two channel phase differences (CPDs), rather than the

OPD and IPD. We first define the new CPD parameters

as the phase differences between the mono downmix and

channel with the higher energy (dominant channel) and

the channel with the smaller energy (recessive channel),

referred to as CPD1 and CPD2, respectively. Then, these

CPD parameters are estimated as

CPD1[ b]= ∠

⎛

⎝

kb+1−1
∑

k=kb

XL[ k] S
∗[ k]

⎞

⎠

CPD2[ b]= ∠

⎛

⎝

kb+1−1
∑

k=kb

S[ k]X∗
R[ k]

⎞

⎠

, if IID ≥ 0.

(9)

IID is positive when the left channel has higher energy

than the right channel, and vice versa. Thus, by defini-

tion, if IID < 0, CPD1 and CPD2 will interchangeably be

defined. Similar to Equation (5), CPD1 and CPD2 can also

be expressed using IID, IPD, and ICC parameters

CPD1 = ∠

(

c + ICCejIPD
)

CPD2 = ∠

(

ICCejIPD +
1

c

), if IID ≥ 0. (10)

Now, using CPD1 and CPD2, the upmix matrix in

Equation (8) can be re-written as
[

L′

R′

]

=

[

ejCPD1 0

0 e−jCPD2

][

U11 U12

U21 U22

][

S

Sd

]

,

if IID ≥ 0.

(11)
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Also, if IID < 0, then CPD1 and CPD2 in the above

equation should be interchanged.

The conventional upmix matrixing in Equation (8)

assumes that the sum of the phase difference between

the left and right channels is equal to the IPD, and

thus the phase difference of the right channel, with

respect to the mono downmix, is determined as OPD −
IPD. On the other hand, the upmixing in Equation (11)

uses independent CPDs. Thus, the total phase difference

between the left and right channels is determined as

CPD1+CPD2. Denoting the sum of CPD1 and CPD2 as a

phase difference sum (PDS), we have

PDS = CPD1 + CPD2

= ∠

(

(

c + ICCejIPD
)

(

ICCejIPD +
1

c

))

= ∠

(

1 +
(

c +
1

c

)

ICCejIPD + ICC2ej2IPD
)

= ∠

(

1 +
(

c +
1

c

)

ICCejIPD + ICC2
(

2cos2 (IPD)

− 1 + j2 sin(IPD) cos(IPD)
)

)

= ∠

(((

c +
1

c

)

ICC + 2 cos(IPD)ICC2

)

ejIPD

+
(

1 − ICC2
)

)

.

(12)

Similar to Figure 2, Equation (12) can also geometrically

be interpreted as Figure 3, where a circle with the radius

(c + 1/c) ICC+2 cos(IPD)ICC2 is a distance 1−ICC2 away

from the origin. The IPD can be interpreted as an angle

from the center of the circle to the point Q on the circle.

The PDS is the angle between the real axis and the line

spanned by the origin and the point Q.

Figure 3 Geometric representation of the relation between the

PDS and IPD.

Now, it is straightforward to see that, when ICC=1, the

center of the circle moves to the origin, so that the PDS is

equal to the IPD:

PDS = ∠

((

c +
1

c
+ 2 cos (IPD)

)

ejIPD
)

= IPD. (13)

Also, when ICC= 0, we have PDS = ∠ (1) = 0.

When the stereo input signals are fully correlated (ICC =

1), the IPD measured using Equation (3) is identical to

the total phase difference (PDS). Thus, the assumption

premised on the conventional phase synthesis is fully

satisfied. When the stereo input signals are uncorrelated

(ICC = 0), we have PDS = 0. Thus, no phase needs to be

synthesized at the decoder. The IPD, on the other hand, is

unpredictable in this case, so that an arbitrary phase dif-

ference will be synthesized at the decoder. In addition, as

can be seen from Figure 3, |IPD| ≥ |PDS| for all ICCs,
which implies that it is likely to cause excessive phase syn-

thesis only to the right channel because the PS describes

the phase of the right channel as OPD − IPD.

Most of these aspects can be resolved using the CPD1

and CPD2 pair defined in Equation (9) instead of the OPD

and IPD pair in Equations (3) and (4), as both CPD1 and

CPD2 are the relevant parameters dependent on ICC and

IID. If the CPD1 and CPD2 pair can exactly represent the

phase difference between the left and right inputs, the dif-

ference between the PDS and the IPD can be considered

as a phase error in the synthesized outputs. For further

investigation of this phase error, we plot the PDS ver-

sus the IPD according to several IIDs and ICCs, which is

shown in Figure 4. The results in Figure 4 were obtained

using the quantized IID and ICC values in order to sim-

ulate the problem on the decoder side. IIDs of 0, 4, 8, 13,

19, and 30 dB were considered. We also considered non-

negative ICCs because PS uses only non-negative ICCs

when phase parameters are utilized.

First of all, when the ICC is 1, the IPD is identical to the

PDS, regardless of the values of the IID and ICC. When

the ICC is close to 1, the IPD roughly matches the PDS

in most cases. However, it is noted that when the IID is

low (0 dB, for example), even fairly high ICCs produce a

significant difference between the PDS and IPD, and the

difference becomes insignificant as the IID increases. 0 dB

IID corresponds to the case where the sound image is

positioned in the median plane, which is very common in

practice. Thus, it can be said that, in the conventional PS,

a slight decrease of the ICC could result in a significant

phase error in the synthesized stereo. It should be noted

that, when the IID was 0 dB and the IPD was π (Figure 4a),

the PDS always became zero, regardless of the ICC. This is

due to the out-of-phase relationship between the channel

signals, so that the signals are cancelled out during down-

mixing. Therefore, a special case should be considered
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Figure 4 IPD versus PDS according to IID, IPD, and ICC: (a) IID = 0, (b) IID = 4, (c) IID = 8, (d) IID = 13, (e) IID = 19, and (f) IID = 30dB.

for downmixing when the channel signals have an out-of-

phase or near out-of-phase relationship. The downmixing

problem is beyond the scope of this article, but the related

research has been studied [15,16].

In summary, Figure 4 shows that IPD cannot appropri-

ately represent the phase difference between the left and

right channels, and the ICC and IID should be consid-

ered when the IPD is used. These results partially agree

with the results of the recent research in [14], where it was

shown that the relevancy of the ICTD is dependent on

the ICC [14]. The ICTD is a valid cue for source localiza-

tion only when the ICC is larger than a certain threshold.

Thus, in [14], the effectiveness of the ICTD was judged by

comparing the ICC with a threshold. Analogous to that of

[14], the ICC in Figure 4 can be interpreted as a factor for

a soft decision.

Based on the observations made for the PDS and IPD,

we propose to use the CPD1 and CPD2 pair defined in

Equation (9) for the description of the phase difference

between the left and right inputs.

Estimation of CPD parameters
For the consideration of the practical PS, where the OPD

is not transmitted but estimated at the decoder, we pro-

pose two different methods of estimating the parameter

pair (CPD1 and CPD2) using IID, IPD, and ICC.
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Figure 5 The CPD1 estimation error using the IPD. (a) ICC = 1 and (b) ICC = 0.60092.

We redefine the parameter c[ b] as c′[ b]= 10|IID[b]|/20

to discriminate CPDs by the channel energy because the

dominant channel is more sensitive to phase error. Now,

the CPDs in Equation (10) can be modified as

CPD1 = ∠

(

c′ + ICCejIPD
)

CPD2 = ∠

(

1

c′
+ ICCejIPD

)

.
(14)

The CPD1 and CPD2 defined in Equation (14) always

represent the phase difference for the dominant and reces-

sive channels, respectively. Similar to the conventional

estimation method [12], the CPD1 and CPD2 parameters

can simultaneously be estimated using IPD, IID, and ICC.

Exact CPD values can be recovered when no quantization

is involved. However, when the parameters are quantized,

the estimated OPDs will contain errors. We measure the

errors in the CPD estimation due to the parameter quan-

tization as CPD1 − CPD1est , where CPD1est denotes the

estimated CPD1 using the quantized parameters. The

estimations errors for CPD1 are displayed in Figure 5. The

abscissas of Figure 5a,b is IPDs that were linearly quan-

tized using 3 bits, as in PS. The errors were measured for

different IIDs and ICCs. The IID and ICC were assumed

to be exactly quantized. Thus, only the IPD quantization

was considered. Because IPDs are symmetric about 0, only

positive IPD values were used.

The dashed line in the figure indicates the maximum

quantization error when CPD1 was directly quantized

using 3 bits. If the CPD1 estimation error stays within the

dashed line, it can be said that the CPD1 estimation using

Equation (14) provides more accurate results than the

direct quantization of CPD1. The results in Figure 5 show

that, except when the IPD was π , the estimation error is

always smaller than the error produced by direct quanti-

zation. As the IID increases and the ICC decreases, the

variance of the CPD1 estimation error decreases. When

IPD = π , there were cases where the CPD1 estimation

error was larger than the maximum quantization error. In

particular, when ICC = 1 and IID = 0 dB, the CPD1 estima-

tion error was abnormally high. This is the case where the

two channel signals were completely out-of-phase. If the

estimation error exceeds the quantization error, the OPD

estimation in Equation (14) can lead to the degradation

of audio quality. To handle the abnormally high estima-

tion error for the out-of-phase signal where the IID = 0 dB,
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Figure 6 The mapping of IPD to the RPD. (a) ICC = 1 and (b) ICC = 0.60092.
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Figure 7 Geometric representation of the CPD1 estimation with

the RPD.

ICC = 1, and IPD = π , a nonlinear quantization of the

IPD can be used. To implement this, we introduce a new

phase parameter, which is referred to as the residual phase

difference (RPD) and is defined as

RPD = IPD − CPD1 (15)

The main purpose of introducing the RPD parameter is

warping the phase function, so that we can prevent abnor-

mal estimation error especially around π . The relationship

between IPD and RPD is plotted in Figure 6. It is shown

that Equation (15) nonlinearly maps the IPD on RPD with

a higher resolution in the region near π .

Now, a nonlinear quantization of the IPD can be

achieved by linearly quantizing the RPD. After quantiza-

tion, the RPD parameter will be transmitted and the PS

decoder will estimate the CPD1 and CPD2 using the

RPD, IID, and ICC. To obtain a correct estimation of the

CPDs at the decoder, the relationship between the CPDs

and the other parameters, including the RPD, should be

established. To this end, we can again use the geomet-

rical interpretation in Figure 2. Using the relationship

IPD = RPD + CPD1, we can redraw Figure 2 as Figure 7.

Then, from Figure 7, we can find the relationship between

the OPD and the other parameters

c′sin (CPD1) = ICC sin (RPD)

CPD1 = arcsin

(

ICC sin (RPD)

c′

)

.
(16)

The estimation errors of the CPD1 due to quantization

of the RPD were measured under the same conditions

used in Figure 5, and the results are shown in Figure 8. The

abscissas of Figure 8a,b is RPD values that were linearly

quantized using 3 bits. The dashed lines again indicate the

maximum quantization error that can be obtained when

the CPD1 was directly quantized. The results in Figure 8

show that the variance of the estimation error was larger

than when estimating the CPD1 using the IPD. However,

the error range is still within the maximum quantization

error. Furthermore, it is important to note that the CPD1

estimation error for the IPD near π is also within the

maximum quantization error.

However, this estimation method has a limitation, in

that the CPD2 cannot be estimated at the decoder, since

the IPD is not available. This limitation can be overcome

using the relationship IPD = RPD+CPD1. Thus, at the

decoder, the IPD is re-estimated by summing the trans-

mitted RPD and the estimated CPD1. Finally, the CPD2 is

estimated using the obtained IPD.

Performance evaluations
Performance of the proposed phase synthesis method was

evaluated by measuring the phase errors and through sub-

jective listening tests. We first measured the errors in the

CPD parameters. The proposed CPD estimationmethods,

based on the IPD and RPD parameters, respectively, were
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Figure 8 The CPD1 estimation error using the RPD. (a) ICC = 1 and (b) ICC = 0.60092.
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Figure 9 Comparison of phase parameter estimation methods: (a) CPD1 of ‘arirang,’ (b) CPD2 of ‘arirang,’ (c) CPD1 of ‘speech05,’ and (d)

CPD2 of ‘speech05’.
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Table 1 RMS-errors for estimation and quantizationmethods

Excerpt

Arirang Speech05

Method/parameters: CPD1 CPD2 Total CPD1 CPD2 Total

IPD-based estimation (Equation 14) 0.0893 0.2260 0.3153 0.0504 0.1222 0.1726

RPD-based estimation (Equation 16) 0.0881 0.2122 0.3004 0.0591 0.1276 0.1867

Conventional quantization (PS) 0.3887 0.2795 0.6682 0.5980 0.6323 1.2304

3-bit quantization (Equation 9) 0.2011 0.2068 0.4078 0.1240 0.1777 0.3016

compared with the method in the conventional PS [5]

and with direct quantization. In the direct quantization,

it was assumed that the OPD parameters were quantized

using additional bits. Thus, the CPD estimation methods

are beneficial in terms of bit saving. The hybrid QMF fil-

ter adopted in PS [5] was used for the time/frequency

representation of the input. The number of hybrid QMF

filterbanks and parameter bands were 71 and 20, respec-

tively. The phase parameters were analyzed only for the

frequency bands below 2 kHz because it is well known that

sound–source localization based on the ITD is dominant

at low frequencies. The 2-kHz bandwidth comprises the

first 11 parameter bands.

Objective simulation results for estimation methods

Computer simulations were conducted using two stereo

excerpts: ‘arirang’ and ‘speech05.’ Test excerpt ‘arirang’ is

composed of clean male speech, with channel signals that

are near out-of-phase. The other test excerpt, ‘speech05,’ is

composed of male speech with late reverberations that are

almost independent. It was assumed that the IPD and RPD

were quantized using 3 bits. The IID and ICC were quan-

tized using the quantization tables defined in PS [5]. The

measured phase errors are shown in Figure 9. The hori-

zontal axis in the figure represents a merged index of both

frame and parameter bands. The dashed line indicates the

maximum quantization error of the 3-bit quantizer, which

is 1/8.

First, it is shown that the proposed CPD estima-

tion methods (IPD-based and RPD-based) produce much

smaller errors in CPD1 than the conventional method

used in PS. Furthermore, they are significantly smaller

than the maximum quantization error, which shows that

the proposed methods are more beneficial because it is

possible to obtain a more accurate CPD1 using smaller

bits than when quantizing and transmitting the CPD1

itself. In the proposed methods, the CPD1 is associated

with the channel with higher energy (dominant channel).

Thus, the accuracy of CPD1 is more critical than CPD2

for preserving the original spatial impression. Between

the proposed methods, the two methods show a similar

degree of estimation errors. However, it should be men-

tioned that the RPD-based estimation produced smaller

peak errors than the IPD-based estimation. With CPD2,

the proposed and conventional methods show a similar

degree of errors.

The RMS values of the phase errors in Figure 9 are sum-

marized in Table 1. Both the IPD- and RPD-based meth-

ods provide significantly smaller RMS errors of CPD1

than direct quantization or the conventional method in

PS. For the CPD parameter for the recessive channel

(CPD2), the proposed methods show slightly higher RMS

errors than direct quantization, and the conventional

method shows significantly higher RMS errors than direct

quantization. However, since CPD2 is always associated

with the channel with lower energy (recessive channel),

the errors of CPD2 is perceptually less significant than

those of CPD1.

Subjective listening tests

Subjective listening tests were conducted to verify the

performance of the proposed parameterization methods.

Performances were measured according to the MUSHRA

methodology [17]. Hidden anchors were generated by

using a low pass filter with a cutoff frequency of 3.5 kHz.

The proposed estimation methods, based on the IPD

(Equation 14) and RPD (Equation 16), are evaluated, and

their performance is compared with the conventional

method.

In the proposed methods, the IPD (or RPD), IID,

and ICC were quantized and transmitted. The CPD1

and CPD2 were then estimated using the correspond-

ing equations at the decoder. In the conventional PS, the

IID, IPD, and ICC were quantized and transmitted, and

the OPD were estimated at the decoder. In the direct

Table 2 Test excerpts

Excerpt Characteristics Averaged ICC

applaud Applaud and clapping 0.3505

arirang Clean male speech 0.9051

motu1 Movie track (the sound of a horse’s hoofs) 0.4942

speech60 Male speech with ambience 0.6024

horn30 Brass wind instrument (30-sample ICTD) 1.0000

horn60 Brass wind instrument (60-sample ICTD) 1.0000
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Figure 10MUSHRA results for phase parameter analysis and synthesis.

quantization method, the IPD, OPD, ICC, and IID were

quantized and transmitted. Thus, three more bits were

used in comparison with the other methods. To exclude

the distortion due to quantization error, the downmixed

signal was not quantized.

A subjective listening test was performed with eight

subjects experienced in the field of spatial audio. Six test

excerpts in Table 2 were presented to the subjects with

Sennheiser HD600 headphones. The listening test was

conducted using only headphones because inter-channel

time or phase differences are irrelevant for loudspeaker

playback [6]. In Table 2, the averaged ICCs are also

presented. The excerpts were sampled at 44.1 kHz. The

test excerpts ‘horn30’ and ‘horn60’ were generated by

delaying the right channel by 30 and 60 samples, which

corresponded to 0.7 and 1.4ms, respectively. These sam-

ple delays can cause phase-reversals for some frequency

bands, and as the sample delay gets larger, phase-reversals

appear more frequently along the frequency scale.

Since the conventional phase synthesis methods do not

consider the other parameters, such as the IID and ICC,

quality degradation could be anticipated for test excerpts

with low ICCs. The results in Figure 10 are in accor-

dance with the anticipation. The overall qualities of the

tested methods were similar to each other for excerpts

with relatively high ICCs (‘arirang’, ‘speech60’, ‘horn30’,

and ‘horn60’). However, for the test excerpt with the low-

est ICC, ‘applaud,’ the proposed methods show significant

improvement of sound quality. Thus, it was proven that

the proposed methods employing the CPD1 and CPD2

pair can provide better sound quality for stereo inputs

with low ICCs than the conventional methods using the

IPD and OPD pair.

Between the proposedmethods, the RPD-basedmethod

scored slightly higher than the IPD-based method for

‘horn60.’ For ‘horn60’, the IPD-based method showed a

slightly poorer quality than both the conventional and

RPD-based methods due to the phase-reversal problem

addressed in Section 3. However, the results in Figure 10

show that the problem could be alleviated, and consistent

sound quality was obtained using the RPD-based method.

Conclusions
In this article, the problems with conventional phase

parameter analysis and synthesis were reviewed, and

new phase analysis-synthesis methods, based on new

phase parameters, were proposed. It was shown that the

assumption for the conventional upmix matrixing was

not satisfied in practice because the conventional phase

parameters did not consider the relationship between the

phase parameter and the other spatial parameters, such

as the ICC and IID. It was also shown that a more cor-

rect phase representation was possible using the CPD1

and CPD2 pair than using the IPD and OPD pair, and the

CPD1 and CPD2 pair could be conveniently synthesized

at the decoder. The performance of the proposed meth-

ods was evaluated through objective and subjective tests.

Test results showed that the proposed methods produced

significantly lower phase errors than the conventional

methods, and it noticeably improved sound quality for

stereo inputs with low ICCs.
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