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#### Abstract

In this paper, we find the ROC curves for Bi-Pareto and Bi-two parameter exponential distributions. Theoretical, parametric and non-parametric values of area under receiver operating characteristic (AUROC) curve for different parametric combinations have been calculated using simulations. These values are compared in terms of root mean square and mean absolute errors. The results are demonstrated for two real data sets.
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## 1. Introduction

Receiver operating characteristic (ROC) curves have become the standard tool for evaluating the discriminatory power of medical diagnostic tests and are commonly used in assessing the predictive ability of binary regression models. ROC curve is a diagnostic tool that helps in determining the accuracy of a test conducted on a person to know whether a particular disease is present or not. In a typical setting, one has a binary indicator and a set of predictors or marker values. The goal is to see how well the marker values predict the binary indicator. The principal idea is to dichotomize the marker at various thresholds and compute the resulting sensitivity and specificity. Sensitivity of a test is defined as the probability of a positive test result when the disease is present and specificity is the probability of a negative test result when disease is absent. Sensitivity is also known as True Positive Rate (TPR) and specificity is known as False Negative Rate (FNR). False Positive Rate is termed as (1-specificity). ROC curve is obtained by plotting the sensitivity versus (1-specificity).

In credit rating models in finance, sensitivity is termed as "Hit Rate" (HR) whereas (1-specificity) is known as "False Alarm Rate" (FAR). If the rating score of the debtor is lower than a cut-off value C, he is treated a defaulter. Otherwise, he is a non-defaulter.

Hence

$$
\operatorname{HR}(\mathrm{C})=\frac{\text { Number of defaulters classified correctly }}{\text { Total number of defaulters }}
$$

and

$$
\operatorname{FAR}(\mathrm{C})=\frac{\text { Number of non-defaulters classified incorrectly }}{\text { Total number of non-defaulters }}
$$

ROC curve plots HR versus FAR [1]. For detailed discussion on ROC curves, one can refer to [2]. If F and G are the cumulative distribution functions (cdfs) for two populations N and P , then the ROC curve has the form

$$
R O C=G\left\{F^{-1}(x)\right\} .
$$

The area under ROC curve (AUROC) is a widely used summary index [3-6]. It is the average TPR taken uniformly over all FPRs on $(0,1)$ and written as

$$
\begin{equation*}
\text { AUROC }=\int_{0}^{1} G\left\{F^{-1}(x)\right\} \mathrm{d} x \tag{1}
\end{equation*}
$$

For credit rating models,

$$
A U R O C=\int_{0}^{1} H R[F A R] \mathrm{d}(F A R)
$$

The area under ROC curve is

- 0.5 if the model does not have discriminative quality;
- between 0.5 and 1.0 for a reasonable model;
- if the model is perfect.

There are many methods, parametric as well as non-parametric, to find the AUROC. Parametric methods are used when the statistical distribution of test values is known in diseased and non-diseased groups. The most common ROC curve model is the Binormal model which assumes that both diseased and healthy test values follow normal distribution. In some situations, the assumption of normality is violated. In case sample sizes are small, this model cannot be adopted. So, we consider Bi-Pareto and Bi-Two parameter exponential models and study the areas under ROC curve.

In Section 2, we derive the expressions for AUROC of Bi-Pareto and Bi-two parameter exponential distributions. In Section 3, we carry out simulations for various combinations of parameters and calculate the values of AUROC using both parametric and non-parametric approaches. Section 4 includes two real life applications for finding ROC curves and areas under them. Conclusions are given in Section 5.

## 2. Area under ROC for Bi-Pareto and Bi-Two Parameter Exponential Models

In this section, we derive the parametrical forms of ROC by assuming that the two populations labelled as $N$ and $P$ follow some particular distributions. The distributions under consideration are Pareto and two parameter exponential distributions.

### 2.1. ROC for Bi-Pareto Model

It is assumed that population $N$ follows Pareto distribution with parameters $\alpha_{1}$ and $\lambda_{1}$ and population $P$ follows Pareto distribution with parameters $\alpha_{2}$ and $\lambda_{2}$. Hence, the cdf of population $N$ is

$$
\begin{equation*}
F(x)=1-\left(\frac{\lambda_{1}}{x}\right)^{\alpha_{1}}, \lambda_{1}, \alpha_{1}>0, x \geq \lambda_{1} \tag{2}
\end{equation*}
$$

and the cdf of population $P$ is

$$
\begin{equation*}
G(x)=1-\left(\frac{\lambda_{2}}{x}\right)^{\alpha_{2}}, \lambda_{2}, \alpha_{2}>0, x \geq \lambda_{2} \tag{3}
\end{equation*}
$$

If we write $z=F(x)$, then using (2)

$$
F^{-1}(z)=\frac{\lambda_{1}}{(1-z)^{\frac{1}{\alpha_{1}}}}
$$

Hence using (3), the ROC curve has the form

$$
G\left\{F^{-1}(z)\right\}=1-\left[\frac{\lambda_{2}(1-z)^{\frac{1}{\alpha_{1}}}}{\lambda_{1}}\right]^{\alpha_{2}}
$$

Therefore using (1), the area under ROC curve is

$$
\begin{equation*}
A U R O C=\int_{0}^{1}\left[1-\left(\frac{\lambda_{2}(1-x)^{\frac{1}{\alpha_{1}}}}{\lambda_{1}}\right)^{\alpha_{2}}\right] \tag{4}
\end{equation*}
$$

We estimate the AUROC using the maximum likelihood estimators of parameters of Pareto distribution given by

$$
\hat{\lambda}=\min _{i} X_{i}
$$

and

$$
\hat{\alpha}=\left[\log \left(G_{M} / \hat{\lambda}\right)\right]^{-1}
$$

where $X_{i}$ 's are the sample observations and $G_{M}$ is the geometric mean of the observations [7].
In particular, if $\lambda_{1}=2, \alpha_{1}=1$ and $\lambda_{2}=0.5, \alpha_{2}=0.25$, then

$$
A U R O C=\int_{0}^{1}\left[1-\left(\frac{(0.5)(1-x)}{2}\right)^{0.25}\right] \mathrm{d} x
$$

Solving the above integral using Mathematica, we get the theoretical value of AUROC as 0.921433.

### 2.2. ROC for Bi-Two Parameter Exponential Model

It is assumed that populations $N$ and $P$ follow two parameter exponential distributions with parameters $\mu_{1}, \theta_{1}$ and $\mu_{2}, \theta_{2}$ respectively. Then the cdf for population $N$ is

$$
\begin{equation*}
F(x)=1-\mathrm{e}^{-\frac{x-\mu_{1}}{\theta_{1}}}, x>\mu_{1}, \theta_{1}>0 \tag{5}
\end{equation*}
$$

and the cdf for population $P$ is

$$
\begin{equation*}
G(x)=1-\mathrm{e}^{-\frac{x-\mu_{2}}{\theta_{2}}}, x>\mu_{2}, \theta_{2}>0 \tag{6}
\end{equation*}
$$

Writing $z=F(x)$, and using (5), we get

$$
F^{-1}(z)=\mu_{1}-\theta_{1} \log (1-z)
$$

Using (6), we get the ROC curve as

$$
G\left\{F^{-1}(z)\right\}=1-\left(\mathrm{e}^{\frac{\mu_{2}-\mu_{1}}{\theta_{2}}}(1-z)^{\frac{\theta_{1}}{\theta_{2}}}\right)
$$

This gives the area under ROC curve as

$$
\begin{equation*}
A U R O C=\int_{0}^{1}\left[1-\left(\mathrm{e}^{\frac{\mu_{2}-\mu_{1}}{\theta_{2}}}(1-x)^{\frac{\theta_{1}}{\theta_{2}}}\right)\right] \mathrm{d} x \tag{7}
\end{equation*}
$$

We estimate the AUROC using the maximum likelihood estimators of $\mu$ and $\theta$, parameters of two parameter exponential distribution given by

$$
\hat{\mu}=\min \left(X_{1}, X_{2}, \cdots, X_{n}\right)
$$

and

$$
\hat{\theta}=n^{-1} \sum_{i=1}^{n}\left(X_{i}-\hat{\mu}\right)=\bar{X}-\hat{\mu}
$$

where $X_{i}^{\prime}$ s are the sample observations [7].
In particular, if $\theta_{1}=0.5, \mu_{1}=0.01, \theta_{2}=0.1, \mu_{2}=0.02$, then

$$
A U R O C=\int_{0}^{1}\left[1-\left(\mathrm{e}^{0.1}(1-x)^{5}\right)\right] \mathrm{d} x
$$

The theoretical value of AUROC is obtained as 0.815805 by solving the above integral using Mathematica.
In the following section, parametric and non-parametric estimates of AUROC are calculated by carrying out simulations.

## 3. Simulations

The theoretical AUROC values are calculated by assuming Pareto and two-parameter exponential distributions for both populations N and P . Samples are generated from assumed distributions by choosing different values of the parameters. We obtain the parametric estimates of AUROC by substituting the values of MLEs of parameters in the AUROC formulas given in (4) and (7) for Bi-Pareto and Bi-two parameter exponential models respectively. The non-parametric estimates of AUROC are obtained using Mann-Whitney U statistic [8].

We use 1000 replications for sample sizes 25,50 and 100 for each distribution. The parameters are estimated using MLEs for each replication and substituted back into the AUROC formula. The error is defined as the difference between estimates based on sample and theoretical AUROC values. $n$ and $m$ denote the sample sizes from two populations. Various parametric combinations are taken and theoretical as well as simulated area under ROC curve is computed using Mathematica and R softwares. The theoretical AUROC (TAUROC), root mean square errors (RMSEs), mean absolute errors (MAEs) and AUROC have been computed using parametric and non-parametric approach. The results are presented in Table 1 for Bi-Pareto model and Table 2 for Bi-two parameter exponential model.

It is evident from Tables 1 and 2 that

- the root mean square error and mean absolute error for parametric approach are less than those for nonparametric approach. Therefore, one can estimate the area under ROC curve more accurately by parametric approach than by non-parametric approach in case of Bi-Pareto and Bi-two parameter exponential models In the following discussion, we present two real life examples where the two groups in data sets fit well to Pareto and two-parameter exponential distributions. The theoretical value of AUROC, RMSE and MAE has been obtained for both models.


## 4. Applications to Real life Data Sets

### 4.1. Bi-Pareto Model

The data as shown in Table 3 consist of 50 patients [9] with advanced acute myelogenous leukemia reported to the International Bone Marrow Transplant registry. 28 of these patients had received an autologous (auto) bone

Table 1. AUROC, Mean absolute error and Root mean square error for Bi-Pareto model.

| $n$ | $m$ | Parameters and theoretical AUROC | AUROC |  | Mean absolute error |  | Root mean square error |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Parametric | Non-parametric | Parametric | Non-parametric | Parametric | Non-parametric |
| 25 | 25 | $\lambda_{1}=3, \quad \alpha_{1}=2.5$, | 0.94510105 | 0.94243520 | 0.02369863 | 0.02987046 | 0.02966267 | 0.03753967 |
| 50 | 50 | $\lambda_{2}=1.5, \alpha_{2}=3$ | 0.94328579 | 0.94332480 | 0.01700533 | 0.02083929 | 0.02133122 | 0.02603341 |
| 100 | 100 | $\text { TAUROC = } 0.943182$ | 0.94380183 | 0.94305670 | 0.01235741 | 0.01457027 | 0.01531695 | $0.01807047$ |
| 25 | 25 | $\lambda_{1}=3, \quad \alpha_{1}=2.5$, | 0.96497062 | 0.96497062 | 0.01698465 | 0.02265412 | 0.02131398 | 0.02920274 |
| 50 | 50 | $\lambda_{2}=1.5, \alpha_{2}=3.5$ | 0.96303781 | 0.96354760 | 0.01227429 | 0.01685340 | 0.01579954 | 0.02087816 |
| 100 | 100 | $\text { TAUROC = } 0.963182$ | 0.96287246 | 0.96307080 | 0.00944949 | 0.01136324 | 0.01171875 | 0.01424524 |
| 25 | 25 | $\lambda_{1}=1.5, \quad \alpha_{1}=3$, | 0.49657810 | 0.50108800 | 0.05885142 | 0.07111360 | 0.07395279 | 0.08794395 |
| 50 | 50 | $\lambda_{2}=1.5, \alpha_{2}=3$ | 0.50130506 | 0.50070400 | 0.04096787 | 0.04817280 | 0.05166748 | 0.05992312 |
| 100 | 100 | $\text { TAUROC }=0.5$ | 0.49935328 | 0.50077890 | 0.02780156 | 0.03251370 | 0.03500349 | 0.04125929 |
| 25 | 25 | $\lambda_{1}=2, \quad \alpha_{1}=2.2$, | 0.78773255 | 0.78146080 | 0.04923109 | 0.05214585 | 0.06064028 | 0.06570782 |
| $50$ | $50$ |  | 0.78368067 | 0.78318800 | 0.03399182 | 0.03607437 | 0.04236202 | $0.04505480$ |
| 100 | 100 | $\text { TAUROC = } 0.781468$ | 0.78395312 | 0.78081920 | 0.02350266 | 0.02663350 | 0.02924953 | 0.03335801 |
| 25 | 25 | $\lambda_{1}=1.5, \quad \alpha_{1}=2$, | 0.54717102 | 0.56197280 | 0.06239505 | 0.07071822 | 0.07903727 | 0.08875004 |
| 50 | $50$ |  | $0.54756388$ | $0.56239600$ | $0.04259772$ | $0.04874452$ | $0.05316711$ | $0.06029191$ |
| 100 | 100 | $\text { TAUROC }=0.544207$ | 0.54589646 | 0.56126120 | 0.02881548 | 0.03495051 | 0.03598686 | 0.04396757 |
| 25 | 25 | $\lambda_{1}=2, \alpha_{1}=2.2$, | 0.62033831 | 0.61352800 | 0.05904079 | 0.06053471 | 0.07398668 | 0.07600998 |
| 50 | $50$ | $\lambda_{2}=2, \quad \alpha_{2}=3.5$ | 0.61726757 | 0.61430760 | 0.03898538 | 0.04278982 | $0.04840944$ | $0.05341198$ |
| 100 | 100 | $\text { TAUROC }=0.614035$ | 0.61576988 | 0.61333620 | 0.02851807 | 0.03094102 | 0.03537387 | 0.03876371 |

Table 2. AUROC, Mean absolute error and Root mean square error for Bi-two exponential model.

| $n$ | $m$ | Parameters and theoretical AUROC | AUROC |  | Mean absolute error |  | Root mean square error |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Parametric | Non-parametric | Parametric | Non-parametric | Parametric | Non-parametric |
| 25 | 25 | $\theta_{1}=0.5, \mu_{1}=0.01$, | 0.83499460 | 0.81624160 | 0.04208654 | 0.04988046 | 0.05264093 | 0.06202688 |
| 50 | 50 | $\theta_{2}=0.1, \mu_{2}=0.02$ | 0.82622273 | 0.81504800 | 0.02831481 | 0.03440443 | 0.03502017 | 0.04261664 |
| 100 | 100 | $\text { TAUROC }=0.815805$ | 0.82298757 | 0.81738310 | 0.01880156 | 0.02551748 | 0.02334890 | 0.03188375 |
| 25 | 25 | $\theta_{1}=0.9, \mu_{1}=0.04$, | 0.86837326 | 0.85063360 | 0.04837996 | 0.05149320 | 0.05913404 | 0.06303793 |
| 50 | 50 | $\theta_{2}=0.1, \quad \mu_{2}=0.09$ | 0.85331447 | 0.84932000 | 0.03013549 | 0.03645040 | 0.03787997 | 0.04504823 |
| 100 | 100 | $\text { TAUROC }=0.835128$ | 0.84644056 | 0.85079500 | 0.01838186 | 0.02673079 | 0.02327638 | 0.03312037 |
| 25 | 25 | $\theta_{1}=0.8, \mu_{1}=0.02$, | 0.80805333 | 0.79181280 | 0.04655485 | 0.05028390 | 0.05751225 | 0.06243109 |
| 50 | $50$ | $\theta_{2}=0.2, \quad \mu_{2}=0.03$ | 0.79925816 | 0.79055920 | 0.02924576 | 0.03642339 | $0.03615749$ | $0.04553154$ |
| 100 | 100 | $\text { TAUROC }=0.789746$ | 0.79494199 | 0.79057760 | 0.02015210 | 0.02597084 | 0.02494965 | 0.03279818 |
| 25 | 25 | $\theta_{1}=1, \mu_{1}=0.02$, | 0.65703285 | 0.65275680 | 0.05869804 | 0.06130676 | 0.07276215 | 0.07590817 |
| 50 | $50$ |  | $0.66071741$ | $0.65575840$ | $0.03796614$ | $0.04216340$ | $0.04729011$ | $0.05318708$ |
| 100 | 100 | $\text { TAUROC = } 0.653063$ | 0.65505433 | 0.65209930 | 0.02475642 | 0.02970049 | 0.03109102 | 0.03765384 |
| 25 | 25 | $\theta_{1}=0.6, \mu_{1}=0.5$, | 0.86134950 | 0.85224160 | 0.04053192 | 0.04318826 | 0.05006792 | 0.05545086 |
| $50$ | 50 |  | 0.85599478 | 0.85211400 | 0.02858384 | 0.03142398 | 0.03560911 | 0.03911211 |
| 100 | 100 | $\text { TAUROC }=0.852848$ | 0.85436039 | 0.85307030 | 0.02046065 | 0.02176051 | 0.02524979 | 0.02740467 |
| 25 | 25 | $\theta_{1}=0.7, \mu_{1}=1$, | 0.93994355 | 0.93569280 | 0.02434545 | 0.02973861 | 0.03012846 | 0.03703009 |
| 50 | 50 |  | $0.93812690$ | $0.93662200$ | $0.01733529$ | $0.02046246$ | $0.02151211$ | $0.02556071$ |
| 100 | 100 | $\text { TAUROC }=0.936809$ | 0.93729421 | 0.93707370 | 0.01258346 | 0.01453632 | 0.01560085 | 0.01828934 |

Table 3. Leukemia free-survival times (in months) for Autologous and Allogeneic Transplants.

| Allo transplant patients | Auto patients |
| :---: | :---: |
| 0.030 | 0.658 |
| 0.493 | 23.158 |
| 0.855 | 0.822 |
| 1.184 | 56.086 |
| 1.283 | 1.414 |
| 1.480 | 2.500 |
| 1.776 | 3.322 |
| 2.138 | 3.816 |
| 2.500 | 4.737 |
| 2.763 | 4.934 |
| 2.993 | 5.033 |
| 3.224 | 5.757 |
| 3.421 | 5.855 |
| 4.178 | 5.987 |
| 5.691 | 6.151 |
| 6.941 | 6.217 |
| 8.882 | 8.651 |
| 8.882 | 8.717 |
| 11.480 | 10.329 |
| 11.513 | 11.480 |
| 12.796 | 12.007 |
| 20.066 | 12.237 |
|  | 15.461 |
|  | 15.757 |
|  | 16.480 |
|  | 16.711 |
|  | 17.237 |
|  | 18.092 |

marrow transplant in which, after high doses of chemotherapy, their own marrow was reinfused to replace their destroyed immune system. 22 patients had an allogeneic (allo) bone marrow transplant where marrow from an HLA (Histocompatibility Leukocyte Antigen) matched sibling was used to replenish their immune systems.

By using the easy fit software, it is seen that data in both groups fit well to the Pareto distribution. The p-values for Kolmogorov-Smirnov and Chi-square tests are shown in Table 4.

The histograms of Allo and Auto patients are shown in Figures 1 and 2.
The area under ROC curve is calculated to be 0.711 by taking the allo patients as one group and auto patients as the second group when both groups follow Pareto distribution. The ROC curve is plotted in Figure 3.

For the above example, the parametric and non-parametric values of AUROC are 0.8164450 and 0.8049404 respectively. The root mean square errors for parametric and non-parametric approach are 0.2107548 and 0.2511394 respectively.

### 4.2. Bi-Two Parameter Exponential Model

Freireich [10] gave the results of a clinical trial of a drug 6-mercaptopurine (6-MP) versus a placebo in 42 children with acute leukemia and data is given in Table 5. The trial was conducted at 11 American hospitals. Those patients were selected who had a complete remission or partial remission of their leukemia induced by treatment with the drug prednisone. The trial was conducted by matching pair of patients at a given hospital by remission status (partial or complete) and randomising within the pair to either a 6-MP or placebo maintenance therapy. The patients were followed until their leukemia returned or until the end of the study (in months). The data are given below:

By using the easyfit software, we see that data for placebo and 6-MP patients fit well to the two parameter exponential distribution and this can also be concluded from the values in Table 6.

The histograms of Placebo and 6-MP patients are as shown in Figures 4 and 5.
Table 4. p-values for Kolmogrov-Smirnov and Chi-square tests.

| $\mathbf{H}_{0}$ : The data fit well to the Pareto distribution; $\mathbf{H}_{\mathbf{1}}:$ | The data do not fit well |  |
| :---: | :---: | :---: |
| Tests | p-value for allo patients | p-value for auto patients |
| Kolmogorov-Smirnov | 0.95568 (non-significant) | 0.55822 (non-significant) |
| Chi-Square | 0.88452 (non-significant) | 0.98721 (non-significant) |



Figure 1. Histogram for allo patients.


Figure 2. Histogram for auto patients.


Figure 3. ROC Curve for the data given in Table 3.
The area under ROC curve is calculated to be 0.759 by taking the placebo patients as one group and 6-MP patients as the second group when both groups follow the two parameter exponential distribution. The ROC curve is plotted in Figure 6.

For the above example, parametric value of AUROC is 0.78713997 and non-parametric value is 0.45884774 . The root mean square errors for parametric and non-parametric approach are 0.02813997 and 0.30015226 respectively.

## 5. Conclusion

In this paper, we derive the AUROC for Bi-Pareto and Bi-two parameter exponential models. The theoretical, parametric and non-parametric values of AUROC for different parameter combinations have been calculated. The

Table 5. Time to relapse for Placebo patients and 6-MP patients.

| Pair | Remission status <br> at randomization | Time to relapse <br> for placebo patients | Time to relapse <br> for 6-MP patients |
| :---: | :---: | :---: | :---: |
| 1 | PR | 1 | 10 |
| 2 | CR | 22 | 7 |
| 3 | CR | 3 | 32 |
| 4 | CR | 12 | 23 |
| 5 | CR | 8 | 22 |
| 6 | PR | 17 | 6 |
| 7 | CR | 2 | 16 |
| 8 | CR | 11 | 34 |
| 9 | CR | 8 | 32 |
| 10 | CR | 12 | 25 |
| 11 | CR | 2 | 11 |
| 12 | PR | 5 | 20 |
| 13 | CR | 4 | 19 |
| 14 | CR | 15 | 6 |
| 15 | CR | 8 | 17 |
| 16 | PR | 23 | 35 |
| 17 | PR | 5 | 6 |
| 18 | CR | 11 | 13 |
| 19 | CR | 4 | 9 |
| 20 | CR | 1 | 6 |
| 21 | CR | 8 | 10 |

CR: Complete Remission, PR: Partial Remission

Table 6. p-values for Kolmogorov-Smirnov and Chi-square tests.

| $\mathbf{H}_{0}$ : The data fit well to the two parameter exponential distribution; |  |  |
| :---: | :---: | :---: |
| $\mathbf{H}_{1}:$ The data do not fit well. |  |  |
| Tests | p-value for placebo patients | p-value for 6-MP patients |
| Kolmogorov-smirnov | 0.52283 (non-significant) | 0.38267 (non-significant) |
| Chi-Square | 0.88355 (non-significant) | 0.44643 (non-significant) |



Figure 4. Histogram for Placebo patients.


Figure 5. Histogram of 6-MP patients.


Figure 6. ROC Curve for the data given in Table 5.
root mean square and mean absolute errors are calculated using simulations. For both the models, the area under ROC curve can be estimated more accurately by parametric approach as compared to the non-parametric approach. The applications have been discussed using real life data sets.
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