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ESTIMATION OF DYNAMIC MODELS WITH ERROR COMPONENTS* 

by 

T.W. Anderson and Cheng Hsiao** 

1. Introduction 

Error components models are widely used in the econometric analysis 

of cross section and time series data; it is a common practice to 

assume that the large number of factors which affect the individuals in 

the sample and the values of the dependent variable observed for 

them, but which have not been explicitly included as independent variables, 

may be appropriately summarized by random disturbances. Wallace and 

Hussain [1969) and SwalllY and Arora (1972] have analyzed this type of model 

when no lagged dependent variables appear as explanatory variables. 

Very often we would like to use such a model to study behavioral 

relationships that are dynamic in character (Balestra and Nerlove [1966]). 

As it turns out, the problem becomes complicated. Amemiya (1969] and Balestra 

and Nerlove [1966) have proved the consistency of the maximum likelihood 

estimator when the length of the time series T tends to infinity within 

this context. Maddala (1971] has investigated some aspects of the appli-

cabili ty of "covariance techniques." Nerlove [1971] has performed Monte 

Carlo studies to explore the small-sample properties of various types of 

*This work was supported by National Science Foundation Grants SES79-13976
and SES 80-07576 at the Institutue for Mathematical Studies in the Social 
Sciences, Stanford University and Social Sciences and Humanities Research 
Council of Canada Grant 410-80-0080 at the Institute for Policy Analysis, 
University of Toronto. This technical report was completed while the first 
author was a Sherman Fairchild Distinguished Scholar at the California 
Institute of Technology. The authors are indebted to James Powell for 
assistance in preparing this paper. 

**University of Toronto. 
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estimates. However, we feel that more attention should be paid to the 

properties of various estimators in the way in which the time series ob-

servations T or the cross sectional units N tends to infinity. In 

particular more attention should be paid to the typical case where a 

panel involves a large number of individuals, but only over a short 

period of time. In this case the relevant limiting distributions have 

the number of individuals increasing but not the time dimension. Hence, 

contrary to the dynamic model for a single time series, the assumption 

about the initial observations plays a much more crucial role in inter-

preting the model and devising consistent estimates. In this paper we 

hope to clarify these issues. We shall consider a number of different 

models arising from different assumptions about the initial observations. 

The focus will be on (i) the interpretation of the model, and (ii) the 

asymptotic properties of the estimators under various assumptions. 

In Section 2 we consider the interpretations of models under 

various assumptions and introduce the maximum likelihood and the covariance 

estimators. In Section 3 we consider the properties of the maximum likeli-

hood and covariance estimators when the initial observations are assumed 

as fixed constants. Section 4 considers the case of random initial obser-

vations with a stationary distribution. Section 5 considers the case 

of random initial observations with different means, Section 6 with a 

common mean. Section 7 clarifies the relationship between pseudo and con-

ditional maximum likelihood estimates. Section 8 suggests simple consistent 

estimators which have the advantage of being independent of the assumption 

of initial observations. Conclusions are given in Section 9. 
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2. The Model
A simple model commonly used in the empirical research of a sample

consisting of time series observations on a cross section is of the fonJJ 

(2.1) 

where 

(2.2) 

�it is an 

Yit =:it� + vit 

v = a. + uitit l. 
Fai = Euit = 0 

Faiujt = 0 

2 
E(aiaj) = {:

{>..
a 

E(uitujs) = 
0 

2 

i 1, • • •  ,N t 

if' i = j 
otherwise 

2 . f . j cru i l. = t = s 

otherwise 

l x k vector of explanatory variables, a 

1, ... ,T 

is a k x 1 
vector of parameters to be estimated. We are interested in cases where 
T � 2, N � 2. Let 

!i 
Txl 

�i 
TxK 

(yil'''' ,yiT)'

( zh ,zj_2' • · • ,zj_T)' 

v . • l. 
Txl 

u. _ l. 
Txl 
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(vil, ... ,viT)' 

(uil' .. .  ,uiT)' 

� = (1, ... ,1)' 
Txl 

We can rewrite (2.1) as 

(2.3) 

(2.4) 

y. _ l. z.a + v. -1- _ l 
Premultiplying (2.3) by 

Q I - lee' -T T --

i 1, . . •  ,N 

we obtain the covariance estimator (CV) of a as 

(2.5) �CV 
N -l N ( l Z!QZ.) l Z!Qy. 

i=1·1--1 i=1-l.--� 

If we assume that ai and uit are normally distributed, we can write 
down the exact likelihood function of :i from the density function of
v .. Maximizing the logarithm of the likelihood function, we obtain the _ 1 
maximum likelihood estimator (MLE) of 2 

a, a , and >...
If Z. are exogenous, Wallace and Hussain (1969] have proved that -1 

the CV is consistent and asymptotically normally distributed when N 
tends to infinity or T tends to infinity or both. Furthermore, the 
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C:V is asymptotically equivalent to the MLE as long as T tends to 

infinity (and N is fixed or tends to infinity) . 

When :it 
contains endogenous variables, the problem becomes 

more complicated. Not only may the C:V and the MLE be inconsistent, but 

the interpretation of the model is also not independent of our assumption 

about the initial conditions. In this paper we shall focus on (1) the 

interpretation of the model and (2) the asymptotic properties of the 

estimators for a dynamic model. We shall assume that :it 
consists of 

yi t-l only (namely k = 1)' because the principle of analysis remains 

the same, yet the presentation can be greatly simplified. Therefore, 

instead of (2.1) we shall analyze 

(2.6) ay
i t-1 + ai + u

it ' i 1, . .. ,N t 1, • • .  ,T yit

We also assume that jaj < 1 and that the mean of the observed variable

is known (and taken equal to zero) }J 
Based on different assumptions about the initial observations 

yiO 
in (2.6) we have essentially three different types of the model. 

The first type of the model is a conventional one where we assume that 

Y
iO 

are observed �ixed constants (Amemiya [1967], Balestra and Nerlove 

(1966), etc.). This assumption permits a cross-sectional unit starting 

at some yiO 
and gradually moving towards a level of [a/(1 - a)] 

(Figure 1). To see this, we can rewrite (2.6) in an equivalent form of 

(2.7) (y
it

- yi
) a(y. t 1 - y.

) + u
.t l, - l l 
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where 

(2.8) a
i (1 - a)yi 

Eyi 
0 Var (yi

) 2 0 
y 

2 0 (1 - al
2 

Then the assumption of fixed initial conditions implies that a cross-

sectional unit may start from an arbitrary initial position, and 

gradually drift towards its respective level y
i 

according to a proba-

bility law. The individual level y 
i 

is a random draw from a population 

2 0 • with mean zero and variance This is a reasonable model, but there y 
might be a question of treating yiO as fixed if the decision of when to

start sampling is arbitrary, in particular, independent of the value of Yio' 

yit

Yi 

Figure 1 

• • 
I . . . -• • • • • • • • • Yio • • ) 

0 1 2 3 Time 
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Since ai represents effects not taken into account explicitly, 

it may be unrealistic to assume yiO as a fixed constant because

ai 
is then distributed independently of the starting value Yio· 

The omitted effects are not brought into the model at time 0, but 

affect the process at time 1 and later and determine the eventual 

level. 

We may re-write (2.6) as 

(2.9) y
it 

(2.10) w
it 

w
it 

+Yi 

aw
i,t-1 

+ u
it 

t = 0,1, • • •  ,T 

t = 1, . .. ,T 

where wit
' y

i
, and u

it 
are unobservable. It is natural in (2.6)

to assume that the starting observable value and the level are indepen-

dent. In the form (2.9) and (2.10) it is natural to assume that level 

y
i 

and the unobservable process {w
it

} are independent; then the 

starting value y
iO is correlated with the level y

i
. If we allow 

correlation between y
iO and y

i
' the two models are equivalent via 

(2. 7) and (2.8).

In the model (2.9) and (2.10), alternative standard assumptions 

2 2 
about w

iO are ( a ) stationary with variance AO /(1 - fl ), ( b ) random

with arbitrary variance (A/n)a
2

, and ( c ) w
iO fixed constants. We

may express the initial conditions in three different ways. In case ( a ) y
iO is considered to have the marginal normal distribution 

-8-
determined by the stationary process; that is, yiO is viewed to form 

part of a stationary process as any other yit (Figure 2). In case (b) 

the starting value y iO is a random draw from a population which may 

yit 

Yi 

yiO 

• • • 
0 1 2 

• 

Figure 2 

• • • • • • • 
Time 

not have the same marginal distribution as at later periods. In case 

(c) it is similar to the first model where an individual may start at 

some value yiO and move towards a level of yi' except that in this 

case the individual equilibrium level yi affects yiO. 

The third model we consider is that the initial observations 

are random with common mean but uncorrelated with the time disturbances 

We may assume that 

(2.11) y
iO c + £ .l i 1, . . . ,N 
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Then we may say that Ei represents the effect of initial individual
endowments (corrected for the mean). Depending on the assumption about Ei,
the impact of initial endowments will be different as time goes by. For 
instance, if we assume Ei to be random with mean zero and variance
a2 
E and to be independent of ai and uit' its impact gradually dimin-

ishes and eventually vanishes. The model is somewhat like the first model 
in which the starting value and the level yi are independent, except
that now the starting observable value is not a fixed constant but a 
random draw from a population with mean c and variance a2

E 
If we want to assume that the initial endowment affects the level, 

.we may let 

(2.12) yiO c + ai i 1, • • .  ,N

Then, as time goes by, the effect of initial endowments cumulates and 
eventually reaches a level of [a./(l - 8)]. ]. 
3. Fixed Initial Observations 

In this section we assume that the initial observations yiO are
fixed constants and observable such that 

( 3.1) 

N 2 l yiOi=l lim - ·-N-N--
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exists. Then 

(3.2) . 1 N T 2 -2 pli m  NT l [ L Yi t-1 - Tyi -1] N-- i=l t=l , ' 

exist and is nonzero. We define 

(3.3) -
Yi 

T l yit � T 
-Yi,-1

T 
I Y. 

t=l i ,t-1
T 

We first consider the property of the CV of fl. The GV for 
(2.6 ) is obtained by solving the following normal equation. 

( 3. 4) 
N 1 T 2 -2 � 

.l [T l Yi t-1 - Yi -1l8cvi=l t=l , , 

N l T _ _  
l (;p l yitYi,t-1 - YiYi,-lJ i=l t=l 

We note that Qv. = Qu .. Equation (3.4) is equivalent to applying the __ l. __ l. 
least squares estimation of 8 to the model 

(3.5) Yi,t BYi,t-1 + ai + uit • 
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Thus, when T tends to infinity (regardless of whether N is fixed 
or tends to infinity) we can prove the consistency and asymptotic nor-
mality of the covariance estimator in exactly the same form as that of 
Anderson ([1971], ch. 5, Section 5. 5, pp. 200-203). The variance of 
the limiting distribution of /Wr(ecv - B) is 

( 3. 6) 
2 1 N T 2 A.a {plim NT [ l l Yit T-- i=l t=l 

2 -1 fy.]} l 1 - 132 

On the other hand, when T is fixed but N tends to infinity 
the CV is inconsistent. This can be seen by noting that 

(3. 7) 

where iii 

(3.8) 

Bev 
� 

l N T l N 
- l l y. u. - - l y u. NT i=l t=l i,t-1 it N i=l i,-1 i 

B + N T N 1 \ \ 2 1 \ -2 - l l y. - - l y NT i=l t=l i,t-1 N i=l i,-1 

l uit/T. By a law of large numbers 
t=l 

N T 
plim riT l l Yi t-luit N.- i=l t=l ' 

0 

(3.9) 
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N 
plim _N

l l y. lu. N+oo i:l i,- l 
2 = A.o2 ((T - 1) + (T - 2)13 + (T - 3)132 + • • .  + 13T-2) T 

= A.o2 T - 1 - TB + 13T 
T (1 - B)2 

which is not equal to zero. 
The CV of B is also the MLE under the assumption that a1 are fixed constants and uit are normally distributed. In this 

paper, however, we assume that ai are random. When a. and l 
uit are normally distributed, we can write down the logarithm of 
the likelihood function as 

(3.10) 

where 

(3.11) 

log L NT NT 2 N II- 2 log 27T - 2 log a - 2 log A 
1 N 

- l (y, 
202 i=l .l ) -1 :i,-16 ·� (:i - :i,-lB) 

y, -1 = (y·o•Y·1•""·•Y· T-1)' -1, 1 1 1, TXl 

1 + A. 1 1 
1 1 + A. 1 

... 

.. . A �( 1 1 + A. • • •TxT 

1 1 1 
1 1 1 ... 1 + A. 

I"' A.I + ee' .T 
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IAI = AT-l(T + A) -
A + (T - 1) 

-1 
-1 1 1 A = A(T + A) -1 

-1 

= lr - 1 ee' A_ T  A(T + A) __ 

-1 -1 
A + (T - 1) -1 

-1 -1 

-1 A + (T - 1) 

The derivative equations for the MLE are: 

(3.12) 

( 3.13) 

a log L
aa 

a log L 

aa2

N T 1 
2 --[(A + T) 

a A(A + T) 
l l (yit - f3Yi,t-l)yi,t-l i=l t=l 

N T l l (yit i=l t=l 
T 

f3yi t-1) l Yi t-1] ' t=l ' 
0

1IT.. + - 2 2a 
1 N T 4 {(A + T) l l (y - f3y )2

2a A(A + T) i=l t=l it i ,t-1 

� ' � - � ,2, l l l yit - � L Yi t-11 I i=l t=l t=l , 
0 

(3.14) 
a log L 

aA - - N(T - 1)
2A 
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N 1 N T 2 - 2(A + T) + � .l l (yit - f3Yi t-1) 2a A i=l t=l ' 

N T T 2A + T l ( l y. - 13• l y. )2
2a2A2(A + T)2 i=l t=l it t=l i,t-l = 0 

If there is a unique solution to these three equations with 
that 2 a > O, 0 < A < �, the solution is the MLE. Maddala [ 1971]
has shown that the boundary solution of 
cannot occur, but the boundary solution 

N T 
will occur when l l (y. _ f3y. )2 

i=lt=l it i,t-1 
solution, then , does not satisfy all of 

A = 0 (that is, a2 = O) u 
of a2 = 0 (that is, A = � )

2 N - - 2> T l (y. - f3y. 1) • - i=l i i,-
the derivative equation. 

The 

Nerlove [1971] obtained such solutions in a simulation study. However, 
the probability of a boundary solution tends to 0 as T+= or as N--. 

Amemiya [1967] and Balestra and Nerlove [1966] have shown that 
the the MLE is consistent and asymptotically normally distributed when 
T tends to infinity (and N is fixed or tends to infinity). When 
T is fixed and N tends to infinity, the MLE is consistent and asym-
ptotically normally distributed under the assumption that yiO are
fixed constants. 

To show that the MLE is consistent when N tends to infinity and 
T is fixed, we let � = (f3,a2,A)'.
for j > 0, and E(a. y.t) = (1 + f3 + i i 

Noting that E(u.ty. t j) = f3j).o2i i, + 
t-1 2 ... + f3 )a for t > 2 and 

Eaiyil a2, we can show that [l/(NT)](a log L/ae) converges in proba-
bility to 0 at the true 0 when T is fixed and N tends to infinity. 
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2 Furthermore, [l/(NT))(a log L/aeae•) around its true value converges
in probability to 

1 l N T 2 plim - l [!. l y2 T -2 
la N-- N i=l T t=l i,t-1 -l +T Yi,-lJ 

0 

0 

0 

1 
� 

>..+(T - 1) 
2a2>..(>..+T)

0 

A.+(T - 1) 
2a2>..(A.+T)

[>..2+2>..(T - 1) +T(T - 1)] 
2>.. 2(>.. + T)2

which is negative definite as long as T > 2, By Amemiya's [1973] Lemmas 
3 and 4, we know that there is a consistent root for the MLE . We can 
also show the asymptotic normality of the MLE by an argument similar to 
that of Anderson [1978]. 

The solution of the MLE is complicated. An iterative procedure 
such as Newton-Raphson type will have to be used. However, if T tends 
to infinity, the CV is not only consistent, but is also asymptotically 
equivalent to the MLE. [See (3. 6 ) and (3.15)]. 

It is interesting to note that when N is fixed and T tends to 
infinity, it is not possible to obtain separate consistent estimates of 
a2 and >.. (Amemiya [196 9]). Yet if T is fixed, as long as it is greater
than one, we can get separate consistent estimates of 2 o and >..
N tends to infinity. When T is one, we have N independent 
random variables v. 1 = a. + u. 1 with variance 02(1 + >..). It isl l l 
not possible to distinguish >.. and o2. However, the MLE of e 

when 
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in this case is consistent and it is the same as the least squares esti-
mate. 

The incidental parameters problem does not arise under the 
assumption that yi0•s are fixed because they are observed. The
individual component ai only gives rise to a special form of the 
covariance matrix of �1. The consistency of the MLE is a consequence 
of the fact that we are maximizing the likelihood function of N 
random vectors y. which are independently normally distributed. -1 

4. Random Initial Observations with a Stationary Distribution
In this and the next section we shall consider the second model

[(2. 9) and (2.10)] in which the initial observations yiO are treated
as random and correlated with a .. We first consider case (a) where l 
wiO is assumed to be normally distributed with mean zero and variance
[>..o2/(l - e2)]. Then yiO will be normally distributed with mean zero
and variance 2 2 2 2 2 [>..o /(1 - e ) + o /(1 - e) ], and E(a. y.0) = cr /(1 - e).l l 
The joint density of (yiO'Yil'''''yiT) is 

(4.1) fi (y iO' .... y iT)
(T+l) (T+l) 

(211 )- 2 (cr2) 2 lnl 
l 
2 

1 [ l -1 exp {-2 Y·o·Y·1 -f!Y.o·····Y·T -f!y. T-1" 
20 i i i i i, _ 

• [yiO'yil - eyio·····YiT - f!Yi,T-1]'}



where 

(4.2) 

0 = >. 
(T+l)x(T+l) 
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1 
1 - 1!2 

1 

0 

T 
lril = � [>. + T + i::] 

1 - a 

0-1 - 1 
- - r

l - a2 

0 

0 1 

1 

0 

_l_\ 1 
1 - I! (1="13 ,1, ... ,1)

1 
+ 

l' \ 1 

/1: I!\ (1 + 11, 1, • • •  ,l)l 

\ .J. J l 1 + I! -1 . - (> + T + ,...-::-,!) 
�
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It might be noticed that the density of yi1, ... ,yiT in Section 3 is 
not obtained from (4.1) as the conditional density given y.0. -- N 1 

The derivatives of the logarithm of IT fi (yio•····YiT) i=l 
with 

2 respect to I!, a and A are: 

(4.3) 

(4.4) 

a log L - � N N(A + T - 1) aa - -
1 _ 112 - 2 (1 - a) + 2(2 + (A + T - 1)(1 - el] 

a N 2 1 N T 
+ � l YiO + � l l (yit - l!yi t-l)yi t-1 AO i=l AO i=l t=l ' ' 

1 1 
- A02 • [2 + (>. + T - 1) (1 - I!) )2 N 

I [(l + l!) yiO i=l 

T 
+ I (yit - fly. t l l2 - ....L • (1 - fl) 

t=l i, -1 A02 

N T T-1 
l [(l + l!) y.o + l (y.t - fly. t-1 )][ l y.tJ i=l 1 t=l 1 1' t=l 1 

N T a log L = - N(T + 1) + 1 l { (l - fl2)/ + l (y. - i3Y. )2 aa2 
202 2>.04 i=l io t=l it i,t-l 

(1 - fl) 
2 + (>. + T - 1) (1 - I!) [ (l + fl)yiO 

T 
+ l (yit - flyl. t 1 ))2} t=l • -
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a log L - NT N(l - ll) 1 � a>. - - 2>. - 2[2 + (>. + T - 1)(1 - a)]+ 
2>.202 i;1{(l 2 2 ll )yiO

T + l (y _ lly. )2} _ [2 + (2>. + T - 1)(1 - ll))(l - ll)
t=l it 1,t-l 2o2{>.[2 + (>. + T - 1)(1 - ll))}2

N T l [(l + ll)yiO + � (yit lly. ) )2
1,t-l i=l t-1 

When N is fixed and T tends to infinity, the consistency of 
the MLE follows from the usual argument that the asymptotic theory is 
the same for both yiO fixed and yiO random with a stationary distri
bution (e.g. , see Anderson [1971), ch. 5). The consistency of the MLE 

when N tends to infinity and T is fixed follows from the fact that 
the MLE is obtained by maximizing the joint density of N independently 
normally distributed random vectors (yiO'yi1, . . • ,yiT). Again, there
is no incidental parameters problem in this case. 

There are similar conditions for the occurrence of boundary 
solutions. The boundary solution of 
but the boundary solution that N 1 2 T • l (y!$- e) , where

i=l - 1- -
$ 

1 ll 
ll 1 

20 

2 ). = 0 (or ou =
0 will occur if 

llt-1
8t-2

8 t-18t-2. .  1 
(Lee [1979]) · 

0) cannot occur,
N 

(e'$-le) l y!$-lyi - - - i�1- 1 - - > 
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In this model the CV will have the same consistency properties 
as in the first model. As T + m, the last term in (3.7) converges in 
probability to 0. As N + m, the last term in (3.7) converges in pro-
bability to the negative of (3.9), which is not 0. Thus the C V  is 
consistent as T + m and is inconsistent as N + m. 

Although the consistency of the CV is not independent of the 
way T or N goes to infinity, the MLE in this case is consistent and 
independent of the way T or N goes to infinity. However (4.3)-(4.5) 
do not have a simple solution and a complicated iterative scheme will 
have to be used. Unfortunately, the assumption that wiO are random

with arbitrary variance (>./n)o2 (case (b)) does not simplify the com-
putation either. One can see this by noting that the joint density 
fi{yi0, • . .  ,yiT) is still of the form (4.1) with the definition of O 
(4.2).replaced by 

!. , \. I 1 � • \ (1 : , .1 • • . . •  11 n 
1 

(4.6 ) � : '\ 0 \ 1 / \ 1 I 



lnl -1 T 
n >. (>. + T +

(1 

n 

1 0 
o -1 = t�I 

0 
1 
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�n-) 
II )2 

- [>. + T + - n 

(1 - 11)2 1
-l

{�\< _n 1 
1 

1 - II ' ' • . •  ,1 )

\ 1 

The MLE is still consistent if either T tends to infinity and N is 

For given 
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y.t ' s it is a function of w.0 • s, II, o2 and
i i u o2• Ifvey 

let wiO - y.0, then the second factor is 1/(/2-io ) . As
i y a -+- 0, this y 

approaches m and the likelihood function approaches 00• The likelihood 
function does not have a maximum and, hence, the MLE does not exist. 

However, if we focus our attention on the interior solut ions we may take the partial deviation of the logarithm of the joint likeli
N 

hood function TI fi(yiO'Yi1•··· ,yiT)'i=l 

(5.2) 
N T NT NT 2 1 I:' I:' [ (y _ y + w ) log L = - - log 2'11 - 2 log o - 2 l l it iO iO 2 u 2o i=l t=lu 

fixed or N tend s to infinity and T is fixed, but the computation is 2 N N 2 - ll(y. - y. + w.0)) - -2 log 2'11 - -2 log a again complicated. 

5. Random Initial Observations vith Different Means 
Here we assume in model (2.9) and (2.10) (case (c)) that wiO 

are fixed constants. Then at t = 0 Yi = Yio - wiO" The density of 
(yiO' Yn•· .. ,yit) is JI 
(5.1) fi(yio' Yi1'···· YiT) = fi(yi1····· YiTf Y1o)fi(yiO) 

1 T { 1 T 
(-;,;:---) exp - 2 l [ ( y. t - y. 0 + w. ) v2'1T o 2o t=l i i iO u u 
- ll(yi,t-1 - yiO + wi0))2}

-- exp --(y _ w . 1 { 1 2},12; o 2o2 iO iO) · y y 

i,t-1 iO i Y 

1 N 2 l (y. - w )2
2o i=l iO iO • y 

with respect to wiO'
2 II, au and a • These are y 

(5.3) 

(5.4) 

a log L 
ClwiO 

1 T 
- -2 l [(y.t - Y·o + w.o) - ll(y. t-1 - Y·o + w.o))0 t=l i i i i, i i u 

(1 - II) + 1
2 (yiO - wiO) 

o y i = 1, ... ,N 

a log L _ ..!... � f ill! - 2 .l l [(yit - yiO + wiO) -ll(yi t-1 - YiO + wiO))
o i=l t=l ' u 
• (y. t 1 - Y·o + w.O)

i, - i i 



(5.5) 

(5.6) 
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N T 
a log L = _ NT 

+
� l l [ {yit - YiO + wiO)2 

2a
2 2a i=l t=l aa

u u u 

2 
- B(Yi,t-1 - Yio + wiO)]

N a log L _ ..JL 1 \" ) 2
2 - - 2 + -::-4 l {y. 0 - w. 0 

aa 2a 2a i=l l l y y y 
Setting these equal to zero, we obtain 

(5.7) 

(5.8) 

( 5. 9) 

(5.10) 

A 2A2 A2 A 
[T(l - B) a + a  ]w. 0 y u ]. 
A2 A2 A T 

= a y. 0 - a (1 - B) l [{y.t - Y. 0)
u ]. y t=l ]. ]. B(Yi,t-1 - yiO)]

N T A A 

l l {y. t - Y·o + w. o){y. t-1 - Y-o + wi·o)
i=l t=l ]. l l ]. ' l 

N T A 2 8 l l (yi t-1 - yiO + wiO) 
i=l t=l , 

i 

N T 
... ... 

A A A 2 

A2 i;l t;l[(yit - yiO + wiO) - a(yi,t-1 - Yio + wiO)] 
a = =-='--=---=--�����=-��������� 

u NT 
A2 
a y 

N A 2 l {yiO - wiO)
i=l 

N 

1, • • .  ,N 
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We want to show first that the interior solution is asymptotically 
equivalent to the CV as T + m .  The coefficient of fl on the right-hand 
side of (5.8) divided by NT can be written 

(5.11) 
N T 

_l_ ... 
... [( - - A 2 NT . l l Yi t-1 - Yi. -1) + (y. l - Y. o + w.O)] 

i=l t=l ' , l.,- ]. l 
l N l T - 2 - A 2 = N .l [T l (yi t-1 - Yi -1) + (yi -1 - Yio + wiO) ll=l t=l , , ' 

From (5.7) we find 

(5.12) 
'2 A 
a (1 - fl)T

wiO - yiO = - A 2'2 A2 (YiT(l - fl) a + a y ll - )- flYi,-1 

Then we see that the second term on the right-hand side of (5.11) con-
verges in probability to 0. Similarly the le�-hand side of (5.8) 
divided by NT can be written 

(5,13) l N l T - -N) [T l (yi t - yi)(yi t-1 - Yi -1)
l.=l t=l ' , , + (y. - Y·o + �.O)(y. l - Y-o + w.O)]l ]. l l.,- ]. l 

and the second term converges in probability to O. Then as T + m ,
(5,8) is equivalent to (3.4). The solution is consistent as T + m .
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Now let us consider the case of N + �. If we substitute (5.12) 

into (5.8), (5.9) and (5.10), we obtain three polynomial equations in 
• ·2 ·2I!, a , and a u y There may be several different solutions. These give 
stationary points of the likelihood function; perhaps some are relative 
maxima. But none can give an absolute maximum. Neither does any of 
these relative maxima yield a consistent root. To show this, we assume 

N 2that (l/N) L w10 converges to a finite constant. We solve (5.7) and 
i=l 

put it into (5.8). Then we subtract the right-hand side from the le�-

hand side. If I! is consistent, we can replace it by I! and find the 
probability limit of this difference divided by NT. Its probability 

limit is not equal to zero; it is equal to 

2 
(5.14) ���-=.l�- 2"2 a 

T(l _ 1!)2�2 + �2 [(l - I!) °y]{-; [(T - 1) + (T - 2)1! + • • .  + 11T-2]}
y u 

J + -
[T(l - 1!)2�2 + "2)2 (1y au 

I! )�2 [�202 u u y 2·2 a a ]u y 
This contradiction shows that I! is not consistent. 

The analysis of the behavior of the CV proceeds as in the two 

previous sections. The CV is consistent as T + � and is inconsistent 

as N + �. 
It may be of interest to note that when T = 1 this is similar 

to the classical problem of incidental parameters. 

6 . Random Initial Observations with a CoDDnon Mean 
In this section we first consider the model (2.11) where the

initial endowment Ei does not affect the level yi and the disturbances 
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uit" Then the joint likelihood function of (yio•·-··YiT) is 

(6. 1) fi (yiO,. .. ,yiT) fi(yi1•····YiTIYio)fi(yiO) 

T 1 
2 -2 1 1-2 1 -1 (2tro) II exp{ -

202 (:i -:i,-lll)'� <:i - :i,-11!)} 1 
2 -2 { 1 ( (2iro ) exp -2 YiO £ 20£ 

- c)2 } . 

Therefore, the MLE of I!, A, and 2 o is identical to the MLE under the 
assumption that yiO are fixed constants, except now that in addition 

c 2 and 0£ by to estimating these parameters, we also estimate 

(6.2) 

N l YiO i=l c = --N-
'2o £ 

N 
l (y. - ; )2 

i=l 10 N 
On the other hand, if we assume (2.12), the joint likelihood 

function will be 

(6.3) fi(yiO'"". ,yiT) 
T+l T+l 1 
-2- 2 -21-1-2 1 ( 2ir ) ( o ) fl exp { - -2 - 20 

- -1 • (y. o - c, Y·1 - llY·o·····Y·T - l!y. T l)ll l l l l l, - -
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• (yiO - c, ••• ,yiT - f3Yi,T-1)'

fi(yi1···· ,yiT I Yio)fi(yiO)

'.!'. _! { T 
(2Tr)- 2 (a2A) 2 exp -� l [ (yit 2Aa t=l - yiO)

1 1 
21 -2 2-2 - f3yi,t-l + c] J • (2Tr) (a ) exp 

{- (yi�
"
� c)2} 

where 

1 1 1 1 

1 1 + A 1 1 a = ' 1 1 1 + A 1 
(T+l)�(T+l) 

\ : 1 1 1 1 + A 

The MLE of 6 = (f3,c,a2,;i.)• is obtained by taking the partial derivatives
N of the logarithm of 

i�1
f1(yi0,

. . • ,y1T) and setting them equal to zero:

(6. 5) 

(6. 6) 

N T 
) a log L = ..J:_ l l [(yit - Y10> - Byi,t-1 + c Yi,t-1ae ;i.a2 i=l t=1 

0 

a log L 1 N T 1 N 
ac = -2 l l [(yit - yiO) -Byi t-1 + c] + 2 ) (yiO - c) 

AO i=l t=l • a i.=l 
0 , 
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a log L 

aa2
N T 2 N('.!'.___:!_ll + � l l [(yit - Yio) - BYi,t-1 + c](6. 7) 

( 6.8) 
a log L 

a;i. 

202 2;\a i=l t=l 

1 N 2 + -:--11 l (y.o - c) 
2a i=l i 0 

NT 1 
N T 

- 2A + 
2' 2 2 _l l [ ( y it - y iO) - By. t 1 + c ) 2 11 a i=l t=l l. • -

Contrary to previous cases, the solution to the derivative equations 
(6. 5) - (6. 8) is always an interior one and there is no boundary value 
problem. 

It is easy to show that [l/(N(T + 1))) • [(a log L)/ao] converges
in probability to 0 at the true value and [l/(N(T + 1) ) )

• [(a2 log L)/aoao•] converges in probability to a negative definite
matrix when either T tends to infinity and N is fixed or N 
tends to infinity and T is fixed or both. Therefore, the MLE is 
consistent in either case. 

0 

We note that conditional on yiO in (6. 3) we can maximize
N 

L* = rr f'.i(Y;i•···•YiTIYin) with respect to 13, c, and ;\a2
• This condi-

i=l - -- -- --
tional MLE is consistent when either T or N or both tend to infinity, 
and asymptotically normally distributed. Of course, when T is fixed 
and N tends to infinity the unconditional MLE of B and c is more 
efficient than the conditional MLE (in the sense of having smaller variance-
covariance matrix). But it is computationally more tedious than the condi-
tional MLE . Taking partial derivatives of log L*, we have 



(6.9) 

(6.10) 
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N T 
) a log L* = � l l [(yit - Yio) - BYi, t- 1 + c Yi,t- 1 ).o i=l t=l 

a log L* 
a c  

l N T - 2 l l [(yit - y.0) - By. + c]
).o i=l t=l 1 1,t-l 0 

0 

(6.11) a log L* 
a().o

2
) 

NT 1 N T 
-

2().02
) 

+ 
2().02

)
2 irl tL[(yit - yiO) -Byi,t- 1  +c]2 = 0

Equation (6.9)-(6.11) are nothing but the least squares regression of 
(yit - yiO) on Yi,t- 1  and a constant term.�/ This solution can either
be used as a consistent estimate or be used to start the iterative procedure 
to obtain unconditional MLE .

The property of the CV is the same as in other cases. It is 
consistent when T tends to infinity and inconsistent when T 
is fixed and N tends to infinity. 

7. Pseudo and Conditional Maximum Likelihood Estimators 
The purpose of using a covariance estimator is to eliminate the 

individual effect u . . 1 This can be done by premultiplying 
(T - 1) x T transformation matrix 

-1 1 0 
0 -1 1 

0 0 -1 

(7.1) D 
(T-l)xT 

0 0 0 

0 0 
0 0 
0 0 
0 0 

-1 1 

v. 1 by the 

Then 

7. 2) Dv. 1 Du. __ 1 

- 3 0-

uil

D 

uiT 

is normally distributed with mean 0 and covariance matrix 

7.3) o DAD' = a 2 '\ u u 

2 

-1 

0 

0 
0 

From (2. 6) we have 

-1 

2 

-1 

0 
0 

0 . . •  0 0 
-1 . . . 0 0 

2 • . .  0 0 
. . . . 

0 . . •  2 -1 
0 . . •  -1 2 

(7. 4) yit - Yi,t-1 B(yi,t- 1 - Yi,t-2) + uit - ui t- 1' 

However, from this we cannot obtain MLE's as claimed by some people. 
This can be seen by noting that although has a properly defined Du. __ 1 
density function, ��i does not. Even under the assumption that Yio
are fixed, y11 are still random.
(yil - y1 0) undefined.

Thus, Dy. leaves the density of --1 
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Substituting (7.4) into the density of �1, • • • ,�N and de
riving the estimators by maximizing this quantity with respect to �. 

2 A and a yields estimators that are not consistent when N tends to 
infinity and T is fixed. We show the inconsistency of these pseudo 
maximum likelihood estimators by considering the case where yiO are fix
ed and T = 3. Then 

(7.5) (ui2 _ uil)Du. "' 
2�� ui3 - ui2 

is normally distributed with mean zero and variance-covariance matrix 

(7. 6) a2DAD' = a2 
u___ u 

(
2 -1 i-1 2 

The determinant of DAD' is now equal to 3 and the inverse of it is 

t (: : )
If we consider (7.4), t = 2, 3  as a transformation from (ui2 - ui1) and 
(ui3 - ui2) to Yi2, and yi3, i=l, • • . N, the Jacobian of the transformation 
is equal to one. Thus, the logarithm of the pseudo likelihood function 

is equal to 

(7. 7) Log L 
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2 1 � 2 constant - N log cr - ""-"2" l {[y.2 - Yi1) - S(yi"l - Yio)] u 3cr i=l l. u 

2 
+ [(yi3 - yi2) - a(yi2 - yil)] 

+ [(yi2 - yil) - S(yil - Yio)][(yi3 - yi2) - S(yi2 - yil)]} 

Taking partial derivatives of (7.7) with respect to S and solving for a, 
we have 

(7. 8) SPML 

N 

.l [2(yi2 - yil)(yil - Yio) + 2(yi3 - yi2)(ti2 - yil) i=l 
2 + (yl2 - yil) + (yi3 - yi2)(yil - yiO)] 

N 2 2 
iI1

[2(Yi1 - Yiol + 2(yi2 - Yi1) + (yi2 - Yi1)(yi1 - Yio> 

+ (yi2 - yil)(yil - yiO)] 

The probability limit of this pseydo MLE aPML is equal to

(7.9) 2 - a plim aPML = a - �t N-><o 
Hence, it is inconsistent. 

On the other hand, the maximization of the joint density of 

(yi2, ... , yiT) conditional on yil over i does yield a consistent 
estimator. This follows from the fact that conditional on yil
(and yiO fixed) we are maximizing (T - 1) - component independently 
distributed random vectors, the i-th having density 
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(7.10) 

where 

(7 .11) 

_ T-1 T-1 1 
fi(Y12, • • • ,YiTIY11) .. (2ir) 2 (a2)

- 21A*j- 2
l l • exp {- 2 [yi2 - 13Yn - m (yil - ayiO) ,

2a 

Y13 - l3yi2 - 1 ! A (yil - l3yi0),

* A 

1 .-1 
. • • ,yiT - l3Yi,T-l - l+°""T(yil - l3yi0)]�

1 [Y12 - 13Yn - m (yn - Y10>

• • •  , yiT - l3Yi,T-l -1 ! ). (yil - j3yi0)]'}

l (UT l + e e' ) - l+"1° =T-l=T-1- -T-1-T-l 
(T-1) x (T-1) 

i = 1,. . .,N,

We illustrate the argument of consistency by considering the case 
that T = 2. Then the conditional density of yi2 given Yio and Yil2 is normal with mean o0yiO + o1yil and variance T , where

(7.12) aco = - m
1 

co = a + I+ A 2 ,2 = ).(2 + ).)a 1 + ). 

The MLE's of c0, c1, ,2 are (strongly) consistent if 

(7.13 ) r.r (yiO)(yiO Yn] - 1  ... 0 i-1 Yil 

(Anderson and Taylor [1979]) . Since the transformation �0,c1,•� and(f3,).,a2) is one-to-one (in the proper region (). > 
0, a2 > 0)), the2 MLE's of 13, A, a are (strongly) consistent if (7.13) is fulfilled. 

(7. 14) 

If yil is a random draw from yil = l3yiO + ai + uit' then

plim 
� r [yij (yiO Yil)

N.- i=l Yn 

lim � l l 
N ()(1N-- i=l J.O 

•l + (:
(l : ,)

which is positive definite. Therefore, the conditional MLE is consistent 
when T is fixed and N tends to infinity. It is the pseudo MLE which 
is inconsistent. We suspect it is this confusion about the proper form 
of the conditional likelihood function which caused the confusion about the 
consistency of the conditional MLE (e.g. , Chamberlein [1979], Lee [1979]).

8. Simple Consistent Estimates
Although the maximization of (7. 4) does not yield consistent

estimates, it does suggest some simple consistent estimators. From (7.4) 
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we know that we may use either y. i,t-2 or {yi,t-2 - Yi,t-3) 
as instruments and estimate B by 

(8.1) Brv = 

or 

(8.2) llrv = 

N T 
I I (y.t - y. t-l){yi t-2 - Yi t-3) 

i=l t=3 i i, ' ' 
N N 
I I {y. t-1 - Yi t-2){yi t-2 - Yi,t-3) 

i=l t=3 i, ' ' 
N T 
I .I {yit - Yi,t-l)yi,t-2 i=l t=2 
N T 
l l (yi,t-1 - Yi,t-2)Yi,t-2i=l t=2 

Both (8.1) and (8.2) are consistent when N tends to infinity or T 
tends to infinity or both. 

Estimator (8.2) has the advantage over (8.1) in the sense that the 
minimum time period required is two, while (8.1) requires T > 3. 
However, (8.1) and (8.2) have different asumptotic variances. Under the 
assumption that yiO random with a stationary distribution (Section 4) 
the asymptotic variance of (8.1) is 

(8. 3) asy. var [ /N(�IV - B) l 4 
T - 2 

(1 - a2)(1 - B) 
(1 + B2)2 

the asymptotic variance of (8.2) is 

(8.4) asy. var [/N(S1y - S)] 2 ( l + B ) [-1- + 1 + B ! ]
T - l 1 - B (l _ S)2 A 
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Therefore, (8.1) is preferred to (8.2) if 

(8.5) 2(T - 1) 
T - 2 

2 2 1 < (1 + B t [(l _ B) + (1 + B)>;l 
(1 - S) 

Without knowledge of B and A, there is little to choose between these 
two estimators. However, it appears that (8.5) is more likely to be 
satisfied if B is positive. Thus, as a rough rule of thumb, we may want 
to use (8.1) if there is prior belief that successive observations are 
positively correlated and use (8.2) if successive observations are negatively 
correlated. 

As we have seen, different assumptions about the initial observations 
do not affect the consistency of the MLE's when T tends to infinity. 
However, a typical panel usually involves a large number of individuals, 
but only over a short period of time. As it turns out, the properties of the 
MLE depend crucially on the assumption of the initial conditions. Different 
assumptions about the initial conditions call for different methods to 
obtain the MLE. Mistaking one case for the other in general will not lead 
to asymptotically equivalent formulas. Consequently, the misused estimator may be inconsistent. Unfortunately, usually we have little information to 
rely upon in making a correct choice of the initial conditions. Estimator 
(8.1) or (8.2) has the advantage that it is consistent independent of 
what the initial conditions are. Thus, the instrumental variable method, 
although is less efficient, does have its merit. Furthermore, if we 
know the correct choice of the initial conditions, we can always use the 
instrumental variable estimates as the initial value to start the itera-
tive process to obtain the more efficient MLE. 
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9. Conclusions 

In this paper we have studied the problems of estimating a dynamic 

model with error components in panel data when either the number of time 

point T or the number of cross-sectional unit N tends to infinity. 

We examined several models arising from different assumptions about the 

initial conditions. We attempted an interpretation and studied the pro

perties of the MLE's and covariance estimators for each of these models. 

The main conclusions may be summarized in the followimg table • .2/ 
As we can see from Table, the MLE is consistent when T tends to 

infinity no matter what are the assumptions about the initial conditions. 

When T is fixed and N tends to infinity the consistency of the MLE 

will depend on the assumptions about the initial conditions. 

On the other hand the covariance estimators always use the same 

estimation method no matter what the initial conditions are. When T 

tends to infinity it is always consistent. When T is fixed it is always 

inconsistent no matter how large N is and no matter what are our initial 

conditions. Because the justification of using the covariance estimator 

for a dynamic model mainly rests on the asymptotic properties as the 

length of series T tends to infinity and the typical panel has a 

large number of individuals observed over a short period, it appears that 

the case for the use of the covariance estimator is not favorable. 

Although we favor the use of the MLE because its desirable asymp

totic properties (with T or N or both tend to infinity) in most cir-

cumstances, the computations of the MLE's are complicated. In the special 

case where the individual effects may be viewed as the effect of the .initial 
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observation or initial endowment (corrected for the mean) and affect the 

individual equilibrium level (Section 6), the conditional MLE becomes very 

simple. We only need to modify the dependent variable as the actual sub-

tracting the initial observation and apply the least squares regression to 

the transformed model. 

It should be noted that the method of obtaining the MLE is different 

under different assumptions about the initial conditions. Mistaking one 

case for the other will not give us a consistent estimator no matter how 

large N is. A simple instrumental variable method was therefore suggested 

in Section 8. Although it is less efficient, it does have the advantage 

that it is consistent independent of what the initial conditions are. 
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Table 1 
Interpretations and Statistical Properties of the MLE's 

and CV's for Models Under Different Assumptions about the Initial Observations 

Y10 random 

y
iO 

fixed 

vith a stationary didtribution vith different means 

A cross-sectional unit All cross-sectional observa- A cross-sectional unit 
starts from an a.rbi trary tion are random realizations may start at some position 
initial position and gradually I of a stochastic process vith and gradually move tovard 
drift tovards its mean or no same distribution but different its equilibrium level. But 
individual effects at the levels and the initial obser- the individual equilibrium 
initial period but shovs up vation is no different from any level affects the starting 
at all later periods other observations value 

T + • T fixed T + • T fixed T+• T fixed N fixed N + GO N fixed N -+ • N fixed N + • 

Consistent Consistent Consistent Consistent Consistent Inconai3tent 

Consistent Inconsistent Consistent Inconsistent Consistent Inconsistent 

vith a co:::mon mean 

The starting value corrected 
for the mean may be vieved as 
the initial endov:r.ent. Depends 
on the assumption, tr.e initial 
endoVIJ:ent may or may not affect 
the equilibrium level 

T + • T fixed N fixed N + • Consistent Consistent 

Consistent Inconsistent 
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Footnotes 

We assume no correlation between the unobserved effects and the 
observed explanatory variables; this asswnption is unlike that 
of Mundlak [1978). As will be discussed later, we essentially 
follow a different interpretation of the model from that of 
Mundlak (1978). 

The stationarity assumption may be relaxed when T is fixed and 
N tends to infinity (e.g., see Anderson [1978)). We keep this 
assumption for simplicity of exposition and because it allows 
us to provide a unified approach towards various assumptions about 
the initial conditions to be discussed later. 

Note that we use o2 
in place of Ao2 

and o
2 

in place of 
u y 

o
2

/(l - �)
2 

in this section for ease of exposition. 

Note that if the original model contains an intercept term, the 
conditional MLE can only provide a consistent estimate of c sub
tracting the intercept. Neither can the conditional MLE distinguish 

A and o
2

. The unconditional MLE can distinguish the intercept, c, 

A and o2
. 

In Table 1, the MLE for y
iO 

random with different means should 

be interpreted as the interior solution. See Section 5. 
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