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Layer Characteristics From Multibaseline
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Abstract—This paper concerns forest parameter retrieval from
polarimetric interferometric synthetic aperture radar (PolInSAR)
data considering two layers, one for the ground under the veg-
etation and one for the volumetric canopy. A model is designed
to combine a physical model-based polarimetric decomposition
with the random-volume-over-ground (RVoG) PolInSAR param-
eter inversion approach. The combination of a polarimetric scat-
tering media model with a PolInSAR RVoG vertical structure
model provides the possibility to separate the ground and the
volume coherency matrices based on polarimetric signatures and
interferometric coherence diversity. The proposed polarimetric
decomposition characterizes volumetric media by the degree of
polarization orientation randomness and by the particle scattering
anisotropy. Using the full model enhances the estimation of the
vertical forest structure parameters by enabling us to estimate
the ground-to-volume ratio, the temporal decorrelation, and the
differential extinction. For forest vegetation observed at L-band,
this model accounts for the ground topography, forest and canopy
layer heights, wave attenuation in the canopy, tree morphology in
the form of the angular distribution and the effective shapes of the
branches, and the contributions from the ground level consisting
of surface scattering and double-bounce ground–trunk interac-
tions, as well as volumetric understory scattering. The parameter
estimation performance is evaluated on real airborne L-band
SAR data of the Traunstein test site, acquired by the German
Aerospace Center (DLR)’s E-SAR sensor in 2003, in both single-
and multibaseline configurations. The retrieved forest height is
compared with the ground-truth measurements, revealing, for the
given test site, an average root-mean-square error (rmse) of about
5 m in the repeat-pass configuration. This implies an improvement
in rmse by over 2 m in comparison to the pure coherence-based
RVoG PolInSAR parameter inversion.

Index Terms—Forest structure, polarimetric decomposition,
polarimetric synthetic aperture radar (SAR) interferometry,
temporal decorrelation.
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I. INTRODUCTION

POLARIMETRIC synthetic aperture radar (SAR) interfer-

ometry (PolInSAR) provides strong means for vegetation

parameter retrieval as it is sensitive to the vertical structure and

physical characteristics of the scattering media.

On the one hand, polarimetry is sensitive to individual

particle characteristics such as orientations, shapes, and per-

mittivities, as well as ensemble average entropy [1]–[4].

Furthermore, model-based polarimetric decompositions permit

separating main scattering contributions from vegetated areas

which consist of surface, double-bounce, and volume scattering

[5]–[10]. However, due to the limited number of observables

(four polarimetric degrees of freedom), only very simple geo-

physical media models have been used for the ground–volume

separation and parameter retrieval, limiting the applicability of

model-based approaches. In particular, for surface and double-

bounce scattering, only first-order models are used, whereas,

for vegetation, only the randomly oriented volume is con-

sidered, with recent extension to a few discrete orientation

states [9]. One topic of this paper is to provide a refined

physical model for vegetation parameter retrieval which is not

constrained by these limits.

On the other hand, interferometry is sensitive to topography,

vertical structure, and density of the scattering media. The

interferometric decorrelation in volumetric media has been

recognized as an opportunity to measure vegetation depth and

extinction [11]–[17]. The combination of interferometry with

polarimetry enhances the estimation of the vertical structure by

providing additional degrees of freedom. Several approaches

have been developed using the polarization dependence of the

interferometric coherence to evaluate the ground contribution

and the linear ground-to-volume relationship, in order to esti-

mate the vegetation height, the underneath ground topography,

and the extinction in vegetation [18]–[23]. In particular, [20]

presented an approach considering simple first-order ground

responses and derived, in addition to the surface and volume

coherences, also the double-bounce coherence and some com-

binations between these three components. In a subsequent

approach [21], [22], a simplified model was presented con-

sisting only of three structural degrees of freedom (ground

phase, vegetation height, and extinction) and one additional

degree of freedom for polarization diversity which steers the

ground-to-volume ratio. However, this approach requires, at

the one hand, a polarization with no ground contributions and,
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at the other hand, large coherence and ground contribution

diversity in dependence of polarization. The first condition

can only be fulfilled when all ground contributions have first-

order forms, as well. Particular difficulties to this polarimetric

interferometric SAR (PolInSAR) coherence-based approach

pose the temporal decorrelation, caused by temporal changes

between the repeat-pass data acquisitions, and the inability

to determine the ground-to-volume ratio. However, due to its

simplicity and universality, the implementation of this approach

is simple, and the computational costs are low. This led to

successful validations of this coherence-based approach in

various campaigns for different frequencies and configurations

(e.g., [24]–[27]).

In this paper, we propose to combine a physical model-

based polarimetric decomposition with the PolInSAR random-

volume-over-ground (RVoG) coherence model for the vertical

forest structure in order to enhance both application areas and

to address some of the mentioned limitations. We present a

general polarimetric interferometric model for vegetation pa-

rameter retrieval which offers a more flexible direct volume

component and which does not restrict the ground contributions

to simple first-order forms. The goal of this approach is to

model separately the ground and volume contributions, in order

to enhance the estimation of structural vegetation parameters,

and to permit the retrieval of morphological vegetation param-

eters, as well as ground parameters under the vegetation for

further analysis.

This model is intended for both single- (SB) and multibase-

line (MB) repeat-pass acquisitions, and the temporal change is

taken into account with the goal to develop a parameter retrieval

framework which is robust against temporal decorrelation. Ini-

tial results based on simulated data and neglecting temporal

decorrelation were already presented in [28].

This paper consists of three main sections. In the next sec-

tion, the forward model is presented based on the analysis of

vegetation characteristics. We introduce the von Mises distribu-

tion as the expected unimodal circular polarization orientation

angle distribution of the vegetation particles under the central

limit theorem. A polarimetric coherency matrix form is derived

for the volume component which depends only on the degree

of orientation randomness and particle scattering anisotropy.

Particle scattering anisotropy is a complex value describing the

effective shape of the particles in the volume in dependence of

their permittivities and tilt angles. Both orientation randomness

and particle scattering anisotropy determine the morphology

of the vegetation layer, as it is observable by radar. Using

further means (some assumptions or a priori information), it

is possible to infer further characteristics from the particle

scattering anisotropy related to the distribution of tilt angles,

the average permittivity, and particle shape ratio [29]. All

ground contributions are combined into a single unconstrained

component. This polarimetric model is complemented by an

interferometric model consisting of system, temporal, and vol-

umetric coherence constituents.

In Section III, the vegetation parameter inversion problem is

discussed, and a parameter retrieval framework is presented.

In Section IV, the model and the parameter retrieval ap-

proaches are evaluated using real airborne SAR data, acquired

TABLE I
LIST OF SYMBOLS

by the German Aerospace Center (DLR)’s E-SAR system at

L-band. An abundance of new parameters is estimated using

the new model and the inversion framework. The most impor-

tant estimated parameters, which characterize vegetation, are

presented and discussed.

After the conclusion, two appendixes are added. The first

details the polarimetric relationship of the derived parameter,

particle scattering anisotropy, to the spheroidal particle model.

The second appendix briefly outlines the general interfero-

metric multilayer coherence model. For an overview, Table I
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Fig. 1. Forest model parameterization: Ground (g) and volume (v) layers and
the modeled vertical structure of the forest (ground topography z0, forest height
hv , and the canopy fill factor rh).

provides the list of symbols used in the main sections of this

paper and their brief descriptions.

II. MODEL

The considered simplified forest model, consisting of a sin-

gle homogeneous canopy layer above the ground, is shown

in Fig. 1. The ground layer (g) consists of all scattering

contributions whose phase delays correspond to the absolute

ground height z0. This includes the direct surface scattering

at the ground level, the double-bounce scattering between the

ground and the tree trunks and branches, and the diffuse volume

scattering from a thin layer of understory. The volume layer (v),
representing the forest canopy, extends over a fraction rh of the

total forest height and is characterized by volumetric scattering.

In this section, a general polarimetric and interferometric model

is developed and presented, starting with the characterization of

the vegetation.

A. Vegetation Characterization

A simplified volumetric vegetation layer can be character-

ized by a cloud of scattering particles whose electromagnetic

properties are governed by the joint probability density func-

tion (pdf) of their positions, shapes, sizes, dielectric constants,

and orientations. The single-particle scattering properties are

assumed to be independent of position and orientation. The

general scattering matrix in the lexicographic polarization basis

p̂h, p̂v is given by

Shv =

[
Shh Shv

Svh Svv

]
(1)

where Srt are the scattering coefficients and the indexes denote

the combination of transmit (t) and receive (r) polarizations in

terms of horizontal (h) and vertical (v) polarizations.

Under the hypothesis that particles have an axis of symmetry

in the polarization plane, one may give the representative

particle backscattering matrix in the eigenpolarization basis p̂a,

p̂b after rotation by the polarization angle ψ as

Sab = RT
S(ψ)ShvRS(ψ) (2)

=

[
Saa 0
0 Sbb

]
=

Saa + Sbb

2

[
1 + δ∗ 0

0 1 − δ∗

]
(3)

where T is the transposition operator, ∗ is the complex conjugate

operator,

RS(ψ) =

[
cos ψ sin ψ
− sin ψ cos ψ

]
(4)

Fig. 2. Particle orientation in the polarization plane: Mean orientation ψ̃ and

the orientation of an individual particle ψ = ψ̃ + ∆ψ.

is the rotation matrix for the polarization orientation angle

change, and

δ =

(
Saa − Sbb

Saa + Sbb

)∗
(5)

is the particle scattering anisotropy, which describes the scat-

tering properties of an average particle, as perceived by the

radar, independently of polarization orientation and scattered

power.

The particle scattering anisotropy characterizes the effective

shape of the average particle in dependence of the particle

and background permittivities and tilt angle distribution (see

Appendix A). If the permittivities are significantly distinctive,

one can make the following predictions about the effective par-

ticle shapes, assuming simple spheroidal particles: As |δ| → 0,

the average effective particle shape approaches an isotropic

sphere/disk, whereas, for |δ| → 1, the effective shape tends

toward a dipole. If the phases of the scattering coefficients Saa

and Sbb are similar, then δ is a function only of their moduli.

Then, in the line-of-sight (LOS) direction, the particle axis of

symmetry tends to be horizontal if Re δ > 0 and vertical if

Re δ < 0, with respect to the polarization basis of the particle

scattering amplitude matrix. The interpretation of δ becomes

more complex when the phases of Saa and Sbb diverge.

The particle orientation angles ψ in the polarization plane

(with reference to the horizontal axis, as shown in Fig. 2)

are assumed to follow a unimodal circular distribution pψ(ψ)
and to be independent from other vegetation characteristics.

Under the central limit theorem condition, given a large number

of scatterers, the orientations of these scatterers are normally

distributed and follow the circular normal distribution (also

known as the von Mises distribution) [30] which is the circular

analog of the Gaussian distribution

pψ(ψ|ψ̃, κ) =
e

κ cos
(
2(ψ−ψ̃)

)

πI0(κ)
, κ ∈ [0,∞] (6)

where κ is the degree of concentration [analogous of the inverse

of the standard deviation (SDEV)], ψ̃ ∈ [−(π/2), (π/2)] is the

mean orientation angle, and I0(κ) is the modified Bessel func-

tion of order 0. For the sake of interpretation, the normalized

degree of orientation randomness τ is introduced by

τ = I0(κ)e−κ, τ ∈ [0, 1]. (7)
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Fig. 3. Schematic representation of the effective shapes and orientations of
particles in the LOS for different degrees of particle scattering anisotropy δ and
orientation randomness τ .

As τ → 0, the volume becomes strongly aligned in the pre-

ferred orientation direction, whereas, for τ → 1, the particle

orientations become completely random. Fig. 3 schematically

visualizes the volume particles in the direction of the LOS

in dependence of the degrees of orientation randomness and

particle scattering anisotropy [assuming that arg Saa ≈ arg Sbb

for Saa, Sbb from (3)]. Note that the degree of orientation

randomness becomes meaningless for (effectively) isotropic

scatterers (δ = 0).

B. Polarimetry

Second-order scattering statistics for random media can be

better represented in the Pauli matrix basis. Assuming reci-

procity, the scattering vector and the coherency matrix are given

in the Pauli basis by

k =
1√
2

⎡
⎣

Shh + Svv

Shh − Svv

2Shv

⎤
⎦ T = E{kk†} (8)

where † is the Hermitian operator and E{·} is the expectation

value operator.

In analogy to the Freeman–Durden model [7], the coherency

matrix under the modeled assumptions can be decomposed into

a ground layer and a volume layer

T = fgT g + fvT v (9)

where the individual coherency matrices are normalized with

reference to their first elements so that the normalization factors

fg/v are equal to the values E{|Shh + Svv|2} of the individual

contributions.

In forests, the ground layer contribution is composed of

direct surface scattering from the ground, the double-bounce

scattering between the surface and tree trunks and branches, and

the diffuse volume scattering from understory. We explicitly

do not consider a specific model for the contributions located

at the ground level since an adequate model would be too

complex. Instead, these contributions are combined to a single

ground component. This combination does not restrict in any

way the retrieval of other vegetation parameters in a repeat-pass

acquisition configuration, as it will be considered in this paper.

In the general case, assuming only reciprocity and reflection

symmetry [6], the ground coherency matrix can be represented

in the ground eigenpolarizations by

T g =

⎡
⎣

1 β 0
β∗ β22 0
0 0 β33

⎤
⎦ (10)

consisting of four polarimetric degrees of freedom (β ∈
C, β22, β33 ∈ R). With additional a priori knowledge or if a

certain contribution dominates the ground response, one might

apply further models to retrieve from the T g characteris-

tics related either to surface or double-bounce or understory

scattering.

Using (2) and (8), the normalized first-order coherency ma-

trix of a single particle is given by

T̂ v(ψ) = RT (2ψ)

⎡
⎣

1 δ 0
δ∗ |δ|2 0
0 0 0

⎤
⎦ RT

T (2ψ) (11)

where

RT (2ψ) =

⎡
⎣

1 0 0
0 cos 2ψ sin 2ψ
0 − sin 2ψ cos 2ψ

⎤
⎦ (12)

is the rotation matrix for coherency matrices. Since the particles

are homogeneously distributed in the canopy layer, the volume

component coherency matrix under the Born approximation can

be obtained by the integration of these individual coherency

matrices over the orientation angles [7]

T v=

π/2∫

−π/2

pψ(ψ)T̂ v(ψ)dψ

=

π/2∫

−π/2

pψ(ψ)

×

⎡
⎣

1 δ cos 2ψ −δ sin 2ψ
δ∗cos 2ψ |δ|2cos2 2ψ −|δ|2cos 2ψ sin 2ψ
−δ∗ sin 2ψ −|δ|2cos 2ψ sin 2ψ −|δ|2sin2 2ψ

⎤
⎦dψ

(13)

where the integration is performed elementwise. The solution

is, in general, not reflection symmetric. However, since pψ(ψ)
is a circular pdf, symmetric around the mean vegetation orien-

tation ψ̃, one can rotate the polarization orientation angle by ψ̃
to obtain a reflection symmetric form

T v = R
T (2ψ̃)

⎡
⎣

1 gcδ 0

gcδ
∗ (1+g)

2 |δ|2 0

0 0 (1−g)
2 |δ|2

⎤
⎦RT

T (2ψ̃)
. (14)

Some of the off-diagonal elements become zero since pψ(ψ)

is an even function with respect to ψ̃. The values of g and
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Fig. 4. Normalized volume coherency matrix elements (|t12|, t22, t33) as functions of the degree of orientation randomness τ and the particle scattering
anisotropy |δ|. The blue point, the red line, and the green point correspond to the parameter ranges of the Freeman–Durden, the Freeman II, and the
Yamaguchi models, respectively. (a) |t12| = (|E{(Shh + Svv)(Shh − Svv)∗}|)/(E{|Shh + Svv |2}). (b) t22 = (E{|Shh − Svv |2})/(E{|Shh + Svv |2}).
(c) t33 = (E{4|Shv |

2})/(E{|Shh + Svv |2}).

gc are obtained using trigonometric and integral identities

[30, Def. 9.6.19, p. 376]

g =

π/2∫

−π/2

pψ(ψ) cos 4ψ dψ =
I2(κ)

I0(κ)
(15)

gc =

π/2∫

−π/2

pψ(ψ) cos 2ψ dψ =
I1(κ)

I0(κ)
(16)

where In are modified Bessel functions of nth order.

Equation (14) represents the most general form of direct

volume backscattering from a simple homogeneous layer using

a circular unimodal orientation angle distribution. In the reflec-

tion symmetric form (neglecting ψ̃), the polarimetric properties

of this component are determined by three real-valued param-

eters: the magnitude and phase of particle scattering anisotropy

and the degree of orientation randomness. For an overview, the

magnitudes of the normalized coherency matrix elements are

plotted in Fig. 4 using the parameterization space of the degree

of orientation randomness τ ∈ [0, 1] and the particle scattering

anisotropy magnitude |δ| ∈ [0, 1]. For comparison, the param-

eter ranges for the volume components of the Freeman–Durden

decomposition [7], the Freeman II decomposition [8], and the

additional orientation-sensitive Yamaguchi decomposition [9]

are represented by the blue point, the red curve, and the green

point, respectively.

To rotate the whole coherency matrix T into a reflection

symmetric form requires the normal vector of the ground terrain

to be in the plane of the volume eigenpolarizations so that

both surface and volume share a common eigenpolarization

basis (same azimuthal orientation). If this assumption is valid,

one might also be able to estimate the terrain slopes under

vegetation based on polarimetry only, as it is done for bare

surfaces, for instance, in [4].

C. Polarimetric Interferometry

The expectation value of the SB PolInSAR coherency

matrix [18] under polarimetric stationarity [31] and reciprocity

conditions is given by

T 6 = E
{

k6k
†
6

}
=

[
T Ω

Ω
† T

]
, k6 =

[
k1

k2

]
(17)

where k1 and k2 are the scattering vectors describing the same

scene but from slightly different incidence angles and possi-

bly different times. The wave interferometric properties are

characterized (after appropriate preprocessing) by the vertical

wavenumber

kz = 2k0
B⊥

R0 sin θ0
(18)

where k0, B⊥, R0, and θ0 are the wavenumber, the effective

(perpendicular) baseline, the slant range distance, and the in-

cidence angle, respectively. The main PolInSAR observable is

the complex coherence, which can be computed by

γ(ω) = |γ|eiφ =
ω†

Ωω

ω†Tω
(19)

where ω is a polarization projection vector determined by the

choice of transmit and receive polarizations.

Considering all possible combinations of transmit and re-

ceive polarizations provides a range of coherences, called the

coherence set

Γ =
{
γ(ω) | ω ∈ C

3
}

. (20)

In analogy to the polarimetric model of T in (9), the inter-

ferometric behavior of the main scattering contributions from

a layer of random volume vegetation over the ground can be

modeled by a linear combination of polarimetric interferomet-

ric cross-correlation matrices

Ω = fgΩg + fvΩv. (21)

Under the assumption of polarization independence of all

decorrelation sources, (21) can be expressed by

Ω = fgT gγg + fvT vγv (22)

where γg and γv are the interferometric complex coherence

terms associated with the ground and volume layers.
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Fig. 5. Model for the interferometric phase profile due to the vertical dis-
tribution of scattering mechanism types. The surface, double-bounce, and short
understory cause similar interferometric phases at the ground level. The volume
layer introduces a phase offset and an additional decorrelation due to phase
variation. The wave attenuation in the volume layer causes less scattering at
lower heights inside the layer.

The interferometric criterion for separating the ground from

the volume is based on the interferometric phase and coherence.

As outlined in Fig. 5, in the repeat-pass configuration, the

surface scattering of the ground, the double-bounce scattering

between the ground and the tree trunks and branches, and the

scattering from very short understory cause similar interfer-

ometric ground-locked phases and degrees of decorrelation,

making the aggregation of these terms possible. The vertical

distribution of scatterers in the volume layer causes the corre-

sponding interferometric phases to be distributed in a certain

range, which introduces a phase offset and a volumetric source

of decorrelation.

As shown in Appendix B, after conventional PolInSAR data

processing (calibration, coregistration, spectral range filtering,

flat earth removal, etc.), the ground coherence term can be

expressed by

γg = eiφ0γsys (23)

where φ0 is the reference ground phase and γsys is the system

decorrelation which represents the acquisition system and data

processing errors, including the thermal noise.

The volume layer coherence is given by

γv = eiφ0γresγz (24)

where γz is the volume decorrelation caused by the vertical

forest structure and γres is the residual decorrelation term which

combines all other decorrelation sources, including system

decorrelation and temporal decorrelation γtemp. In this paper,

γsys and γres are approximated by polarization-independent

real-valued terms which only degrade the coherence magnitude

without affecting the interferometric phase.

The volume coherence γz for vegetation with the canopy

layer extending to a fraction rh of the total vegetation height

hv , as shown in Fig. 1, is given by

γz = eikz(1−rh)hv

∫ rhhv

0 e

(
2σ

cos θ0
+ikz

)
z
dz

∫ rhhv

0 e
2σ

cos θ0
zdz

(25)

where the extinction coefficient σ accounts for the mean atten-

uation of the electromagnetic waves in the volume layer.

In general, in the presence of orientation effects in the

volume, extinction becomes polarization dependent [19], [20],

[32]. In this case, the volume coherence at the eigenpolariza-

tions will be given by replacing the mean extinction value σ

in (25) by σ ± ∆σ. ∆σ is the differential extinction and is

primarily related to the degree of orientation randomness τ , as

it tends toward zero for τ → 1 and toward σ for τ → 0.

However, for the scenario considered in this paper, that is,

forest parameter retrieval at L-band in repeat-pass acquisitions,

the degree of orientation randomness is very high, the mean ex-

tinction is low, and, hence, interferometry is hardly sensitive to

extinction and even less to the polarization-dependent variation

of extinction. Therefore, to keep the model and the parameter

retrieval framework simple, extinction is approximated by a

polarization-independent scalar value. However, the full polari-

metric interferometric model with extinction and refractivity

differences in the volume layer is derived in [32], and estimates

of the differential extinction ∆σ based on polarimetry are

presented in Section IV.

Alternatively, (22) can be represented by a coherence model

γ(ω) = cg(ω)γg + cv(ω)γv = cg(ω)γg +
(
1 − cg(ω)

)
γv (26)

where the ci coefficients are the normalized polarimetric power

coefficients

ci(ω) = fi
ω†T iω

ω†Tω
, i ∈ {g, v} ∀ ω :

∑

i

ci(ω) = 1.

(27)

This coherence model formulation resembles the ones in [12],

[14], [20], [21], and [33], but, combined with a polarimet-

ric decomposition, the full PolInSAR model becomes more

efficient for vegetation parameter retrieval by having more

degrees of freedom and using synergy effects. For instance, the

polarimetric scattering model determines the ground-to-volume

ratio, which is an important parameter in the RVoG model,

enabling the determination of γv without ambiguity.

D. Multiple Baselines

The SB PolInSAR model can readily be scaled to multiple

baselines, given n data acquisitions

T 3n =E
{

k3nk
†
3n

}
=

⎡
⎣

T . . . Ω1n
...

. . .
...

Ω
†
1n . . . T

⎤
⎦ , k3n =

⎡
⎣

k1
...

kn

⎤
⎦

(28)

where every baseline i−j (i, j ∈ [1, n]) and every cross-

correlation matrix Ωij are characterized by a distinctive vertical

wavenumber kzij and a temporal delay between the acquisi-

tions. The acquisition of more observables can enhance the

retrieval of modeled parameters. However, with every baseline,

two parameters are added to the model: the reference ground

phase φ0ij
and the residual decorrelation of the volume γresij

,

which are both, in general, unknown a priori.

In a similar manner, multiangular multialtitude multifre-

quency models can be constructed, where, in dependence of the

acquisition properties, the polarimetric coherency matrices T

will be different.
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Fig. 6. General framework of a forward and an inverse problem.

III. VEGETATION PARAMETER RETRIEVAL

Vegetation parameter retrieval can be understood as an in-

verse problem [34] as outlined in Fig. 6.

A. Data Observables

The data observables are represented by the estimates of the

polarimetric coherency matrix and the cross-correlation matrix

d = {T̂ , Ω̂}. (29)

The initial estimate of T̂
′
6 is obtained by averaging (also called

multilooking) of data samples using L looks

T̂
′
6 =

[
T̂ 11 Ω̂12

Ω̂
†
12 T̂ 22

]
=

〈
k6k

†
6

〉
L

=
1

L

L∑

i=1

k6i
k
†
6i

. (30)

A maximum likelihood estimator for the polarimetric stationary

form of the polarimetric coherency matrix is given by [31]

T̂ =
T̂ 11 + T̂ 22

2
. (31)

Most vegetated areas exhibit reflection symmetry with re-

spect to the vertical incidence plane, and the eigenpolariza-

tions are given by the H–V polarization basis. However, in

the presence of azimuth slopes of the terrain, the polarization

orientation angle might be different and need to be estimated,

for instance, from a digital elevation model or directly from

polarimetry [4].

The final estimator of the SB PolInSAR coherency matrix

with reciprocity, reflection symmetry, and polarimetric station-

arity assumptions has the form

T̂ 6 =

[
T̂ Ω̂

Ω̂
†

T̂

]

⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

T̂ =

⎡
⎣

A D + iE 0
D − iE B 0

0 0 C

⎤
⎦

Ω̂ =

⎡
⎣

F + iG L + iM 0
N + iO H + iI 0

0 0 J + iK

⎤
⎦

(32)

where the parameterization variables (A,B,C, . . .) represent

the individual observables obtained after multilooking. There-

fore, the set of independent observables for an SB coherency

matrix under the named assumptions contains 15 real-valued

elements [35]: one for the backscattered power, four for po-

larimetry, and ten for polarimetric interferometry. These are the

ten additional parameters from interferometry, which enable

us to construct more complex but still invertible polarimetric

models for the ground and vegetation components. With the

help of interferometry, we seek to separate two coherency

matrices which should be representable for the ground and

the volume contributions. At the same time, the coherences,

which separate these two components, permit estimating the

structural vegetation parameters and the degree of temporal

decorrelation.

B. Model Parameters

With reference to Fig. 6, the set of modeled parameters for

an SB scenario is given by

m = {ψ̃, fg,Re β, Imβ, β22, β33, fv,Re δ, Imδ, τ,

hv, rh, σ, γsys, γres, φ0}. (33)

These are 16 real-valued model parameters, as presented in

the previous section, which determine the modeled PolInSAR

coherency matrix T 6. One degree of freedom ψ̃ is used to rotate

the coherency matrix into a reflection symmetric form, which

leaves 15 degrees of freedom. Of the remaining parameters, the

first nine determine the polarimetric properties, whereas the last

six determine the interferometric properties of the model.

The critical point of the whole parameter retrieval framework

is to estimate the interferometric structural parameters cor-

rectly. With the knowledge of the acquisition system properties,

γsys will be assumed to be known a priori. Hence, φ0 is

estimable from γg .

Furthermore, γv provides only 2 degrees of freedom

(|γv|, arg γv) but determines four parameters, namely, hv , rh,

σ, and γres. In addition, the magnitude of γv is perturbed by γres

which is dominated by the unconstrained temporal decorrela-

tion γtemp. One approach to estimate the structural parameters

from γv is to use multiple baselines. With every distinctive

baseline, we obtain the independent estimates of γgi
and γvi

,

in dependence of kz , and two additional degrees of freedom

φ0i
and γresi

. φ0i
can be estimated with γgi

, whereas |γresi
|

perturbs |γvi
|. Therefore, to estimate the three parameters hv ,

rh, and σ requires the usage of at least three baselines with

distinctive vertical wavenumbers.

C. Parameter Retrieval Framework

The direct model G(m), which is related to the forward

problem in Fig. 6, is given by

d = G(m) ⇐⇒

⎧
⎨
⎩

T = fgT g(β, β22, β33) + fvT v(δ, τ)
Ω = fgT g(β, β22, β33)γg(φ0, γsys)

+ fvT v(δ, τ)γv(φ0, γres, hv, rh, σ)
(34)

where the individual terms are given by the equations in

Section II.

The inverse model can be represented as a minimization

problem, which is subject to a set of constraints c

m = G−1(d) ⇐⇒ m = arg min
m|c

‖d − G(m)‖ . (35)

The norm ‖ · ‖ is given by the L2 vector norm of the

argument (root-mean-square misfit minimization). G−1 is a
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Fig. 7. Basic workflow of the parameter retrieval inside the complex coherence plane (neglecting γsys for the sake of simplicity of representation). (a) Initial
coherence set. (b) Estimation of the linear structure and the ground phase. (c) Estimation of the ground-to-volume ratio and the volume layer coherence.
(d) Estimation of the temporal decorrelation and the structural parameters from the true volume coherence.

multidimensional nonlinear optimization problem with local

minima and possibly nonphysical solutions. The set of con-

straints c is provided to enforce physically reasonable solutions.

It proved useful to include into d, next to the elements of the

PolInSAR coherency matrix, several coherence values with dis-

tinctive polarizations to enhance the sensitivity of the parameter

retrieval method to structural parameters.

While the problem formulation is straightforward, finding a

solution is an art in itself. Using brute-force optimization might

lead to undesirable results, and a physically refined approach

is recommended. A possible multistage parameter retrieval

framework for an MB data set, as outlined in Fig. 7, is presented

in the following.

Initial Processing:

i) SAR image preprocessing: data generation, calibration,

coregistration, range spectral filtering, flat earth removal,

topography removal, and multilooking operation;

ii) estimation of the reflection symmetric and polarimetric

stationary form [31];

iii) estimation of thermal decorrelation and possibly other

system decorrelation sources, as, for example, the coher-

ence bias [36] in the case of low number of looks.

Parameter Retrieval:

1) Determine the linear structures of the PolInSAR coher-

ence sets.

Independently, for every baseline:

a) Fit a line Li through the PolInSAR coherence set Γ, in

analogy to the three-stage inversion process [22].

b) Determine the ground phase φ0i
.

2) Determine the degree of orientation randomness in

the data.

For all baselines, simultaneously:

a) Find δ′, τ ′, f ′
g , f ′

v , β′, β′
22, and β′

33 which minimize

(35), neglecting for the moment the structural param-

eters and only enforcing all γgi
, γvi

to be on the

lines Li.

b) Keep only τ = τ ′ for future computation.

3) Determine the structural parameters and temporal decor-

relation, together with other remaining parameters.

a) Find common hv , σ, and rh, as well as δ, fg , fv,

β, β22, β33, and the baseline-dependent γresi
which

approximate the linear structure of the coherences and

the polarimetric coherency matrix.

Fig. 8. Ambiguity space of the (left) coherence-based PolInSAR RVoG and
the (right) proposed polarimetric model-based PolInSAR parameter inversion
approaches.

4) If the retrieved parameters are physically not meaningful,

either restart using different initialization or mark this

pixel as noninverted and continue.

For step 1a), we propose to use the eigenvalues of the

contraction matrix Π

Π = T− 1

2 ΩT− 1

2 (36)

to estimate the linear structure of the coherences. The line

function is estimated in polar coordinates.

Step 1b) is very important as errors in determining all

ground phases correctly will result in erroneous parameter

retrieval. The used criteria for identifying the ground phase [22]

are the following: 1) polarimetric ordering of coherences and

2) maximal phase distance between the ground and the volume

coherence. Other criteria are possible.

Step 2) has been introduced to make the procedure more

robust. Theoretically, after step 2), the structural parameters

can directly be retrieved from γvi
. However, the full parameter

inversion in step 3) (except τ ) provides the possibility of further

fine adjustment using the information from all baselines.

The Nelder–Mead simplex method [37] is used for the opti-

mization problems in steps 2a) and 3a), which does not guar-

antee the optimal solution but which, even with repeated trials,

is computationally effective. The usage of a more sophisticated

optimization method, like simulated annealing or genetic algo-

rithms, would provide better results, but the computation cost

will be increased in this case.

Fig. 8 visualizes the advantage to combine the common

coherence-based RVoG PolInSAR parameter inversion method

with a polarimetric model. It enables us to estimate the exact
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Fig. 9. Test site Traunstein: L-band SAR image in the Pauli basis.

Fig. 10. Test site Traunstein: Optical image. Source: Google Earth.

value of γv by evaluating the ground-to-volume ratio and

reducing with it the coherence ambiguity space. Using multiple

baselines, the estimation of the temporal decorrelation and the

true volume coherence γz becomes feasible.

IV. EXPERIMENTAL RESULTS

A. Data Presentation

The application of the developed parameter retrieval method

is conducted on real SAR data from a mountainous temperate

forested region in the south of Germany, near the city of

Traunstein. The scene is presented in Figs. 9 and 10, showing

L-band SAR intensity and optical images. The image range–

azimuth extension is 1414 × 2379 pixels, with a resolution

of 1.5 m in range and 0.95 m in azimuth. The topography

of the forest stands is relatively flat with only a few steep

Fig. 11. Forest height estimation. Ground-truth and estimated height images.
(a) Ground-truth forest height. (b) Estimated forest height.

slopes. The ground-truth data are available for 20 validation

stands covering 123 ha, which are delimited in Fig. 9, and their

main characteristics are presented in Table II. These individual

stands were delineated in order to achieve high homogeneity in

terms of tree species, height, biomass, and growth stadium [38].

Quantitative ground-truth information has been generated from

the forest inventory in 1998 based on a 100 × 100 m (1 ha)

grid. It should be noted that the selection of homogeneous

areas is subjective, and the provided quantitative parameters are

naturally subject to variance. The growth stadium of the forest

stands is related to age and current condition of the trees, di-

viding the stands into the classes of growth, mature, and regen-

erating. The forest stands can, in general, be characterized as

mixed forests. Table II presents the dominant tree species on the

order of dominance. The species shortcuts have the following

meanings: Fi = north spruce, Ki = Scots pine, Ta = white fir,
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TABLE II
MAIN GROUND-TRUTH CHARACTERISTICS OF THE 20 FOREST STANDS.

(FROM LEFT TO RIGHT) STAND NUMBER, GROWTH STADIUM

(G = GROWTH, M = MATURE, R = REGENERATING),
DOMINANT TREE SPECIES TYPE (c = CONIFEROUS, d = DECIDUOUS),

DOMINANT SPECIES, AVERAGE HEIGHT, HEIGHT VARIATION,
AND SAR INCIDENCE ANGLE

TABLE III
DATA SET CHARACTERISTICS: ACQUISITION TIME, NOMINAL

BASELINE, AND VERTICAL WAVENUMBER RANGE

TABLE IV
CHARACTERISTICS OF THE SAR IMAGERY

La = Eur. larch, Bu = Eur. beech, Es = ash, Ah = maple,

Ei = oak, and Bi = birch. Of the 20 stands, 17 are dominantly

coniferous, and only three stands are dominated by deciduous

trees, as denoted in the type column. The average tree heights

of the evaluation stands range between 12.46 and 36.10 m

with spatial variations inside the stands of up to 8.6 m. For a

better overview, the rows in the table are colored in dependence

of the tree species type (blue for dominantly deciduous and

green for coniferous species) and the growth stadium (the green

color lightness relates to the growth stadium of the coniferous

forest stands).

The fully polarimetric and interferometric data at L-band

have been acquired by the DLR’s E-SAR sensor in 2003 in a

repeat-pass configuration. The acquisition times and nominal

baselines of the four data sets used in this study are presented

in Table III. Furthermore, the acquisition system characteristics

are shown in Table IV.

TABLE V
A PRIORI AND OPTIMIZATION CONSTRAINTS

B. Inversion Procedure Setup

To guarantee good estimates of the covariance matrices and

the coherences, the first series of tests is conducted using 1800

looks, which, with the given slant range and azimuth resolu-

tions, correspond to an area of 0.25 ha (slant range geometry).

1800 looks can be obtained by a 15 × 15 boxcar averaging of

the data after an 8× multilooking in the azimuth. Later on, the

results will be presented for 450, 900, and 1350 looks (1/16, 1/8,

and 3/16 ha). Three baselines are used: 1–2, 1–3, and 1–4. The

system coherence, which includes thermal, miscoregistration,

miscalibration, and other decorrelation sources, as well as

possible temporal decorrelation of the ground contributions, is

set a priori to 0.96 independently of the polarization.

Furthermore, the constraints, used to regularize the parameter

retrieval method to deliver physically reasonable solutions and

to avoid local minima, are presented in Table V.

C. Results

In this section, we present the first parameter retrieval results

on real SAR data using the developed model which provide an

abundance of new retrievable parameters. From all the retrieved

parameters, only the forest height can be related to the ground-

truth data for evaluation and validation purposes. To evalu-

ate the parameter retrieval performance for other parameters,

two other criteria are considered, namely, the SDEV and the

distinctiveness. The SDEV of the parameter, which should be

small inside a forest stand, can be related to the accuracy of

the parameter estimation. The distinctiveness of the parameters

between different forest stands, which should be high, is a

measure of identification and classification of forest species

types.

1) Vertical Forest Structure Estimation: Fig. 11(a) and (b)

shows the ground-truth forest heights and the estimated heights.

Fig. 12 shows the corresponding scatter plot of the heights.

These images indicate already that the heights are estimated

close to the ground truths. However, in some stands, the forest

heights vary continuously, indicating certain inhomogeneities

inside the stands.

Fig. 13 shows the forest heights and the individual canopy

layer depths for the 20 evaluation stands. The red line in

this plot represents the ground-truth height. The green line

represents the estimated forest heights, whereas the lengths of

the error bars are given by the SDEVs. The brown line delimits

the canopy layer from the noncanopy layer above the ground

and represents the canopy fill factor, normalized to the total veg-

etation height. In average, the forest height is underestimated

by 1.5 m, the average root-mean-square error (rmse) is 4.97 m,

and the average SDEV of the height estimation is 4.33 m.
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Fig. 12. Scatter plot of the estimated forest heights over the ground-truth
forest heights. The error bars denote the estimated forest height SDEV.

Fig. 13. Forest height estimation. Canopy layer and total vegetation
depths. (Red) Ground-truth forest height. (Green) Estimated forest height.
(Brown) Bottom height of the canopy layer. (Error bars) Related SDEV.

It is interesting to see that the lowest height estimation error

corresponds to the only forest stand which is dominated by a

single tree species (forest stand 2: bias −32 cm; rmse 1.5 m).

The highest error corresponds to stand number 20. The forest

heights seem to be underestimated by over 5 m with an rmse

of 7.75 m. After the examination of the characteristics of this

stand, we could identify two possible reasons for the errors.

First, the ellipticity of the coherence sets is very high, and

the coherence sets are often shrunk to small circles, making

it difficult to estimate the linearity of the coherences which

introduces severe errors in the estimation of ground phases.

Second, looking at the optical image (Fig. 10), one can see

that there are several clear-cuts and roads inside the limits

of this forest stand. It is very likely that, between the forest

inventory in 1998, on which base the evaluation stands have

been defined, and the date of radar data acquisition in 2003,

there have been significant changes in the spatial structure of

this stand. Under this evidence, it seems likely that the “ground-

truth” measurements do not correspond to the true forest height

of this stand, which appears to be quite heterogeneous. This

emphasizes again the capability of radar remote sensing for

quantitative vegetation monitoring and parameter retrieval on

spatial and temporal scales not achievable by other means.

TABLE VI
HEIGHT ESTIMATION STATISTICS FOR THE MB AND SB CASES

Fig. 14. Estimated forest height using an SB: 1–2.

2) SB Parameter Estimation: In this section, the forest

height estimation performance using an SB is examined. Re-

ducing the number of baselines and, with it, the kz diversity,

one increases the ambiguity in the estimation of the struc-

tural parameters. In particular, when an SB is used, it is not

possible anymore to estimate σ and rh, next to the residual

decorrelation. However, limiting the range of σ and rh, one

can still obtain reasonable estimates for the total forest height,

given an accurate estimation of the ground-to-volume ratio, as

shown in Table VI and Fig. 14 which present the parameter

estimation results using an SB (1–2, 5-m nominal baseline,

10-min temporal separation).

In comparison of the SB with the three-baseline forest height

estimation results, one can observe that the SB results are more

biased and overestimated. This emphasized the difficulty to

estimate the degree of temporal decorrelation using an SB. The

temporal decorrelation gets underestimated, which results in

apparently lower volume coherence values and higher forest

height estimates. However, we were still able to obtain very

robust and relatively accurate forest height estimates with a

mean SDEV of 4 m.

The same SB data set, using the 5-m baseline 1–2, has

been analyzed for forest height and biomass estimation in [38]

using the pure coherence-based RVoG model and inversion

approach [22], [21]. A comparison of the results is not possible

since the exact processing chain is not known, and a lower

number of looks has been used. The SDEV of the estimated

forest height was reported to be between 5 and 15 m for the

individual forest stands, and the mean SDEV was more than

10 m. In our own implementation of the pure coherence-based

RVoG parameter inversion using the same data set and the data
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Fig. 15. Predicted, observed, and estimated coherence magnitude for all baselines. (a) Baseline 1. (b) Baseline 2. (c) Baseline 3.

Fig. 16. Coherence magnitude images for baseline 1. Predicted |γz | based on the given ground-truth forest heights and assuming a canopy fill factor rh = 0.8
and extinction σ = 0.01 dB/m, observed coherence in the data |γ| (averaged over all the Pauli-basis polarizations), and the estimated residual coherence γres.
(a) Predicted |γz | (rh = 0.8, σ = 0.01 dB/m). (b) Observed |γ|. (c) Estimated residual coherence γres.

processing as presented in this paper, we were able to obtain

an average rmse of 7.2 m. Therefore, using the full polarimetric

and interferometric model and inversion approach increased the

rmse accuracy of forest height estimation for the given data set

by more than 2 m, next to providing additional indicators for

forest structure and further polarimetric characteristics of the

ground and canopy layers.

3) Residual and Temporal Decorrelation Estimation: Prior

to discussing the estimation of temporal decorrelation, it is

worth to examine the expected and the observed coherence

magnitude ranges over the different baselines. In Fig. 15, the

ranges of the observed, predicted, and estimated coherence

magnitudes are plotted over individual forest stands. The range

of the observed coherences after preprocessing is shown in red.

The predicted range of the volume coherence, based on the

ground-truth forest heights from Table II and the acquisition

system geometry, is shown in blue. The bottom thick blue line

represents the maximal possible volumetric decorrelation as-

suming that the homogeneous canopy occupies the whole forest

height range (rh = 1) and neglecting any extinction (σ = 0).
The top thin blue line represents a less decorrelating forest

structure with rh = 0.5 and σ = 0.2 dB/m.

It can be seen that the observed coherence follows the trend

of the predicted coherence range most of the time, except

for the high forest stands in the largest baseline (baseline 2).

However, there is still a big offset between the observed and

the predicted coherences, which is due to various causes. First

of all, the shown observed coherence combines the contri-

butions from the ground and the volume. The evaluation of

the ground-to-volume ratio will provide the estimate of the

volume component coherence |γv| represented by the yellow

line. Next, the remaining offset between |γv| and the estimated

volumetric coherence |γz|, represented by the green line, is due

to residual decorrelation sources. These residual components

are dominated by the temporal and thermal decorrelation, but

they are as well affected by other nonmodeled contributions

due to, for instance, nonhomogeneous vertical structure, the

polarization dependence of the individual coherence terms, the

spatial heterogeneity inside of the forest stands, and residual

errors after spectral range filtering, coregistration, etc.

As an example, the images of the predicted and observed co-

herence magnitudes for the first baseline are shown in Fig. 16(a)

and (b). The estimated residual coherence is presented in

Fig. 16(c). The average estimates of γres for all baselines are

shown in Fig. 17. The three baselines (data sets 1–2, 1–3, and

1–4) have nominal perpendicular baselines of 5, 10, and 0 m

and temporal separations of 10, 20, and 60 min. Over these

short temporal periods, the number of minutes between the

acquisitions is not authoritative. The temporal decorrelation of

the volume at these scales is mostly caused by wind which

is nonstationary, neither temporally nor spatially. Because of

this behavior, our attempts to model the temporal decorrelation,

e.g., by Brownian motion [39], [40], failed. It does not mean

that it is not possible, but, given the few temporal samples
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Fig. 17. Residual decorrelation for all the evaluation stands.

Fig. 18. Image of the degree of orientation randomness τ .

and the high-resolution requirements, the models could not be

applied successfully. These effects have to be studied using a

larger space of spatial and temporal samples [26]. Therefore,

we limited our study to the estimation of the temporal (i.e.,

residual) decorrelation in order to remove it and to estimate

reliably the vegetation parameters.

As it can be seen, in average, the residual decorrelation is be-

tween 0.5 and 0.95. We can observe that the estimated residual

decorrelation is slightly correlated with the forest height and

with the spatial baseline over some individual forest stands.

The reason for this behavior is unknown; it might be related

to contributions from other modeled or nonmodeled coherence

constituents or to strong wind conditions at the time of the

acquisition. In particular, we use a very simple model assuming

a homogeneous layer with a single polarization-independent

extinction value. The temporal behavior of the forest and the

dependence of temporal decorrelation on tree morphology and

branching structure have still to be studied.

4) Orientation Randomness Estimation: Fig. 18 shows the

estimated degree of orientation randomness over the whole

scene. As seen in Fig. 19, the SDEV of this parameter is very

Fig. 19. Estimation of the degree of orientation randomness τ . The error bars
denote the estimated orientation randomness SDEV.

Fig. 20. Estimated degree of orientation randomness as a function of the angle
of incidence (only for coniferous forest stands).

low, and the distinctiveness is high, which permits discriminat-

ing between the different evaluation stands. The background

colors in this graph are related to dominant tree species type

and growth stadium, with reference to Table II.

As discussed in the theoretical part, this parameter depends

mostly on the morphology of the tree structures and the inci-

dence angle. The incidence angle dependence is clearly observ-

able in the scatter plot of τ over the incidence angles in Fig. 20.

5) Effective Particle Scattering Anisotropy Estimation: Sur-

prisingly, the magnitude of the effective particle scattering

anisotropy of the vegetation has been estimated to be larger than

one, as shown in Fig. 21(a). The estimation is robust with very

low variance (average SDEV is 0.035). Furthermore, it seems to

be quite independent of the evaluation stand and the incidence

angle. In contrast, the particle anisotropy phase [see Fig. 21(b)]

has a large dynamic range of about (2/5)π over the different

evaluation stands. These observations need closer investigation.

The similarity of the particle scattering anisotropy magnitude

over the evaluation stands might be explained with the fact

that we observe relatively mixed forests consisting of several

tree species in every evaluation stand. Given the different tree

species in one sample, one has also to account the distribution

of particle shapes, i.e., the range of branches from trunklike

cylinders to medium-thickness branches to thin twigs. The
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Fig. 21. Effective particle scattering anisotropy δ. Magnitude and phase
estimation. (a) Magnitude. (b) Phase.

distribution of the permittivities of the branches will probably

vary slightly between the different tree species but not in a

large extent. It is to expect that the permittivity will be much

more affected by the time of the day/year and meteorological

aspects than by the differences of given tree species mixes in

the evaluation stands which grow under the same conditions.

Therefore, it is to expect that one will obtain higher dynamical

range of particle scattering anisotropy magnitudes for forests

either under different meteorological conditions or at different

times of the day or year; also, distinctively different plant

morphologies (e.g., agricultural vegetation) should result in

distinctive anisotropy magnitudes.

In theory, the particle scattering anisotropy magnitude under

the Born approximation for a cloud of simple spheroidal parti-

cles is assumed to be restricted to the range of [0,1]. Exceeding

of this range might have one of the following causes. First and

most likely, it might be an indication for multiple scattering

effects in the canopy which are neglected by the Born approx-

imation but which could result in |δ| > 1. Second, it might be

due to other unmodeled effects like a particular distribution of

shape and dielectric properties of the scattering particles. Third,

it might be due to the nonperfectly separated contributions from

the ground. Fourth, miscalibration or processing artifacts can

cause this behavior.

The phase of particle scattering anisotropy is more related

to the orientation direction of the particles. The results in

Fig. 22. Estimated mean and SDEV values of (solid blue line) extinction σ
and (dotted red line) canopy fill factor rh.

Fig. 21(b) indicate an opportunity to discriminate forest tree

species: Forest stands dominated by deciduous trees (stands 3,

8, and 9; blue background) have positive (or very close to be

positive in the case of stand 9) phases, whereas the stands dom-

inated by coniferous trees (green background) have negative

phases. Since this parameter is related to orientations, it is also

sensitive to the incidence angle.

6) Extinction and Canopy Fill Factor Estimation: Extinc-

tion σ and the canopy layer height ratio rh provide some

degrees of freedom for the adaptation of the model to the

given forest structure. However, together with the temporal

decorrelation, these parameters are ambiguous to a certain

degree. As can be seen in Fig. 22, the canopy fill factor is partly

(negatively) correlated with the extinction. Both parameters are

quite volatile in their ranges in the supposedly homogeneous

evaluation stands. To validate the estimation of these parame-

ters requires more information about the true structure of the

analyzed forest stands, which is not available at the moment,

thus making binding conclusions unfeasible.

7) Differential Extinction Estimation: Although not imple-

mented in the presented parameter retrieval framework, one

can reason about the value of the differential extinction [19],

[20], [32] along the eigenpolarizations which causes polariza-

tion dependence of the volumetric coherence γz . Under the

assumption that the extinction coefficient is proportional to the

scattered intensity per unit volume, with respect to polarization

change, one obtains the relationship

∆σ

σ
≈

∣∣∣∣∣
E

{
|Saa|2

}
− E

{
|Sbb|2

}

E {|Saa|2} + E {|Sbb|2}

∣∣∣∣∣ . (37)

Using the polarimetric relationship (37), one can obtain the

estimates of the differential extinction ∆σ from the estimated

values of δ, τ , and σ. The results are presented in Fig. 23,

where the values of ∆σ range between 0 and 0.066 dB/m. Note

that ∆σ scales mainly with σ and (1 − τ) and depends on the

estimation accuracy of these values.

Introducing the estimated ∆σ into (25), together with the

other estimated structure parameters, reveals that the varia-

tion in coherence magnitude due to the differential extinc-

tion (|γz(σ)| − |γz(σ±∆σ)|) for the given data set is on the
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Fig. 23. (Solid blue line) Differential extinction ∆σ, estimated from the
(dotted red line) mean extinction σ and the volume coherency matrix Tv .

Fig. 24. Estimated ground-to-volume power ratio.

order of 0.001 [the mean (maximum in parentheses) values

for baselines 1, 2, and 3 are 0.001 (0.005), 0.005 (0.018),

and 0.0007 (0.0019), respectively]. In the coherence phase, the

variation is on the order of 1◦ [mean (maximum) values for all

three baselines: 1.13◦ (1.94◦), 2.12◦ (3.66◦), and 0.79◦ (1.64◦)].

The total difference between the complex coherence values

(|γz(σ) − γz(σ±∆σ)|) is on the order of 0.01 [mean (maximum)

values: 0.018 (0.03), 0.027 (0.045), and 0.013 (0.026)]. These

ranges are presumably below the noise level of the data.

8) Ground-to-Volume Power Ratio Estimation: Fig. 24

presents the estimated ground-to-volume power ratios (Pg/Pv)
for all forest stands, where

Pg = fg trace T g Pv = fv trace T v. (38)

This parameter is relatively volatile and has an SDEV of 0.1.

The maximal power ratio is about three times higher than

the minimal power ratio. No definitive conclusions about the

relationships between this parameter and the tree species or the

growth stadium or the height could be drawn up to now. An

examination of the distinctively different forest types and/or

different meteorological conditions could be advantageous for

further analysis.

9) Ground Scattering Component Estimation: Fig. 25

shows the relative ground scattering components in the Pauli

Fig. 25. Relative ground scattering components in the Pauli basis (from
bottom to top). HH + V V in blue, HH − V V in red, and HV in green.

Fig. 26. (Solid blue line) Normalized residual error and (dotted red line)
relative number of inverted pixels.

basis for all evaluation stands. Blue corresponds to HH + V V ,

red to HH − V V , and green to HV intensities. Although

the surface and double-bounce terms are large, the cross-polar

component is significant, too. This is an additional indication

that the simple first-order small perturbation model and the

first-order double-bounce model are insufficient for modeling

the ground contributions under the forest.

10) Inversion Performance and Residual Errors: Fig. 26

shows the average normalized residual errors and the relative

number of inverted pixels (sample acceptance ratio). The cri-

teria of acceptance were based on the residual error value and

on the success of the inversion procedure to achieve physically

reasonable results. This was not always the case due to several

reasons. For instance, the inversion process was sometimes

trapped in a local optimum or failed to converge, although a

reasonable solution existed. It is also possible that the model

used for inversion in these given pixels was inappropriate due to

significant departure of the medium structure from the modeled

medium.

It is expected that, by modification of the parameter estima-

tion algorithm and by making it more robust, the performance

could be further improved and the number of noninverted pixels

could be further reduced.
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TABLE VII
HEIGHT ESTIMATION STATISTICS FOR

DIFFERENT NUMBERS OF LOOKS

11) Number of Looks: Table VII presents the parameter

estimation performance using different numbers of looks with

respect to the retrieved forest height. These values have been

computed independently for every forest stand, and, in the

given table, the averages of these values over all stands are

presented.

The results are according to the expectations: The forest

height estimation errors, the height SDEV, and the residual

errors are reduced with a higher number of looks. Reducing the

number of looks by a factor of four (from 1800 to 450), the rmse

is worsened by 15%–20%. Over some evaluation stands (for

instance, stands 2, 3, and 4), we always obtained good results,

independent of the number of looks, which is an indication for

the homogeneous structure of these stands. For low number of

looks, we observed a trend for underestimation of high forest

stands.

V. CONCLUSION

This paper has presented a model to characterize polarimetric

interferometric radar response from vegetation. The model

consists of volume and ground contributions for a PolInSAR

repeat-pass configuration. For the volume component, a simple

polarimetric model has been presented. Modeled as a cloud

of discrete particles, it takes into account vegetation morphol-

ogy in the form of effective particle scattering anisotropy and

orientation distribution. The von Mises distribution has been

recognized as the expected orientation angle distribution of

vegetation particles, and a closed-form solution for the volume

coherency matrix has been presented. The inverse problem

of vegetation parameter retrieval from PolInSAR data is dis-

cussed, and a refined multistage procedure is developed to

estimate all modeled parameters.

The limitations for the presented parameter retrieval frame-

work are determined by the model assumptions. At first, the

terrain slope is assumed to be constant over the region of

the averaged samples. Only a simplified vegetation structure

is taken into account, assuming vertically uniform and hor-

izontally homogeneous layers. Next, it is assumed that the

average effective particle shape is representable for all par-

ticles and independent of height and polarization orientation.

The variation of extinction with polarization is assumed to be

insignificant for parameter retrieval. Furthermore, a plane of

reflection symmetry is assumed to exist for the illuminated

vegetation area.

The parameter estimation performance has been evaluated on

real airborne L-band SAR data in both SB and MB configura-

tions. Using three baselines, the forest height has been under-

estimated with an average bias of 1.51 m, an rmse of 4.97 m,

and an SDEV of 4.33 m. In addition, one obtained the relatively

Fig. 27. Spheroidal particle dimensions and orientations in the antenna coor-
dinate system. The azimuth angle ψ (polarization orientation) is defined with

respect to the ĥ-axis and the zenith angle ν (tilt) with respect to the k̂-axis.

reliable estimates of polarimetric indicators and backscattered

powers for both layers, the ground and the canopy. On the

other hand, the estimations of the extinction and the canopy

fill factor were not satisfactory, as there seems to rest a level

of ambiguity and correlation between these two parameters.

This might be due to the strong simplification of the, in gen-

eral quite complex, vertical structure of the forest. Further-

more, the differential extinction and the residual coherence,

representing primarily the temporal decorrelation, have been

estimated.

The presented model is quite flexible, permitting the con-

struction of more complex multilayer models combining

MB multitemporal multifrequency multiangular multialtitude

measurements in a single parameter retrieval framework. The

possibility to estimate the degree of temporal coherence over

vegetation provides new opportunities for PolInSAR time-

series analysis, which might lead to competitive multitemporal

monitoring of ecosystem dynamics. However, further theoret-

ical and experimental investigations need to be conducted to

improve the understanding and to examine the possibilities and

limits of radar remote sensing of the temporal behavior and the

forest structure.

APPENDIX A

RELATION OF δ TO THE SPHEROIDAL PARTICLE MODEL

The particle scattering anisotropy is a measure of the effective

shape of the particle, as observed in the polarization plane.

Using the spheroidal particle model from [2], [29], and [41],

one can relate δ to real physical characteristics, assuming that

the model corresponds to the illuminated particle.

Let the spheroidal particle be characterized by the half-

axes a and b and the polar angles ψ and ν which describe

the orientation and the tilt of the particle with respect to the

LOS (k̂) and the polarization plane (ĥ − v̂), as defined in

Fig. 27. The polarizabilities αa and αb along the main axes are

given by [41]

αa =
V

4π (La + 1/(ǫr − 1))

αb =
V

4π (Lb + 1/(ǫr − 1))
(39)
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where V is the particle volume, ǫr is the permittivity, and La

and Lb are defined as

La =

∞∫

0

ab2

2(s + a2)3/2(s + b2)
ds (40)

Lb =

∞∫

0

ab2

2(s + a2)1/2(s + b2)2
ds. (41)

La and Lb are related to particle dimensions via

La + 2Lb = 1 (42)

and the aspect ratio r

r =
La

Lb
≈ b

a

{ r < 1, prolate particles

r = 1, spherical particles

r > 1, oblate particles.
(43)

The backscattering matrix elements can be given in terms of

particle polarizabilities and orientation angles by

Shh = (αa − αb) sin2 ν cos2 ψ + αb (44)

Svv = (αa − αb) sin2 ν sin2 ψ + αb (45)

Shv = (αa − αb) sin2 ν cos ψ sin ψ. (46)

After the rotation of the polarization basis into the eigenbasis

of the particle by (2), one obtains

Sab =

[
αa sin2 ν + αb cos2 ν 0

0 αb

]
. (47)

Using the polarizability ratio αr, computed from (39)–(43)

[2], [29]

αr =
αa

αb
=

r + ǫr + 1

rǫr + 2
(48)

the particle scattering anisotropy δ for a single spheroid can be

given by

δ∗ =
Saa − Sbb

Saa + Sbb
=

αr − 1

αr + 1 + 2 cot2 ν
. (49)

Equation (49) provides the relationship between the particle

scattering anisotropy and the single-particle characteristics.

For ensemble averages of spheroidal particles, (49) needs to

be integrated over the distribution of the tilt angles pν as it has

been done for the distribution of polarization orientation angles,

assuming the independence of tilt angles from other particle

characteristics. In particular, at an incidence angle of 45◦, most

media exhibit equal distributions for both ψ and ν. Assuming

a circular normal distribution of the tilt angles as well, one can

infer from δ the average polarizability ratio α of the volume

particles for different degrees of orientation randomness τ .

APPENDIX B

INTERFEROMETRIC MULTILAYER COHERENCE MODEL

In this appendix, the basic constituents of the interferometric

coherence are derived based on a simplified model of SAR

signals. The temporal and volume coherence constituents are

further decomposed due to uncorrelated scattering contribu-

tions or multiple layers.

Let the SAR signal model be given under the plane wave

approximation by [12], [13], [15]

si(x,R) = Ae−2ik0Ri0

∫∫∫
p̂T

r F (r′)p̂te
−2ik·(r′−r0)

×h(x − x′, R − R′)dV ′ + n (50)

where (x,R) are the SAR image azimuth and slant range coor-

dinates, k = k0k̂ is the wave propagation vector propagating in

the direction k̂ with the wavenumber k0, Ri0 is the reference

slant range distance, p̂T
r F (r′)p̂t is the scattering amplitude

matrix element projected to the antenna transmit and receive

polarizations due to a scatterer at position r′, h(x − x′, R − R′)
is the SAR impulse response function, n is the additive thermal

noise, and A represents the amplitude loss.

The cross correlation of two interferometric signals s1 and

s2 can be given by

E {s1s
∗
2} = A2

∫∫∫
E {f1(r)f ∗

2(r′)} |h(. . .)|2

×e2ik0(R′

2
−R′

1)dV ′. (51)

Let the scattering amplitudes f(r′) = p̂T
r F (r′)p̂t follow the

circular complex Gaussian distributions, and let the illuminated

medium be horizontally homogeneous with a normalized dis-

tribution in height given by ρ(z) (
∫

ρ(z)dz = 1) so that the

second-order scattering statistics can be described by

E {f1(r)f ∗
1(r′)}= E {f2(r)f ∗

2(r′)}=δ(r−r′)σ0
vρ(z′) (52)

E {f1(r)f ∗
2(r′)}= δ(r−r′)σ0

veρ(z′) (53)

where σ0
v is the total backscattering coefficient and σ0

ve is the

temporally stable backscattering coefficient [12].

The Taylor series expansion of the phase delay difference

provides [12], [13]

2ik0(R2 − R1) ≈ iφ0 + ikr(R − R0) + ikz(z − z0) (54)

where kz is given by (18), kr = 2k0(B⊥/(R0 tan θ0)), and

φ0 = 2k0(R20 − R10).
The auto- and cross correlations can thus be given by

[12]–[15]

E {s1s
∗
2} =A2eiφ0σ0

ve

∫∫
|h(. . .)|2 eikr(R′−R0)dR′dx′

×
∫

ρ(z′)eikz(z′−z0)dz′

=A2eiφ0σ0
veIrxIz (55)

E {s1s
∗
1} = E {s2s

∗
2}

=A2σ0
v

∫∫
|h(. . .)|2 dR′dx′

∫
ρ(z′)dz′ + σn

=A2σ0
vI0

rxI0
z + σn (56)
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where σn = E{|n2|} is the noise variance and Irx, Iz , I0
rx,

and I0
z represent the corresponding integrals over the range and

azimuth and over the height dimensions.

The complex coherence for this layer can thus be given by

γ =
E {s1s

∗
2}√

E {|s1|2}E {|s2|2}

= eiφ0
σ0

ve

σ0
v

Iz

I0
z

Irx

I0
rx

σ0

σ0 + σn

= eiφ0γtempγzγrγtherm (57)

where σ0 = A2σ0
vI0

rxI0
z is the noise-free autocorrelation and

γtemp, γz , γr, and γtherm represent the temporal, volume,

range, and thermal decorrelation sources, respectively.

Having an attenuating medium with extinction coefficient σ
and the normalized scattering height profile distribution

ρ(z) =
e

2σ
cos θ0

z

∫
e

2σ
cos θ0

z′

dz′
(58)

leads to the volume coherence expression in (25). In (23) and

(24), the range decorrelation γr has been compensated by the

wavenumber shift [42], and γsys consists of γtherm, as well as

other possible sources of decorrelation which are not related to

volume and temporal coherences γz and γtemp.

Having two uncorrelated and/or separated layers with the

following scattering properties

E {f1(r)f ∗
1(r′)}= δ(r − r′)

(
σ0

v1ρ1(z
′) + σ0

v2ρ2(z
′)
)

(59)

E {f1(r)f ∗
2(r′)}= δ(r − r′)

(
σ0

v2eρ2(z
′) + σ0

v2eρ2(z
′)
)

(60)

the auto- and cross correlations can be recomputed to provide

the complex coherence expression

γ = eiφ0
Irx

I0
rx

(
σ0

ve1Iz1 + σ0
ve2Iz2

σ0
v1I

0
z1 + σ0

v2I
0
z2

)
σ0

σ0 + σn
(61)

where σ0 = A2I0
rx(σ0

v1I
0
z1 + σ0

v2I
0
z2).

Using the intensity ratio [20]

∆ =
σ0

v1I
0
z1

σ0
v2I

0
z2

(62)

or the normalized intensity weights

c1 =
σ0

v1I
0
z1

σ0
v1I

0
z1 + σ0

v2I
0
z2

=
∆

∆ + 1
(63)

c2 =
σ0

v2I
0
z2

σ0
v1I

0
z1 + σ0

v2I
0
z2

=
1

∆ + 1
(64)

the coherence for two uncorrelated layers can be expressed by

γ = eiφ0γr

(
∆γtemp1γz1 + γtemp2γz2

∆ + 1

)
γtherm (65)

= eiφ0γr(c1γtemp1γz1 + c2γtemp2γz2)γtherm. (66)

This two-layer structure can readily be generalized to multi-

ple layers

γ = eiφ0γr

(∑N
i=1 ∆1

i γtemp,iγz,i∑N
i=1 ∆1

i

)
γtherm (67)

= eiφ0γr

(
N∑

i=1

ciγtemp,iγz,i

)
γtherm (68)

where ∆1
i is the intensity ratio of layer 1 to layer i and ci is the

normalized intensity weight of layer i (
∑

ci = 1).
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