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Abstract
Capacity utilization rate is one of the most important indicators of the efficiency of the manufacturing industry, and therefore
of the return of the investments made. Estimation of these rates accurately renders it possible to make important economic
decisions such as taking sectorial investment decisions, defining the optimal distribution of sectorial credits, determining non-
competitive sectors, making development plans and developing unemployment policies. In this study, we estimated the capacity
utilization rates of 21 sub-sectors of the Turkish manufacturing industry using support vector machines and compared the results
with the results obtained from the methods of artificial neural networks and vector auto-regression. This study is the first in the
literature in that it was carried out using this method.
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1 Introduction and literature review
With the rise of international trade and financial transac-
tions, the competition in today’s markets has become global
and this situation has had a massive influence on decision
making units. In order to be successful in the global com-
mercial environment, decision making units have begun to
search for optimal selection and analysis methods, whereas
the issue of estimating financial indicators has gained im-
portance.

To be able to measure potential future risks and benefits,
the accurate estimation of economic and financial indicators
is of great importance for governments that execute mone-
tary and financial policies, banks, intermediary institutions,
firms, investors and savers. For a decision made on the ba-
sis of a wrong estimation might not only drive the finan-
cial system and the national economy into ruination starting
from small savers, but also cause decision units to lose their

competitive advantages.
The disciplines of statistics and econometrics have assumed
a pioneering role in not only testing economic theories em-
pirically but also estimating economic and financial indi-
cators. Numerous methods have been developed in order
to estimate economic and financial indicators such as re-
gression, auto-regression and vector auto-regression along
with quantitative methods like artificial neural networks and
fuzzy logic. All these methods are used to solve the problem
of estimating the future.
Vapnik[1] offered a new and powerful approach to the prob-
lem of estimation with his support vector machines (SVM).
The basis of SVM dates back to the studies carried out by
Vapnik from the late 1960s to the early 1990s,[1–6] however,
it was first used in 1995[7] with the aim of solving a classifi-
cation problem. SVMs are used in the analysis of classifica-
tion and regression problems and the range of application is
rapidly widening in parallel with the advancements in com-
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puter technologies.

The literature contains numerous studies on the estima-
tion of manufacturing industries’ capacity utilization rates
(CUR). While classical econometric methods are used in
most of them, a very little number of them include artificial
intelligence techniques. Berndt and Morrison[8] estimated
CUR using an econometric model based on the relationship
of long-run average cost curve and capacity curve.

Corrado and Mattey[9] projected an econometric model be-
tween CUR values and consumer price index, and reported a
positive correlation between them. Kim[10] suggested an in-
ternal model that estimates capacity utilization rates and the
indicators of them. Kim, in this study, determined the neg-
ative influence of high raw material and investment costs
on CURs and the positive influence of high energy prices.
Burnside et al.[11] used an econometric model based on
electricity consumption and outstanding capital in order to
make CUR estimation through a time series analysis. Horn-
stein,[12] on the other hand, estimated CUR using econo-
metric models based on capital and labour values. Azeez[13]

investigated the CUR trend of the Indian industrial manu-
facturing and the factors influencing CUR, using translog
variable cost function. In this study, Azeez suggested that
CUR demonstrates scarce resources as well as the level of
demand, and that it is a criterion of industrial performance.
Shapiro[14] and Koening[15] examined the relationship be-
tween CUR and industrial manufacturing in the USA, and
reported a strong correlation between them.

Bansak et al.[16] formed an econometric model in order
to estimate CUR for 111 sectors in the USA for the pe-
riod of 1974–2000. In their model, they employed the data
of the change in industrial production, the ratio of invest-
ments to capital and machine park average age. Similarly,
Corrado et al.[17] evaluated the CUR and industrial pro-
duction data of the USA for the period of 1977-1992 and
discussed the methods used in the estimation of these data.
Beaumont,[18] on the other hand, developed an econometric
model based on labor statistics for the estimation of CUR,
and tested this model on the US industry CUR values. In
addition, whereas Lee[19] compared primary and secondary
parametric CUR estimations in the literature, Ragan,[20] De
Leeuw,[21] Shapiro,[22] Lalonde[23] and Morin & Stevens[24]

compared the estimation models of different US public insti-
tutions. Ray et al.[25] formed an econometric model between
labour and CUR. Using the US Bureau of Labour Statistics
data for 1970–2001; they made an industrial CUR estima-
tion through data envelopment analysis. Färe et al.[26] and
Sahoo and Tone[27] similarly employed data envelopment
analysis in CUR estimation. Lieberman[28] estimated the
capacity increases and CURs of 40 chemical-production in-
dustries through Manne, Newsboy and Whitt-Luss models;
and compared the results through multiple regression anal-
ysis. Kalyuzhnova and Vagliasindi[29] estimated the CURs
of Kazakhstan firms for a 7-year period including the Rus-
sian financial crisis using the panel data analysis method.

Sun[30] employed input-output model analysis for the esti-
mation of services sector CUR. Shaikh and Moudud[31] set
up an econometric model for CUR estimation and tested this
model through IMF data for 9 OECD countries.
Dergiades and Tsoulfidis[32] estimated the CURs of 14 Eu-
ropean countries through vector auto-regression method.
Tsoulfidis and Dergiades[33] also estimated the US indus-
trial CUR values through the same method for the period
between 1948:1 and 2004:2. Dergiades and Tsoulfidis,[34] in
their study, selected capital and production values as inde-
pendent variables, and estimated the US and Canadian CUR
values obtained through questionnaire using vector auto-
regression. Morrison[35] employed dynamic optimization
method in estimating CUR. Al-Ghandoor and Samhouri[36]

estimated the relationship between CUR and electricity con-
sumption in Jordan using the methods of linear regression
and fuzzy artificial neural networks. While Gökçekuş[37]

estimated the Turkish plastic industry CUR using the gen-
eralized Leontief cost function, Gajanan and Malhotra[38]

employed the same method in order to estimate Indian in-
dustrial CUR values for the period of 1976–1996.

2 Methods
2.1 Artificial Neural Networks
Artificial neural networks (ANN) have been developed
through inspiration from the data processing function of the
biological neural system of human brain. Doctor Warren
McCulloch and mathematician Walter Pitts developed the
first ANN model in 1943. McCulloch and Pitts,[39] being
inspired by the human brain’s calculation skill, modeled a
simple neural network using electric circuits. After Frank
Rosenblatt[40] developed Perceptron, studies on ANN gath-
ered speed. “Perceptron”, which is a single-layered train-
able network model that contains a single output, was cre-
ated as a result of studies aimed at modeling brain’s func-
tions. There are numerous sources that provide detailed the-
oretical information regarding ANN, which are used widely
today in economics and finance.

2.2 Vector Auto-regression
Vector auto-regression (VAR) method was developed by
Sims in 1980. Each variable in the VAR model is a dynamic
model of the equations that contain values dependent on the
past movements of that variable and all other variables in
the model.[41] Relations between variables can be explained
using single- or multi-variable models. In single-equation
models, the relationship between the dependent and inde-
pendent variables is explained as a one-way cause and effect
relationship. It is not always easy to decide which variable
is the cause and which variable is the effect. Therefore, the
problem is solved using multi-equation models that explain
the cause and effect relationship between the variables re-
ciprocally.[42]
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While regression analysis is performed for relations that can
be explained with a single equation, models with multiple
equations require the solution of simultaneous equation sys-
tems. In simultaneous models, all equations are analyzed
at the same time and thus the system’s coefficients are es-
timated. Since the variables in these models are separated
into two as internal and external variables, researchers may
encounter problems in defining which one is the internal and
which one is the external variable, and also in meeting the
definition requirement that is necessary for the solution of
the system.[43]

2.3 Support Vector Machines
SVM are used widely in financial applications. Time series
analysis is among the areas in which SVM are employed
widely in practice. In classification, SVM use structural risk
minimization (SRM) that is based on Vapnik-Chervonenkis
(VC) dimension, which addresses learning from a statistical
perspective and ensures the minimization of the upper limit
error rate. In short, VC dimension defines the capacity of
the functions cluster; if VC dimension is low, it is inferred
that the expected probability of error is also low.[44]

SRM is an induction method used in machine learning. The
generalized model is chosen from a finite data set in ma-
chine learning; however, this most of the time creates the
overfitting problem. SRM method overcomes this problem
by balancing the complexity of the model but it sacrifices
from training success while doing this. Despite this, SRM
indirectly brings about a better generalization.
In addition, SVM also use empirical risk minimization that
is aimed at reducing the error rate among the examples.
SVM try to divide two classes through a hyperplane in a
way to maximize the distance between two examples that
are closest to threshold while minimizing the empirical clas-
sification error. What should not be overlooked here is that
empirical risk minimization (ERM) is necessary for a good
solution even though it does not guarantee a single solution.
Since SVM use ERM and SRM together, it can escape from
the risk of falling into the local minimum, unlike learning
machines such as artificial neural networks.
SVM uses hyperplane to be able to make binary classifica-
tion. SVM divides two training class’ with a hyperplane,
and while defining this hyperplane, it solves an optimiza-
tion problem in order to maximize the hyperplane margin.
The example vectors, which are the closest to the margins
of the hyperplane that maximizes the distance between the
two closest vectors to the borders of training clusters, are
called support vectors. They can be linearly separated if the
inequalities in the equation(1) are satisfied for the weight
vector (W ) and the threshold value ( b) suitable for the train-
ing cluster in the equation.

(x1, y1), ....(xn, yn), xi ∈ Rd, yi ∈ {−1,+1} (1)

w.xi +b ≥ 1 yi = 1; w.xi +b ≤ −1 yi = −1; (2)

The inequality in the equation(2) is generalized and the
equation(3) is obtained; from which then the hyperplane
equation(4) is derived.

yi(w.xi + b) ≥ 1, i = 1, ...., l (3)

w.x+ b = 0 (4)

In order to maximize the hyperplane margin (d); ‖w‖ in
equation (5), which is the norm of w is minimized.

d = 2
‖w‖

(5)

Equation(5) is converted to equation(7) Lagrangian function
under the equation(2) constraints.

L(w, b, α) = 1
2‖w‖

2 −
l∑

i=1
αi[yi(w.x+ b)− 1] (6)

While Lagrangian multipliers are applied to equation-
constrained non-linear models, Kuhn-Tucker Conditions
are applied to inequation-constrained problems, and equa-
tion(6) is converted to equation(7).

L(α) =
l∑

i=1
αi −

1
2

l∑
i=1

l∑
j=1

αiαjyiyj(xixj) (7)

In cases the problem cannot be solved linearly, ξi slack vari-
ables are added to the equation(3) to get equation(8).

yi(w.xi + b) ≥ 1− ξi, i = 1, ...., l
ξi ≥ 0 i = 1, ...., l (8)

If the value ξi is lower than 1, it means that it is within the
example hyperplane margins, and this condition is not re-
garded as an error operationally. However, if the value ξi

is higher than 1, the upper limit of the number of training
errors is calculated with

∑
i

ξi . In this case, the quadratic

equation in the equation(9) under the constraints in the equa-
tion(10) is obtained.[45]

P = 1
2‖w‖

2 + C

l∑
i=1

ξi (9)

l∑
i=1

αiyi ve 0 ≤ αi ≤ C i = 1, ...., l (10)
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In non-linear cases, on the other hand, the training cluster is
mapped to a feature space that is higher dimensioned than
an input space like in equation (11).

φ : Rd → RN

φ(xi) = φ1(xi), φ1(xi), ...., φN (xi), i = 1, ...., l (11)

After mapping, equation(7) gets the form in equation(12).
To make it easier for the operation weight, the kernel func-
tion of the inner product of φ(x).φ(xi) is expressed as (K),
as in equation(13).

L(α) =
l∑

i=1
αi−

1
2

l∑
i=1

l∑
j=1

yiyjαiαjφ(xi)φ(xj) (12)

K(x, xi) = φ(x).φ(xi) (13)

Following this, equation(12) is converted to equation(14).

L(α) =
l∑

i=1
αi −

1
2

l∑
i=1

l∑
j=1

yiyjαiαjK(xi, xj) (14)

3 Applicatıon and EMPIRICAL results
3.1 Application and data
We obtained the data regarding the variables used in this
study from the official websites of the Central Bank of the
Republic of Turkey (CBRT) and Turkish Statistical Insti-
tute (TSI). As dependent variables; under the scope of Inter-
national Standard Industrial Classification of All Economic
Activities (Rev.3), CURs of 21 sub-sectors were used (ISIC
15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29,
31, 32, 33, 34, 35, 36). On the other hand, the independent
variables used in CUR estimation are the exchange rate of
dollar, interest rate on deposits, import and export values,
industrial production index and consumer price index. The
data are monthly and composed of 210 observations cover-
ing the period between March 1991 and August 2008.
In the study, firstly, we examined the data set composed of
210 months (1993M03-2008M08), then performed station-
arity tests for economic series. Among the variables used in
the study, the manufacturing industry CUR and sub-sector
CUR were found stationary at their levels; however, since
they were not stationary at the levels of other series, we
took their natural logarithms and removed seasonality. After
this operation, since these variables were still not stationary,
their first differences were taken and the growth rates of in-
terest, export, import and price index were obtained, and
thus the variables became stationary.
The manufacturing industry CUR and sub-sector CUR were
found stationary at their levels. We took natural logarithms

of all other variables of the study and removed seasonality.
These variables were not stationary at their levels; therefore,
by taking their first differences, the growth rates of interest,
export, import and price index were obtained. The station-
arity analysis was tested through Augmented Dickey Fuller
(ADF) test for the stationary or trend-stationary model. Ac-
cording to the Schwartz information criterion, ADF test was
performed when the maximum delay was 12. Time series
are either stationary or non-stationary. Before statistically
analyzing a time series, it is firstly necessary to investigate
whether the process that created that series is constant over
time or not. Stationarity of the time series analyzed is of im-
portance, since the “t” and “F” tests and the “R” value might
lead to fallacious results in the analysis. There are numerous
studies that demonstrate that regression analyses conducted
using non-stationary time series produce problematic results
in terms of the statistical features. If the mean and variance
of a stochastic process do not exhibit a systematic change
over time, the series is called stationary. Time series are not
generally stationary.
After making the variables stationary, we made CUR es-
timation through SVM, ANN and VAR. In the estimation,
firstly, we trained using the CUR data set of 186 months
(1991M03-2006M07) and then the data set of 24 months
(2006M07-2008M08) was tested. Then, after explaining
the technical details of the methods used in the study, we
refined the estimation results and compared adjusted corre-
lation of determination, mean absolute error and root mean
square error within the framework of the evaluation criteria.
In measuring the general success of the application, we used
one-way variance analysis (ANOVA).
In this study, we used Weka 3.5.7 in SVM and ANN appli-
cations. We made many tests to select the parameters that
would yield the best result. After these tests, the SVM pa-
rameters that give the best estimation are the following: The
complexity parameter was selected as “C=10”. We normal-
ized the data. As the kernel function, we selected the poly-
nomial kernel and the exponent value as “e=10”.
Similarly, many tests were performed in the selection of the
parameters that would give the best result. The ANN param-
eters that gave the best estimation are the following: number
of hidden layers “h=5”, momentum “m= 0.3” and learning
rate “l=0.3”. In the applications where the data were nor-
malized, we set the number of iterations to 5000 and the
error limit to 1/10000. We used Eviews 5.0 in VAR ap-
plication. In the VAR algorithm, which was used in CUR
estimation, we used the series as two lag according to the
Akaike information criterion.

3.2 Performance measures and variance analysis
In this study, we used the criteria of adjusted correlation
of determination (R2adj), mean absolute error (MAE) and
root mean square error (RMSE) in measuring the success of
the estimations conducted through SVM by comparing them
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with ANN and VAR. R2adj takes a value between 0 and
1. The value 1 represents the perfect correlation. RMSE is
used to determine the rate of error between calculation val-
ues and model forecasts. MAE questions the absolute error
between calculation values and model forecasts. As RMSE
and MAE values approach zero, the forecasting capacity of
the model increases.
In measuring the general success of the application, on the
other hand, we used non-iterative single factor variance
analysis (ANOVA). ANOVA is a statistical method that is
used to define the differences between the means of various
populations. It was designed to define the differences be-
tween populations that represent different behaviors. It is a
combined test; the equality of the means of varying num-
bers of populations is tested simultaneously and together.
ANOVA tests whether the means of a certain number of pop-
ulations are equal or not by looking at the two estimators of

the population variance. We conducted ANOVA application
using Microsoft Excel and took the “p” value as 0.05.

3.3 Empirical results
In the manufacturing industry CUR estimation, in all 21
sub-sectors, SVM yielded the best result for the training
stage R2adj values. In the test stage, on the other hand, we
obtained two of the best results forR2adj values from ANN,
two of them from VAR and the remaining 17 of them from
SVM. We used ANOVA test to measure the general success
of the results. As required by the method, null hypothesis
results were tested for all sectors’ training stage R2adj val-
ues.
Null Hypothesis: There is no difference between the
columns (analysis methods; SVM, ANN, VAR), see Table
1 and Table 2.   

 

Table 1. Table for all sectors training and test stages R2adj values  

R2
adj TRAINING TEST 

CUR SVM ANN VAR DVM YSA VAR 

CUR 15 0.8390 0.6162 0.5684 0.7530 0.5413 0.4831 

CUR 16 0.7929 0.6854 0.6058 0.4820 0.4385 0.4173 

CUR 17 0.8673 0.8181 0.7889 0.5974 0.4371 0.2791 

CUR 18 0.7571 0.5629 0.5367 0.7485 0.1324 0.4734 

CUR 19 0.7834 0.5591 0.4594 0.1600 0.2475 0.3718 

CUR 20 0.8362 0.6760 0.6551 0.6536 0.4032 0.4615 

CUR 21 0.8143 0.6416 0.5556 0.3919 0.0520 0.0637 

CUR 22 0.8143 0.4782 0.4252 0.3919 0.0817 0.0669 

CUR 23 0.8431 0.6086 0.5877 0.7597 0.4762 0.3167 

CUR 24 0.7825 0.6126 0.6304 0.2010 0.0533 0.1805 

CUR 25 0.8743 0.7396 0.7155 0.4938 0.2285 0.3549 

CUR 26 0.8366 0.7633 0.7115 0.7714 0.6478 0.7113 

CUR 27 0.7391 0.5454 0.5065 0.5625 0.0400 0.4019 

CUR 28 0.8560 0.7429 0.7356 0.1533 0.2268 0.0580 

CUR 29 0.8428 0.7993 0.7407 0.6799 0.5278 0.3722 

CUR 31 0.8326 0.7038 0.6946 0.5102 0.2378 0.2076 

CUR 32 0.8682 0.7920 0.7873 0.6482 0.5714 0.3846 

CUR 33 0.8187 0.5653 0.5843 0.5819 0.4171 0.4797 

CUR 34 0.8835 0.7969 0.7665 0.3461 0.3120 0.2186 

CUR 35 0.7964 0.7356 0.7519 0.4455 0.5604 0.5492 

CUR 36 0.8335 0.7498 0.7454 0.5498 0.4155 0.6100 
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Table 2. Table for the results of all sectors training stage R2adj values variance analysis  

SUMMARY Number Total Mean Variance   

Column 1 21 17.31172 0.824368 0.001467   

Column 2 21 14.1923 0.675824 0.009885   

Column 3 21 13.55274 0.645369 0.01214   

ANOVA       

Source of Variance SS df MS F P-value F criterion 

Columns 0.385234 2 0.192617 76.63774 2.08E–14 3.231733 

Error 0.100534 40 0.002513    

Total 0.855092 62         

 

   

 

Table 3. Table for test results of the Variance analysis for all sectors test stage R2adj values 

SUMMARY Number Total Mean Variance   

Column 1 21 10.88152 0.518167 0.036803   

Column 2 21 7.048035 0.335621 0.036777   

Column 3 21 7.461843 0.355326 0.031433   

ANOVA       

Source of Variance SS df MS F P-value F criterion 

Columns 0.421603 2 0.210802 14.92777 1.44E-05 3.231733 

Error 0.564857 40 0.014121    

Total 2.521838 62         

 

Since the P value for all sectors training stage R2adj val-
ues is 2.08E–14<0.05, the null hypothesis is rejected. Col-
umn1 (SVM) total: 17.31172, mean: 0.824368 > column 2
(ANN) total: 14.1923, mean: 0.675824 > column 3 (VAR)
total: 13.55274 mean: 0.645369. We stated earlier that the
bigger the R2adj values, the better the results. Therefore,
for the R2adj criterion, in the training stage of estimating
all sectors’ CUR values, the best method was found to be
SVM, the second is ANN and the third is VAR. We per-
formed ANOVA test for all sectors test stage R2adj values.
Null hypothesis was tested(see Table 3).

Since the P value for all sectors test stage R2adj values is
1.44E–05<0.05, the null hypothesis is rejected, which sug-
gests that there exists difference between the analysis meth-
ods. Column1 (SVM) total: 10.88152, mean: 0.518167>
column 3 (VAR) total: 7.461843, mean: 0.355326> column
2 (ANN) total: 7.048035 mean: 0.335621. For the R2adj
criterion, in the test stage of estimating all sectors’ CUR
values, the best method was found to be SVM, the second is
VAR and the third is ANN(see Table 4).

In the CUR estimation, we obtained the best results from
SVM for the training stage mean absolute error values in all
21 sub-sectors. In the test stage, on the other hand, ANN
gave one of the best results while SVM gave the remaining
20. We used ANOVA test to measure the general success of
the results. For the training stage MAE values in all sectors,
the results of the null hypothesis were tested.

Null Hypothesis: There is no difference between the
columns (analysis methods; SVM, ANN, VAR).

Since the P value for all sectors training stage MAE val-
ues is 5.11E–12<0.05, the null hypothesis is rejected, which
means that there is difference between the analysis meth-
ods. Column1 (SVM) total: 53.35828, mean: 2.540871 <
column 3 (VAR) total: 100.0679, mean: 4.76514 < column
2 (ANN) total: 103.021 mean: 4.905761. We stated ear-
lier that the closer the MAE values to zero, the better the
results. Therefore, for the MAE criterion, in the training
stage of estimating all sectors’ CUR values, the best method
was found to be SVM, the second is VAR and the third is
ANN(see Table 5).

Since the P value for all sectors test stage MAE values
is 9.32E–06<0.05, the null hypothesis is rejected, which
means that there is difference between the analysis methods.
Column1 (SVM) total: 36.3637, mean: 1.731605< column
2 (ANN) total: 54.56104, mean2.598145 < column 3 (VAR)
total: 62.59379, mean: 2.980657. For the MAE criterion, in
the test stage of estimating all sectors’ CUR values, the best
method was found to be SVM, the second is ANN and the
third is VAR(see Table 6 and Table 7).

In the manufacturing industry CUR estimation, SVM gave
the best results for the training stage root mean square error
values in 20 of the sub-sectors while VAR game the best re-
sult in one of them. In the test stage, ANN gave two of the
best results, VAR gave four and SVM gave fifteen of them.
We used ANOVA test in measuring the general success of
the results. For all sectors training stage MAE values, we
tested the results for the null hypothesis.

Null Hypothesis: There is no difference between the
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columns (analysis methods; SVM, ANN, VAR).
Since the P value for all sectors training stage RMSE val-
ues is 6.54E–07<0.05, the null hypothesis is rejected, which
means that there is difference between the analysis meth-
ods. Column1 (SVM) total: 99.10506, mean: 4.719289<
column 3 (VAR) total: 131.2963, mean: 6.252205< column

2 (ANN) total: 136.4984 mean: 6.499924. We stated ear-
lier that the closer the RMSE values to zero, the better the
results. Therefore, for the RMSE criterion, in the training
stage of estimating all sectors’ CUR values, the best method
was found to be SVM, the second is VAR and the third is
ANN(see Table 8). 

 

Table 4. Table for all sectors test stage mean absolute error values 

MAE TRAINING TEST 

CUR SVM ANN VAR SVM ANN VAR 

CUR 15 1.24 2.62 2.70 0.90 1.47 1.40 

CUR 16 2.30 3.85 4.05 2.37 3.18 3.25 

CUR 17 1.13 2.19 1.93 1.19 1.35 1.47 

CUR 18 1.86 3.58 3.56 0.63 1.26 1.14 

CUR 19 2.96 5.35 5.31 1.44 2.15 1.53 

CUR 20 2.61 4.95 5.06 1.27 1.94 2.06 

CUR 21 2.22 4.15 4.29 1.24 1.80 2.66 

CUR 22 2.97 7.09 6.73 1.99 2.88 2.39 

CUR 23 2.34 5.83 5.11 2.14 4.92 4.55 

CUR 24 1.86 3.41 3.20 1.22 2.11 2.30 

CUR 25 0.63 1.71 3.49 1.00 1.99 3.77 

CUR 26 1.65 3.19 3.34 1.55 2.43 2.29 

CUR 27 1.93 3.48 3.45 1.01 1.84 1.66 

CUR 28 1.99 4.00 3.59 1.30 1.51 2.23 

CUR 29 2.53 4.21 4.63 1.54 2.36 2.45 

CUR 31 2.02 4.21 3.64 1.03 1.42 1.69 

CUR 32 3.52 6.83 6.84 1.65 2.28 3.09 

CUR 33 5.06 10.71 11.25 2.76 2.20 5.92 

CUR 34 4.17 7.54 8.24 5.86 7.22 7.00 

CUR 35 4.91 7.65 7.34 2.95 6.37 4.17 

CUR 36 3.11 5.67 2.05 1.58 2.78 5.64 

 

 

 

Table 5. Table for the results of the variance analysis on all sectors training stage mean absolute error values 

SUMMARY Number Total Mean Variance   

Column 1 21 53.35828 2.540871 1.300459   

Column 2 21 103.021 4.905761 4.5694   

Column 3 21 100.0679 4.76514 5.055289   

ANOVA       

Source of Variance SS df MS F P-value F criterion 

Columns 73.91899 2 36.9595 53.38501 5.11E-12 3.231727 

Error 27.69279 40 0.69232    

Total 292.422 62         
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Since the P value for all sectors test stage RMSE values is
0.016084<0.05, the null hypothesis is rejected, which means
that there is difference between the analysis methods. Col-
umn1 (SVM) total: 60.5832, mean: 2.884914< column 2
(ANN) total: 69.6986, mean: 3.318981< column 3 (VAR)

total: 77.48362 mean: 3.689696. Therefore, for the RMSE
criterion, in the test stage of estimating all sectors’ CUR
values, the best method was found to be SVM, the second is
ANN and the third is VAR(see Table 9). 

 

Table 6. Table for the results of the variance analysis on all sectors test stage mean absolute error values  

SUMMARY Number Total Mean Variance   

Column 1 21 36.3637 1.731605 1.260758   

Column 2 21 54.56104 2.598145 2.629634   

Column 3 21 62.59379 2.980657 2.669133   

ANOVA       

Source of Variance SS df MS F P-value F criterion 

Columns 17.20136 2 8.600681 15.69062 9.32E-06 3.231727 

Error 21.92567 40 0.548142    

Total 148.3919 62         

 

 

 

 

Table 7. Table for all sectors training stage “root mean square error” values 

RMSE TRAINING TEST 

CUR SVM ANN VAR SVM ANN VAR 

CUR 15 2.26 3.36 3.38 1.49 1.76 1.87 

CUR 16 4.29 5.32 5.45 3.91 4.12 4.10 

CUR 17 1.98 2.67 2.43 1.79 1.79 1.76 

CUR 18 3.67 4.71 4.71 1.00 1.51 1.33 

CUR 19 4.96 7.20 6.86 2.09 2.66 1.90 

CUR 20 4.86 6.53 6.68 2.04 2.45 2.42 

CUR 21 4.00 5.53 5.67 1.88 2.36 3.03 

CUR 22 5.87 9.57 8.97 2.52 3.40 2.95 

CUR 23 4.43 7.62 6.64 3.37 5.91 5.45 

CUR 24 3.38 4.49 4.16 1.88 2.63 2.87 

CUR 25 1.15 3.43 4.83 1.23 1.99 4.96 

CUR 26 3.49 4.08 4.43 2.54 2.98 2.76 

CUR 27 3.75 4.71 4.76 1.73 2.32 2.06 

CUR 28 3.66 4.94 4.56 2.64 1.99 2.49 

CUR 29 4.87 5.55 6.07 2.40 3.06 3.44 

CUR 31 3.71 5.33 4.74 1.90 1.95 2.02 

CUR 32 7.00 9.01 9.07 3.61 3.55 4.33 

CUR 33 9.33 14.00 15.25 4.68 3.29 6.27 

CUR 34 7.60 10.16 10.64 9.64 10.44 9.16 

CUR 35 8.56 9.97 9.48 5.68 7.00 5.10 

CUR 36 6.10 7.44 2.39 2.44 3.54 7.48 
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Table 8. Table for the results of the variance analysis on all sectors training stage root mean square error values 

SUMMARY Number Total Mean Variance   

Column 1 21 99.10506 4.719289 4.352932   

Column 2 21 136.4984 6.499924 7.696452   

Column 3 21 131.2963 6.252205 9.216705   

ANOVA       

Source of Variance SS df MS F P-value F criterion 

Columns 39.073 2 19.5365 20.76145 6.54E-07 3.231727 

Error 37.63995 40 0.940999    

Total 464.3948 62         

 
 

 

Table 9. Table for the results of the variance analysis on all sectors test stage root mean square error values 

SUMMARY Number Total Mean Variance   

Column 1 21 60.5832 2.884914 3.717488   

Column 2 21 69.6986 3.318981 4.531744   

Column 3 21 77.48362 3.689696 4.290825   

ANOVA       

Source of Variance SS df MS F P-value F criterion 

Columns 6.814623 2 3.407312 4.587281 0.016084 3.231727 

Error 29.71095 40 0.742774    

Total 257.6158 62         

 

4 Conclusions
Researchers have been putting intensive emphasis on esti-
mating the future, and in this framework, estimating man-
ufacturing industry capacity utilization rates. In this study,
we addressed the subject of modeling based on estimation
through support vector machines, and as the application, we
estimated the monthly sectorial CUR of 21 main manufac-
turing industries in Turkey for the period between March
1991 and August 2008 (210 months). We then compared
the results with those of the methods of artificial neural net-
works and vector auto-regression.
Firstly in the study, we examined the data set consisting of
210 months (1993M03-2008M08), and then we tested the
economic series for stationarity in order to eliminate the risk
of spurious regression. In order to remove stationarity in the
data set; we firstly cleared trend and seasonal, effects from
the data and then took the logarithm and first difference of
the data. To increase reliability, we used R2adj criterion in-
stead of R2 criterion. The variables used in the study were
found stationary at the manufacturing industry sub-sector
CUR level. Since the other economic series were not sta-
tionary, we took their natural logarithms and removed sea-
sonality. However, after this operation, these variables were
still not stationary at their levels. For this reason, we took
their first differences and obtained the growth rates of in-
terest, export, import and price index; and thus ensured sta-

tionarity for all variables.

After rendering the variables stationary, we estimated CUR
through SVM, ANN and VAR. In the estimation, we
firstly trained with the data set consisting of 186 months
(1991M03-2006M07) and then tested with the data set con-
sisting of 24 months (2006M07-2008M08).

Briefly, in the study, we estimated 21 sectorial CUR using
SVM, ANN and VAR methods and evaluated the results for
each sector separately with respect to the evaluation cri-
teria of adjusted correlation of determination, mean abso-
lute error and root mean square error under the headings of
training and test stages. In the literature review on estima-
tion through SVM, we observed that authors discuss which
method is better by demonstrating which method has be-
come successful in how many examples. In this study, along
with comparing the successes of the methods in this way,
we assessed the general success of the methods through
ANOVA for the first time.

In conclusion, in the estimation of CUR values of 21 sub-
sectors, we found that SVM yield better results than ANN
and VAR in all sectorial and overall evaluations at training
and test stages with respect to three different evaluation cri-
teria. Therefore, we conclude that support vector machines
can be used successfully in estimation-oriented modeling in
general, and in estimating sectorial CUR in particular.
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