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Reactive flow simulations using large-eddy simulations (LES) require modelling of sub-filter fluctua-
tions. Although conserved scalars like mixture fraction can be represented using a beta-function, the
reactive scalar probability density function (PDF) does not follow an universal shape. A one-point
one-time joint composition PDF transport equation can be used to describe the evolution of the scalar
PDF. The high-dimensional nature of this PDF transport equation requires the use of a statistical
ensemble of notional particles and is directly coupled to the LES flow solver. However, the large grid
sizes used in LES simulations will make such Lagrangian simulations computationally intractable.
Here we propose the use of a Eulerian version of the transported-PDF scheme for simulating turbulent
reactive flows. The direct quadrature method of moments (DQMOM) uses scalar-type equations with
appropriate source terms to evolve the sub-filter PDF in terms of a finite number of delta-functions.
Each delta-peak is characterized by a location and weight that are obtained from individual transport
equations. To illustrate the feasibility of the scheme, we compare the model against a particle-based
Lagrangian scheme and a presumed PDF model for the evolution of the mixture fraction PDF. All
these models are applied to an experimental bluff-body flame and the simulated scalar and flow fields
are compared with experimental data. The DQMOM model results show good agreement with the
experimental data as well as the other sub-filter models used.

Keywords: Direct quadrature method of moments; Lagrangian transported PDF; Large-eddy simulations; Flamelet;
Probability density function

1. Introduction

Large-eddy simulations (LES) are being used increasingly to understand turbulent reactive
flows, especially in the simulation and design of combustors. Similar interest is seen in the
chemical industry where simulations can be used to optimize the performance of chemical
reactors. Since chemical reactions occur predominantly at the sub-filter level, reaction models
for these wide variety of applications need to take into account sub-filter fluctuations of all
species in the system. The usual statistical approach to modelling scalar fluctuations requires
specification of a probability density function (PDF), which in the case of LES is known as a
filtered-density function [1]. A transport equation for the PDF can be formulated that spans a
multidimensional solution space with derivatives in time, physical, and compositional spaces
[2]. One of the key features of this equation is that the filtered reaction source term appears in
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a closed form and requires no modelling. However, due to computational complexities, this
transport equation is not solved directly.

There are several approaches to combustion modelling apart from the PDF approach men-
tioned above. In models for turbulent non-premixed combustion, reactive scalars are often
parameterized using a conserved scalar like the mixture fraction. Modelling assumptions lead
to a simplified system of equations for evolving reactive species. The flamelet model [3] as
well as the conditional moment closure [4] fall in this category. In these models, the evolution
of the reactive scalars are parameterized by a conserved scalar, namely, the mixture fraction. To
compute the filtered-mean fields of the reactive scalars, the sub-filter PDF of mixture fraction is
required. This is specified using the mean and sub-filter variance of mixture fraction along with
a presumed-form for the PDF. Several DNS tests have shown that a beta-function reasonably
approximates the shape of the PDF [5]. However, it has also been noted that the beta-function
does not exactly reproduce the shape of the mixture-fraction PDF but still approximates the
moments of the scalar quite accurately [6-8].

Although this simplified approach is applicable in the fast chemistry regime, parametrization
using a single conserved scalar is not valid if slow reactions are of importance. Unlike the mix-
ture fraction, the sub-filter PDF for reactive scalars cannot be specified using a beta-function.
Since it is nearly impossible to determine universal functions to describe reactive scalar PDFs,
the only solution is to solve for the joint-composition PDF itself. The high-dimensional nature
of the PDF transport equation makes finite-differencing techniques intractable. However, this
equation can be cast in the form of the well-known Fokker—Planck equation and solved using
Monte Carlo methods [2, 9]. Typically, a large ensemble of notional particles is evolved in
time as well as physical and compositional spaces according to a set of stochastic differential
equations [1, 2, 10].

To increase the stability and computational ease of the PDF method, a hybrid approach is
typically followed. Here, an external flow solver is used to provide the flow and turbulent fields.
The PDF solver then advances the particles in order to evolve the scalar fields. These hybrid
schemes have been successfully used for simulating several experimental configurations [11—
13]. However, when the Monte Carlo method is coupled with LES solvers, such particle
schemes can quickly become intractable. In this work, we will propose an Eulerian scheme,
called the direct quadrature method of moments (DQMOM) for solving the PDF transport
equations without having to resort to the equivalent particle system [14, 15]. The DQMOM
scheme will retain all one-point statistical properties of the Lagrangian scheme. The main
advantage is that it is computationally simple and can be implemented in existing filtered-
scalar transport schemes with minimal effort.

In the present study, the feasibility of the DQMOM scheme for reactive flows is established.
First, a simple shear-layer configuration is considered using various chemical rate-expressions.
The performance of the DQMOM scheme is compared with the Lagrangian Monte Carlo
scheme. Then, a bluff-body stabilized flame experiment [16] is used as test case. Several
RANS-based simulations of this system using simple chemistry models have shown reasonable
agreement with experimental data [17-19]. Here, we use a steady flamelet model to describe
chemistry, but the sub-filter PDF of the mixture fraction is evolved using three different
models. Using this test case, we will demonstrate that a simplified PDF evolution algorithm
can predict the species and flow fields quite accurately. The next section details the theoretical
development of the DQMOM scheme.

2. DQMOM sub-filter model for reactive flows

The joint-composition PDF in a turbulent reactive system is generally described through a
one-point one-time PDF (or in LES referred to as filtered-density function), F'(x, t, 1) defined
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such that
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where fj is the filtered velocity field, I" and I'y are the molecular and turbulent diffusivities, re-
spectively, and S(7)) is the reaction source term. Since variable density flows are considered, all
filtered quantities are density weighted Favre variables except for the density. It is noted that the
terms filtered-density function and probability density function are used interchangeably here.
The last term in equation (2) represents transport in composition space, and consists of mix-
ing and reaction processes. Although the reaction source term appears closed, the molecular
mixing term requires a multipoint description and is closed using a micromixing model. In spite
of the wide choice of models available, none of them provides a universal closure. The mixing
term is modelled here using the Interaction by Exchange with the Mean (IEM) model [20].
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where 7 is a suitable turbulence time scale.

Equation (2) is commonly solved using a Lagrangian/Eulerian hybrid scheme where a
particle-based Monte Carlo scheme is coupled with a flow solver [9]. To reduce the statistical
errors in the simulation, a high particle number density (say > 15/cell) need to be used.
Three-dimensional simulations using LES flow solvers typically involve 1-10 million cells,
implying that roughly 15-150 million notional particles have to be evolved. Each of these
particles carry a composition vector that describes the thermochemical state of the particle.
This composition vector evolves through mixing and chemical reactions. Since combustion
involves stiff chemical source terms, the composition vector has to be advanced in time
using computationally expensive stiff-ODE solvers. With such a large number of particles,
use of even simple chemistry mechanisms will lead to very expensive simulations. In this
regard, the DQMOM scheme is an alternative numerical methodology used here to solve the
PDF transport equation. This method tries to overcome the computational complexity of the
Lagrangian approach by formulating Eulerian transport equations for scalar quantities that
will finally define the joint composition PDF itself. Unlike the particle-based method which
tries to accurately resolve all moments of the PDF, the DQMOM scheme only evolves a finite-
number of moments. This simplification reduces the number of partial differential equations
to be solved. A schematic of the DQMOM and Lagrangian PDF decomposition is shown in
figure 1. The composition-PDF describing an Ny species system is decomposed into a set of
N delta-functions that are characterized by their location in composition space (¢,,,) and the
weight or height of each peak (w,,). The joint-FDF can then be written as [14]
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This form can be directly substituted into equation (2) to obtain transport equations for the
weights and locations of the peaks.
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Figure 1. Approximation of a FDF using a finite number of delta-functions. (Left) Transported FDF method and
(right) DQMOM method.

where (NJM = wna‘m. It is readily seen that these equations resemble species transport equa-
tions. Since no statistical technique is used, the numerical error in the computation is deter-
mined by the computational scheme used to discretize and advance the Eulerian equations. The
level of accuracy in the compositional space can be explicitly set by choosing an appropriate
number of delta-functions. The source terms for these equations (a, and by, ) are determined
by the moments of the transport term in composition space, and hence represent mixing and
reaction processes.

For a single scalar case, a non-linear system can be formed to determine the source terms.
The PDF transport equation is multiplied by ¢” and integrated over composition space to
obtain a moments-based equation system [14].

N N N
A=m)Y @ran+my @r" by =mim —1)Y_ @ wncy + R, (M
n=1 n=1

n=1

where ¢, is defined by
e =T1(V$,) ®)

and R,, is the m-th moment of the mixing and reaction terms:

N
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For a multiscalar computation, the non-linear system of equations that determines the source
terms is more complex [14]. For such systems, the cross-correlations between the different
species have to be evolved. However, if only the pure moments are used to specify the source
terms, then all multiscalar systems will also evolve by the above set of equations. However, the
covariance of the scalars can not be then controlled. One interesting feature of the DQMOM
scheme is that any set of moments can be used to find the source terms. For example, if the
first and third moments are needed to compute the reaction source terms, then m = 1, 3 can
be used. This aspect will be particularly useful in, say, soot modelling, where the source terms
may involve certain specific higher-order moments. Further details of the DQMOM approach
for reacting flows can be found elsewhere [14].



Model for LES of turbulent combustion 443

Here, N is set to 2 for all simulations, although any number of delta-functions can be
used. To guarantee realizability of the PDF, the source terms for the transport equation of the
weight function are set to zero [14]. This simplifies the transport equations for the weights
considerably. Then the non-linear system that determines the source terms for Gon can be

written as
1 1 b1 Rl
~ o~ = . (10)
o1 || b2 2(wic + wacr) + Ry

The solution of the above system along with the assumptions made lead to the following
source terms:

ay =ay = 0, (11)
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The source terms for the Gy, terms contain the inverse of the distance in composition space
between the delta-peaks. Numerically, this could lead to large source terms at certain locations
where the sub-filter variance approaches zero. In such a scenario, the peaks will tend to
approach each other leading to a singularity in the determination of the source term. In this
study, this component of the source term was simply set to zero when the peaks are separated
by less than a threshold value, €. It was found that € should be less than 1073 to ensure that
this approximation does not affect the results.

3. Numerical schemes

In general, the DQMOM scheme can be used with any number of delta-peaks. Wang and
Fox [21] have shown that in the context of particulate formation, two delta-functions are
sufficiently accurate in evolving the lower moments of the PDF. To test the accuracy of the
two-peak approximation, two different flow configurations, a shear flow case and a bluff-body
stabilized flame, are used. In order to estimate the effect of the DQMOM scheme on sub-
filter PDF predictions, three different simulation strategies are adopted. The first simulation
uses a finite-volume-based scalar transport scheme with no sub-filter models for the scalar
fluctuations. The second scheme involves a transported-FDF simulation using Lagrangian
particles. The third simulation was carried out with the DQMOM implementation. The shear-
layer numerical experiment was designed to illustrate that the DQMOM scheme, in spite of
using only a two-peak approximation provides results closer to the more detailed multipeak
Lagrangian simulation, and also that neglecting sub-filter fluctuations can lead to substantial
errors. The bluff-body simulations on the other hand are designed to show that in practical LES
simulations, the DQMOM scheme is comparable to a presumed beta-function or a multipeak
Lagrangian representation of the sub-filter FDF.

For the shear-layer configuration, a simple one-step chemistry with different rate expressions
was tested. The specific functional forms of the rates were chosen to represent some of the
common rate expressions used in global mechanisms. The bluff-body stabilized flame is
simulated using the steady laminar flamelet chemistry. Since flamelet tables need only the
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mixture-fraction PDF to obtain local density or other species values, the three simulations for
this configuration evolve only the mixture-fraction PDF.

The following subsections describe the different numerical methods and the implementation
in the LES solver.

Model A: DOMOM-based PDF evolution

A two-peak representation is used to evolve the mixture-fraction PDF. The delta-peak transport
equations and their source terms were discussed in the previous sections. The mixing time
scale for the peak-interactions is identical to the time scale used in the Lagrangian simulation.
The transport equations (equations 5 and 6) are evolved using the QUICK scheme [22]. For
the reactive shear layer configurations, two delta-peaks are used to describe each of the sub-
filter mixture fraction and reaction progress variable PDF. The two scalars are assumed to
evolve independently implying that except for the coupling through the reaction source term
expression, there is no peak interaction. This simplifies the DQMOM transport equations with
identical mixing and correction terms for both scalars. The reaction source term is set to zero
for the mixture fraction while for the reactive scalar, the source term is evaluated at the scalar
values corresponding to each environment, that is

Sy1 = S(Z1, ), (14)
and
Sy2 = S(Zy, Ya), (15)

where the subscript refers to the corresponding delta-function. The exact form of the source
term is discussed later. The filtered scalar value in a given cell are obtained by a weighted
summation of the delta-function locations.

Z=wZ+uw, (16)
Y = wi¥) +wls. (17)

For the variable density bluff-body stabilized flame, only the mixture-fraction PDF is
evolved. The mean density in the computational cell is then given by
__ Wi w2

e T

o(Z1)  p(Zy)
The inlet conditions for the equations are based on those for the mixture fraction. It is assumed
that the peaks are located at O and 1 at the inlet. The weight associated with each peak
is determined by the mixture fraction. These boundary conditions are consistent with the
assumption that the source terms a, = 0. The weights then evolve according to the same

equation as the mixture fraction and hence need not be solved explicitly. The wall boundary
conditions for G, are set identical to the boundary conditions for mixture fraction equation.

(18)

Model B: Eulerian scalar transport scheme

Here, scalar transport equations are directly solved along with the LES flow solver. For the re-
active shear flow calculation, three scalars are computed. The filtered mixture fraction, second
moment of the mixture fraction and the filtered reaction progress variable are solved using a
finite-volume-based discretization of the scalar transport equations. The second moment of
the mixture fraction is solved instead of the variance because of numerical reasons. It was
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found that the production term in the variance equation was underpredicted leading to a de-
crease in sub-filter variance. The second moment equation, on the other hand, contains no
production term but only the scalar dissipation rate that is modelled using a simple time-scale
based relation.

The transport equations can be written as

% ; 35822 - :<FT 4 r)aa—ﬂ (19)
858?2 + aﬁigz - % [(rr r)%} ~ 5%, (20)
? n aﬁa‘;ﬁ _ % _m +T) g} + 57, @1
where the scalar dissipation rate is given by )
7 = %ﬁ 22)

It is assumed that the sub-filter PDF for the reactive scalar is a delta-function implying that
the sub-filter fluctuations of the progress variable are neglected. In this context, the DQMOM
scheme will provide a higher order closure by approximating the sub-filter fluctuations by a
two-peak delta-function. The scalar transport equations are solved simultaneously with the
LES flow field solver using the QUICK scheme. The sub-filter mixture fraction variance can
then be computed as

72 =72_7? (23)

For the variable density simulation, the filtered mean density can then be calculated using
the moments of the mixture fraction and using a beta-function as the presumed shape of the
mixture-fraction sub-filter PDF:

1 ~ o~
7' = | —P(Z,727?)dZ, 24
Iz /p(z) ( ) (24)

where P(Z, 2’/2) is the beta-function.

Model C: Lagrangian PDF evolution

Instead of presuming the shape of the PDF, a Monte Carlo scheme is used to evolve the PDF
transport equation. Here, the fluid is represented through a statistical ensemble of particles.
Each computational cell is seeded with 15 notional particles that carry a weight proportional
to local cell mass. The particles are advanced in time using the time-step specified for the LES
solver. In the context of hybrid methods, this is referred as a tightly coupled scheme [23]. The
particles move in physical space according to:

~ 1 [20 4T
dx* = |:U + =V(I + FT)} dt + gdW, (25)
I I

where x* is the particle location and dW is the three-dimensional Wiener diffusion process.
Due to the cylindrical coordinate frame used here, certain modification must be made. First, the
velocity components corresponding to the drift term are interpolated to the particle locations
using a trilinear interpolation scheme. Then, the drift term is converted to a Cartesian reference
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frame using geometrical transformation. The diffusion component is added to the adjusted
drift term and the particle velocity converted back to the cylindrical reference frame. Particles
are then tracked in the computational domain using a face-to-face strategy [13]. Also, a parallel
domain decomposition identical to the LES decomposition is used to speed up the computation.
Further details of the Lagrangian scheme are described elsewhere [24].

Transport in composition space is split into molecular mixing and reaction sub-steps. To
be consistent with the DQMOM scheme, the IEM model [20] is used to describe mixing. The
micromixing sub-step can then be written as

do* = L (&— ¢Hd1, (26)
22/2

where ¢* is the composition vector [Z* Y*] of a single notional particle. The mixing time
scale is identical for both scalars. The reaction progress variable is then advanced in time
according to a reaction sub-step.

dY* = S(Z*, Y")dz. 27)

For the reacting shear flow simulation, both the mixture fraction and the reaction progress
variable are used. The filtered scalar values in a computational cell is given by

i=N
b= wid}, (28)
i=1

where N is the number particles in a given cell. For the bluff-body flame simulation, only
the mixture fraction is evolved. The mean density in each computational cell is determined
using the particles in that particular cell. Using the particles weights, the mean property at the
(t + dt) iteration can be obtained as:

N
=) (29)
i=1 Y (Z i )
where p(Z) is obtained from the flamelet solution. It is evident that any non-linear property
based on the mixture fraction can be obtained using the above equation. The temperature
profiles shown in the comparisons below are obtained using a similar summation.

4. Numerical tests

This section compares the DQMOM approximation against standard techniques available for
reactive flow simulations.

4.1 Reactive shear layer simulations

The shear flow geometry of Mungal et al. [25] is used to test the new scheme. The configuration
consists of a planar shear layer formed by two streams entering with bulk velocities of 8.8 m/s
and 22 m/s, respectively. Although the experiment involves low heat-release fast chemistry,
in this work we have not implemented this mechanism. Since the purpose is to compare
different reaction models, a simple first order mechanism of the type A + B — P is used
for modelling reaction. The rate expression is simplified using a mixture fraction-progress
variable approach. Three different rate expressions that commonly occur in reacting flows are
tested. The transported PDF scheme is also simulated for the same flow conditions and the
results are compared with the DQMOM and LES simulations. A 256 x 128 grid spanning
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Figure 2. Instantaneous mixture fraction (left) and progress variable (right) contours simulated using the FDF
scheme.

80D in the axial direction and 40D in the cross-stream direction is used. D is set arbitrarily to
1 cm. The inlet velocity profiles are assumed to be laminar with flat profiles. A development
region corresponding to 10D extends into the domain where the two streams are separated by
a splitter plate.

In all the simulations, the rate expression for the progress variable is of the form

r K<Z Y)(I_Z Y) (30)
! Z -7, )

The rate constant K is varied to study the effect of non-linearity on DQMOM predictions. In
the first case, the rate constant is set to a value of K = 2. Figure 2 shows the instantaneous
mixture fraction and progress variable contours near the centre of the domain. It shows the
vortex like structure common to shear flows and the presence of highly mixed reactants at the
centre of such vortices. The peak in source term and mean progress variable are observed near
the centreline. The vortices were found to stretch to a maximum of 10D in the cross-stream
direction. It was found that the DQMOM model exhibits similar high reaction-rate zones.
However, the LES simulations using the Eulerian transport equations (Model B) show a thick
reaction zone with maximum allowable reaction rate at each location. In order to compare
the steady-state trends, mean and variance of all scalars were time-averaged for at least one
flow through time. Figure 3 shows the cross-stream profiles of the mixture fraction and sub-
grid variance computed from all three schemes. Theoretically, the sub-grid variance obtained
from all these methods should be identical. However, the differences in the implementation
cause some discrepancy. Nevertheless, the time-averaged filtered mixture fraction and sub-
grid variance predicted by all the schemes are in good agreement, thereby validating both the
DQMOM and transported-PDF implementation.

The time-averaged mean and sub-grid variance of the reaction progress-variable obtained
from the different schemes show some interesting features (figure 4). The sub-grid variance
is non-zero only for the DQMOM and transported-PDF schemes and is zero for the Eulerian
scheme (Model B). In this context the LES solver can be considered as a one-peak DQMOM
model with complete sub-filter mixing. If the transported-PDF scheme is considered as a
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Figure 3. Comparison of time-averaged mean and variance of mixture fraction at different axial locations. (—)
DQMOM scheme, (———— ) Eulerian transport scheme, and (— - — ) Lagrangian-FDF scheme.

multi-environment DQMOM model, the particle scheme with a nominal number density of
N represents an N-environment decomposition of the FDF. The cross stream profiles of the
mean show that the DQMOM method provides a vast improvement over the one-environment
solution. The mean profile shows that in spite of the simple rate expression, second moment
terms cannot be neglected. The differences between the LES (Model B) and DQMOM models
are highest in the initial section where the effect of unmixed reactants will be very important.
Since the inflow is laminar, the mixing layer itself does not become turbulent until about
X = 7.5. However, the Eulerian solver predicts very high reaction rates in even these laminar
regions where low mixing should essentially keep the reaction rates to a very low value. This
‘early-ignition’ is observed in the profiles at X = 20 where the mean value predicted by the
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Figure 4. Comparison of time-averaged (left) mean and (right) variance of reaction progress variable using a constant
rate constant at (top) X = 20, (middle) X = 30 and (bottom) X = 50. ( ) DQMOM scheme, (———— ) Eulerian
LES scheme, and (— - — ) Lagrangian-FDF scheme.

LES solver (Model B) is at least 50% higher than that predicted by the DQMOM model.
Surprisingly, the sub-grid variance profile from the DQMOM scheme also shows very good
agreement with the PDF scheme. This essentially implies that the third and higher moments
of the reactive scalar can be neglected for this chemistry scheme.
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Figure 5. Comparison of time-averaged (left) mean and (right) variance of reaction progress variable for exponential
reaction rate at (top) X = 30 and (bottom) X = 50. ( ) DQMOM scheme, (———— ) Eulerian-LES scheme,
and (— - — ) Lagrangian-FDF scheme.

In the next case, a more complex rate expression is implemented. Reaction rates appearing in
combustion have a strong dependence on temperature. Most source terms have an exponential
dependence on local temperature. To simulate such a condition, the reaction rate constant was
set to

€29

b(1—-7Y)
K = 1000 exp( — ,

1-0.88(1—7Y)

where b denotes the degree of dependence on temperature. For practical combustion applica-
tions, b is usually set to values between 5 and 6. However, such high values lead to extinction
for the present flow configuration. Instead, a lower value of 1 is chosen so that the reaction zone
can be anchored near the splitter plate. This implies a weaker dependence on temperature but
nevertheless makes the rate expression non-linear. Figure 5 shows the cross-stream profiles of
reaction progress variable. Here again, it can be seen that the DQMOM predictions of both the
mean and the variance of the reactive scalar are in good agreement with the transported-PDF
results. The LES (Model B) predictions show fast rates consistent with the laminar assump-
tion. It should be noted that depending on the reaction rates, the complete mixing assumption
can also lead to quenching.
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Figure 6. Comparison of time-averaged (left) mean and (right) variance of reaction progress variable for polynomial
reaction rate at (top) X = 30 and (bottom) X = 50. ( ) DQMOM scheme, (———— ) Eulerian LES scheme,
and (— - — ) Lagrangian FDF scheme.

The third and final case uses a polynomial rate function which is common to chemical
engineering assumptions. Reduced chemical mechanisms like the chloromethane reactions
[26] may even involve non-integer moments of the scalar variable. Here, the rate is defined as

0.0001 + Y2
ry = 1000—————. (32)
1.0+Y

This expression ensures that the reaction proceeds without the need for an ignition source.
The predicted mean and variance (figure 6) indicate good agreement with the transported-PDF
scheme. This clearly shows that the DQMOM model with just two environments is able to
drastically improve the results obtained by neglecting sub-filter scalar fluctuations (Model B).

In terms of computational requirements, the particle-based transported-PDF solver is nearly
five times slower than the DQMOM scheme, even for such simple geometries. For complex
configurations, the memory requirements of a large ensemble of particles can further slow
down the simulation. However, the DQMOM scheme it not without limitations. In particular,
detailed chemistry mechanisms will require a large number of scalar transport equations and
may eventually diminish the advantages over the particle scheme. In spite of these limitations
which are common to all explicit time-stepping algorithms, the present study shows that the
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DQMOM scheme is a viable alternative to the Monte Carlo based transported-PDF model and
needs to be further explored for multispecies systems.

4.2 Bluff-body stabilized flame simulations

The bluff-body stabilized flame is used as a test case for studying the feasibility and accuracy
of the DQMOM scheme. It is known that simple chemistry models like the laminar flamelet
model can reproduce the species profiles quite accurately for this flame [27]. Hence, we use the
laminar flamelet chemistry model for the simulations performed here. The primary objective
of the simulations is to evolve the mixture-fraction PDF. Since the mixture-fraction equation
contains no reaction source terms, all the models should evolve the same equations. However,
the sub-filter mixture-fraction PDF will determine the density field which influences the flow
field. For the Eulerian scalar scheme (Model B), the beta-function approximation will be used.
The Lagrangian scheme will evolve the sub-filter PDF through the particle equations. If the
DQMOM scheme is a viable method, it should be able to match the predictions of both the
beta-function based scalar model and the Lagrangian model.

One other aspect to note is that in this test case, the flow field and the scalar field are coupled
through the density field. Variable density flows are inherently challenging to simulate due to
the feedback of the density field from the scalars. One of the main drawbacks of the Lagrangian-
particle based hybrid simulation is that the filtered-density fields computed from the particle
composition contains stochastic noise. This makes the feedback numerically unstable and
can lead to unbounded increase in the error. The DQMOM method, on the other hand, is
deterministic and will not introduce stochastic errors. The low-Mach number formulation
used here is known to be stable for reasonably large density changes that usually occur in
combusting flows. However, the rate of change of density is an important parameter that
controls stability. Here, the three different simulation strategies are used to compute a bluff-
body stabilized flame. It was found that the Lagrangian scheme requires special modifications
in-order to obtain convergence. The exact nature of the modifications are beyond the scope of
the present discussion and details of the scheme are provided elsewhere [24].

The computational setup corresponds to the experiments performed at the University of
Sydney [16]. The fuel mixture consisting of a 1:1 volumetric ratio of methane and hydrogen
issues through a central jet of 3.6 mm diameter at a bulk velocity of 108 m/s. The coflow
of air at 35 m/s is separated from the fuel jet by an annular bluff-body of 50 mm diameter.
All simulations are carried out on a 320 x 120 x 64 grid in a cylindrical coordinate frame.
The domain spans 100 D in the axial direction and 20 D in the radial direction where D is
the diameter of the fuel jet (figure 7). A structured flow solver with dynamic Smagorinsky
models for turbulent viscosity and turbulent diffusivity is used [28]. The inlet conditions for
the central jet are obtained from a precomputed LES of a periodic turbulent pipe flow. The
coflow is assumed to have a 1/7 power law profile for the axial velocity component and zero
radial and azimuthal velocity components. The flamelet library is computed using a single
strain rate of 100 s~! from GRI-2.11 chemistry mechanism. It has been shown elsewhere [27]
that even such a simple representation is sufficient to capture the dynamics of this system.

For the Lagrangian particle scheme, the computational domain was uniformly seeded with
15 particles per computational cell. The particle weights were normalized based on an arbitrary
scale such that the sum of the particle weights in each cell was proportional to the cell mass.
Both the Lagrangian and DQMOM simulations were started from a statistically stationary
beta-PDF based simulation. Then all the simulations were run for approximately 2.5 residence
times calculated based on the inlet coflow bulk velocity and the length of the domain. Time-
averaging was then started and continued for 1.5 residence times. It was found that longer
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Figure 7. Computational domain used for the bluff-body stabilized flame simulation.

time averaging did not change the mean profiles. All simulations were performed using MPI
based domain decomposition and utilized 32—48 processors. It was found that the Lagrangian
scheme was 12 times slower and the DQMOM scheme was 1.8 times slower compared to the
beta-PDF scheme. The results of the simulation are discussed next.

Figure 8 shows the salient features of the bluff body flow. The presence of the solid body
induces a recirculation zone that tends to increase the extent of the reaction zone. In addition,
the large-scale recirculation also leads to a near uniform highly mixed region near the bluff-
body. This high-temperature region and the resulting counter-rotating vortex like structures
lead to a stable flame. It should be noted that in the absence of this recirculation region, the
reaction zone will be located far downstream leading to a lifted flame structure. At these high
Reynolds number flows, such a lifted configuration will ultimately lead to flame blowout. The
counter-rotating core region helps to mix the initially segregated fuel and oxidizer. The lean
stoichiometric value of the fuel mixture leads to a high temperature region in the secondary
shear layer between the recirculating flow over the bluff-body and the coflow. This favorable
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Figure 8. Streamline trace near the bluff-body illustrating the presence of recirculation regions.
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Figure 9. Instantaneous temperature field showing the complex flow patters in the configuration. The blue region
marks 294 K and the red region marks 2000 K. Maximum temperature in the domain is 2089 K.

mixing leads to large energy release that is then carried inward into the primary shear layer
where the fuel interacts with burnt gases. It is evident that both these shear layers are associated
with steep temperature and density gradients and hence a well-resolved grid structure is
essential for good predictions and general algorithmic stability.

Figure 9 shows a contour plot of the instantaneous temperature that clearly indicates a
uniform temperature zone near the bluff body. Downstream of the bluff-body, a secondary
reaction zone is formed where pre-heated fuel mixes with coflow leading to high temperatures
characteristic of the recirculation zone. However, the small volume of the fuel compared to
the coflow causes dilution of enthalpy leading to reduced temperatures further downstream.
In spite of the apparent uniformity of the recirculation zone, local dynamic events occur
periodically to refresh the fluid entrapped in this low velocity region. The outer shear layer is
characterized by rolling vortices that are formed at the edge of the bluff-body. These Kelvin—
Helmoltz type instabilities lead to enhanced mixing near the stoichiometric surface and leads
to reduced time-averaged temperatures.

Figures 10 and 11 show comparisons of flow-field quantities with experimental data. Time-
averaged radial profiles of mean axial velocity, radial velocity and RMS axial velocity are
presented at two different axial locations. The plots only compare results from the DQMOM
simulation. It was found that neither the beta-PDF or Lagrangian scheme showed significant
variation and hence this discussion is omitted here. It is seen that the LES computation is
able to predict all components of the flow field reasonably accurately. Similar agreement was
found at other axial stations both close to the bluff-body and at downstream zones and has
been omitted. It is emphasized that to improve predictions, a more sophisticated simulation
methodology is required. Here the filter-size and the mesh are varied in-order to satisfy a set
of resolution constraints. Simulation results based on this optimization procedure are found
to yield very good comparison with experiments [27]. For the present study, the focus is



Model for LES of turbulent combustion 455

V (m/s)

| L | | L , | | L .
5 10 15 20 25 30 5 10 15 20 25 30
r(mm) r(mm)

Figure 10. Comparison of time-averaged radial profiles of axial velocity (left), RMS axial velocity (middle) and
radial velocity (right) at an axial location of x = 10 mm. Symbols denote experimental data and lines show simulation
results obtained using the DQMOM scheme.

on analyzing the feasibility of the DQMOM scheme. Hence we limit the discussion to the
simulations carried out with a fixed grid.

Figure 12 compares time-averaged temperature profiles at different axial locations. In gen-
eral, all the simulations compare well with experimental data at all axial locations considered.
However, certain distinct trends are noticed. The DQMOM scheme closely reproduces the
beta-PDF results at locations close to the bluff-body. At x = 13 mm, the Eulerian simulations
predict a peak in temperature in the shear layer formed by the coflow and the recirculating burnt
gases (r &~ 25 mm). However, the Lagrangian scheme accurately reproduces the experimen-
tally observed drop in temperature. The inherent numerical diffusion in the Eulerian scheme
can lead to reduction in sub-filter variance that results in an increase in local temperature. This
effect seems to be more pronounced when the mixture fraction values are close to zero where
the non-linearities in the flamelet profiles are dominating. At successive downstream locations,
the peaks in the temperature appear less pronounced and at x = 90 mm, the differences are
small.

In spite of using a simple approximation, the DQMOM scheme is able to predict the mean
temperature profiles quite accurately. Since large-eddy simulations resolve the large-scale
structures, the sub-filter component is usually small compared to the resolved scales. Thus
the sub-filter PDF can be expected to have a narrow spread in composition space. Clearly, a
two-peak approximation is sufficient to describe sub-filter PDF in such situations. Locally,
large sub-filter variance (as a fraction of the intensity of segregation, Z(1 — Z)) is observed,
although such variations are usually confined to the shear regions near the edge of the bluff-
body. Simulations that use no sub-filter model led to higher temperatures in the recirculation
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Figure 11. Comparison of time-averaged radial profiles of axial velocity (left), RMS axial velocity (middle) and
radial velocity (right) at an axial location of x = 90 mm. Symbols denote experimental data and lines show simulation
results obtained using the DQMOM model.
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Figure 12. Comparison of time-averaged radial temperature profiles at different axial locations. Solid lines show
DQMOM results, dashed lines show PDF results, and dashed-dotted lines show beta-PDF results. Symbols denote
experimental data. From top to bottom, at axial locations of x = 13, 45, 65, and 90 mm.
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region that was at least 200 K higher than that predicted in the simulations that use a sub-filter
model.

5. Conclusions

The DQMOM model was formulated for large-eddy simulation and applied using a structured
LES solver for both constant and variable density flows. A bluff-body stabilized flame as
well as a reactive shear layer were simulated using the DQMOM sub-filter model as well as a
conventional Lagrangian scheme. In addition, Eulerian transport equations for the filtered mean
and variance of the mixture fraction as well as the reactive scalar are also solved. Using a simple
shear-flow configuration, the feasibility and accuracy of a two-peak DQMOM scheme was
established. It was shown that the DQMOM scheme provides comparable accuracy to a Monte
Carlo based Lagrangian scheme for a two-scalar chemistry with different rate expressions. At
the same time, the DQMOM scheme is computationally cheap and can be readily implemented
in existing LES solvers. Further, the DQMOM scheme was implemented in a variable-density
formulation of the LES solver and used to compute a complex bluff-body stabilized flame.
Comparison of time-averaged profiles show that all three schemes predict the experimental
data quite accurately. In spite of the simplified representation of the PDF in the DQMOM
model, the temperature profiles were found to agree well with beta-PDF and Lagrangian
schemes.

The DQMOM formulation allows a natural extension to multiple reactive scalars. How-
ever, it should be noted that with increase in the number of scalars, the computational cost
will increase too. Future work will involve simulation aimed at understanding the scaling of
computational cost based on the needs of specific applications. DQMOM has applications
not only in combustion but in the discretization of any PDF evolution equation. One recent
application [29] uses DQMOM to discretize the conditional PDF transport equation. This pro-
vides a natural approach to formulating higher-order conditional moment closure schemes. It
is clear that the DQMOM scheme has a wide-range of applicability in turbulent reactive flow
modelling. Future efforts will involve extensions to more detailed chemistry schemes and to
understand the effect of the number of delta-peaks on the accuracy and cost of the simulations.
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