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Abstract: The reproducibility of scientific findings has been called into question. To contribute
data about reproducibility in economics, we replicate 18 studies published in the American
Economic Review and the Quarterly Journal of Economics in 2011-2014. All replications follow
predefined analysis plans publicly posted prior to the replications, and have a statistical power of
at least 90% to detect the original effect size at the 5% significance level. We find a significant
effect in the same direction as the original study for 11 replications (61%); on average the
replicated effect size is 66% of the original. The reproducibility rate varies between 67% and

78% for four additional reproducibility indicators, including a prediction market measure of peer
beliefs.

One Sentence Summary: In a systematic replication project of experimental studies published
in high-impact economics journals 61% replicated.



Main Text:

The deepest trust in scientific knowledge comes from the ability to replicate empirical findings
directly and independently, whether through reanalyzing original data or by creating new data.
While direct replication of this type is widely applauded (7), it is rarely carried out in empirical
social science. Replication is now more important than ever, as the reproducibility of results has
been questioned in many sciences, such as medicine (2-5), neuroscience (6) and genetics (7,8). In
economics, concerns about inflated findings in empirical (9) and experimental analysis (10,11)
have also been raised. In the social sciences, psychology has been the most active in both self-
diagnosing the forces creating “false positives”, and conducting direct replications (/2-15).
Several high-profile replication failures (/6,/7) quickly led to changes in journal publication
practices (/8). The recent Reproducibility Project Psychology (RPP) replicated 100 original
studies published in three top journals in psychology. The vast majority (97) of the original
studies reported “positive findings”, but in the replications the RPP only found a significant
effect in the same direction for 36% of these studies (/9).

In this article, we provide insights about how well laboratory experiments in economics
replicate. Our sample consists of all 18 between-subject laboratory experimental papers
published in the American Economic Review and the Quarterly Journal of Economics in 2011-
2014. The most important statistically significant finding, as emphasized by the authors of each
paper, was chosen for replication (see the Supplementary Materials, Section 1 and Tables S1 and
S2, for details). We use replication sample sizes with at least 90% power [M=0.92,
median(Mdn)=0.91] to detect the original effect size at the 5% significance level. All of the
replication and analysis plans were made publicly known on the project website (see the
Supplementary Materials, Section 1, for details) and were also sent to the original authors for
verification.

There are different ways of assessing replication, with no universally agreed upon “gold
standard” (/9-23). We present results for the same replication indicators used in the RPP (/9).
As our first indicator of replication we use a “significant effect in the same direction as in the
original study” (though see Gelman & Stern (20) for a discussion of the challenges of comparing
significance levels across experiments).

The results of the replications are shown in Fig. 1A and Table S1. We find a significant
effect in the same direction as the original study for 11 replications (61.1%). This is notably
lower than the replication rate of 92% (mean power) that would be expected if all original effects
were true and accurately estimated (one-sample binomial test, P<0.001).

A complementary method to assess replicability is to test whether the 95% CI of the
replication effect size includes the original effect size (/9) (see Cumming (27) for a discussion of
the interpretation of confidence intervals for replications). This is the case in 12 replications
(66.7%). If we also include the study in which the entire 95% CI exceeds the original effect size,
the number of replicable studies increases to 13 (72.2%). An alternative measure, which
acknowledges sampling error in both original and replications, is to count how many replicated
effects lie in a 95% “prediction interval” (24). This count is higher (83.3%) and increases to
88.9% if we also include the replication whose effect size exceeds the upper bound of the
prediction interval (See the Supplementary Materials, Section 2, and Fig. S2 for details).

The mean standardized effect size (correlation coefficient, r) of the replications is 0.279,
compared to 0.474 in the original studies (see Fig. S3). This difference is significant (Wilcoxon



signed-ranks test, z=-2.98, P=0.003, n=18). The replicated effect sizes tend to be of the same
sign as the original ones, but not as large. The mean relative effect size of the replications is
65.9%.

The original and replication studies can also be combined in a meta-analytic estimate of
the effect size (/9). As shown in Fig. 1B, in the meta-analysis, 14 studies (77.8%) have a
significant effect in the same direction as the original study. These results should be interpreted
cautiously as the estimates assume that the results of the original studies do not have publication
or reporting biases.

To measure peer beliefs about the replicability of original results, we conducted
prediction markets before the 18 replications were done (25). Dreber et al. (26) suggested this as
an additional reproducibility indicator in a recent study presenting evidence for a subset of the
replications in the RPP. In the prediction market for a particular target study, peers likely to be
familiar with experimental methods in economics could buy or sell shares whose monetary value
depended on whether the target study was replicated (see Tables S1 and S2 and Fig. S4). The
prediction markets produce a collective market probability of replication (27) that can be
interpreted as a reproducibility indicator (26). The traders’ (n=97) survey beliefs about
replicability were also collected before market trading to get an additional measure of peer
beliefs.

The average prediction market belief is a replication rate of 75.2% and the average
survey belief is 71.1% (See Figs. 2 and S5 and Tables S3 and S4 for more details). Both are
higher than the observed replication rate of 61.1%, but neither difference is significant (see
Supplementary Materials, Section 5, for details). The prediction market beliefs and the survey
beliefs are highly correlated, and both are positively correlated with a successful replication,
although the correlation does not reach significance for the prediction market beliefs (See Figs. 2
and S6). Contrary to Dreber et al. (26) prediction market beliefs are not a more accurate indicator
of replicability than survey beliefs.

We also test if the reproducibility is correlated with two observable characteristics of
published studies: the p-value and the sample size (the number of participants) of the original
study. These two characteristics are likely to be correlated with each other, which is also the case
for our 18 studies (Spearman correlation=-0.61, P=0.007, n=18). We expect the reproducibility
to be negatively correlated with the original p-value and positively correlated with the sample
size as the risk of false positives increases with the original p-value and decreases with the
original sample size (statistical power) (6,/7). The correlations are presented in Fig. 3 and Table
S5, and the results are in line with our expectations. The correlations are typically around 0.5 in
the expected direction and significant. Only one study out of eight with a p-value <0.01 in the
original study failed to replicate at the 5% level in the original direction.

We report the first systematic evidence of replications of lab experiments in economics,
to contribute much-needed data about reproducibility of empirical findings in all areas of
science. The results provide provisional answers to two questions: 1) Do laboratory experiments
in economics generally replicate? And 2) Do statistical measures of research quality, including
peer beliefs about replicability, help predict which studies will replicate?

The provisional answer to question one is that replication in this sample of experiments is
generally successful, though there is room for improvement. Eleven out of 18 (61.1%) studies
did replicate with P<0.05 in the original direction, and three more studies are relatively close to



being replicated (all have significant effects in the meta-analysis). Four replications (22.2%)
have effect sizes close to zero, and those four strong replication failures are somewhat larger in
number than the 1.4 expected by pure chance (given the mean power of 92%). Moreover,
original effect sizes tend to be inflated which is a phenomenon that could stem from publication
bias (28). If there is publication bias our prospective power analyses will have overestimated the
replication power.

The answer to question two is that peer surveys and market beliefs did contain some
information about which experiments were more likely to replicate, but sample sizes and p-
values in the original studies are even more strongly correlated with replicability (see Fig. 3).

To learn from successes and failures in different scientific fields, it is useful to compare
our results with recent results on robustness in experimental psychology and empirical
economics.

Our results can be compared to the recent RPP project in the psychological sciences (/9),
which was also accompanied by prediction market beliefs and survey beliefs (26). All measures
of replication success are somewhat higher for economics experiments than for the sampled
psychology experiments (Fig. 4). Peer beliefs in our study are also significantly higher than in
the RPP study (Fig. 4). Recognizing the limits of this two-study comparison, and particularly
given our small sample of 18 replications, it appears that there is some difference in replication
success in these fields. However, it is premature to draw strong conclusions about disciplinary
differences; there are other methodological factors that could potentially explain why the
replication rates differed. For example, in the RPP replications, interaction effects were less
likely to replicate compared to main or simple effects (/9).

In economics, several studies have shown that statistical findings from non-experimental
data are not always easy to replicate (29). Two studies of macroeconomic findings reported in
the Journal of Money, Credit and Banking in 1986 and 2006 could only replicate 13% and 23%
of original results, even when data and code were easily accessible (30,31). A large analysis of
50,000 reported p-values published between 2005 and 2011 in three widely cited general
economics journals shows “missing” p-values between .05-.20 (32). However, the frequency of
missing values is smaller in lab and field experiments. Taken together, these analyses and our
replication sample suggests that lab experiments are at least as robust, and perhaps more robust,
than other kinds of empirical economics.

There are two methodological research practices in laboratory experimental economics
that may contribute to relatively good replication success. First, experimental economists have
strong norms about always motivating subjects with substantial financial incentives, and not
using deception. These norms make subjects more responsive and may reduce variability in how
experiments are done across different research teams, thereby improving replicability. Second,
pioneering experimental economists were eager for others to adopt their methods. To this end,
they persuaded journals to print instructions - and even original data - in scarce journal pages.
These editorial practices created norms of transparency and made replication and reanalysis
relatively easy.

There is every reason to be optimistic that science in general, and social science in
particular, will emerge much better off after the current period of critical self-reflection. Our
study suggests that lab experimentation in economics published in top journals generates
relatively good replicability of results. There are still challenges: For example, executing a few



of the replications was laborious, even when scientific journals require online posting of data and
computer code to make things easier. This is a reminder that as scientists we should design and
document our methods to anticipate replication and make it easy to do. Our results also show that
there is some information in post-publication peer beliefs (revealed in both markets and surveys),
and perhaps even more information in simple statistics from published results, about whether
studies are likely to replicate. All these developments suggest that cultivation of good
professional norms, weeding out bad norms, disclosure requirements policed by journals, and
simple evidence-based editorial policies can improve reproducibility of science, perhaps very
quickly.
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Fig 1. Replication results. (A) Plotted are 95% Cls of replication effect sizes (standardized to
correlation coefficients r). The standardized effect sizes are normalized so that 1 equals the
original effect size (see Fig. S1 for a non-normalized version). There is a significant effect in the
same direction as in the original study for 11 replications [61.1%; 95% CI =(36.2%, 86.1%)].
The 95% CI of the replication effect size includes the original effect size for 12 replications
[66.7%; 95% CI =(42.5%, 90.8%)]; if we also include the study in which the entire 95% CI
exceeds the original effect size, this increases to 13 replications [72.2% [95% CI =(49.3%,
95.1%)]. AER denotes the American Economic Review and QJE denotes the Quarterly Journal
of Economics. (B) Meta-analytic estimates of effect sizes combining the original and replication
studies. 95% CIs of standardized effect sizes (correlation coefficient r). The standardized effect
sizes are normalized so that 1 equals the original effect size (see Fig S1 for a non-normalized
version). Fourteen studies have a significant effect in the same direction as the original study in
the meta-analysis [77.8%; 95% CI =(56.5%, 99.1%)].
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Fig. 2. Prediction market and survey beliefs. A plot of prediction market beliefs and survey
beliefs in relation to if the original result was replicated with P<0.05 in the original direction.
The mean prediction market belief is 75.2% [range 59% to 94%, 95% CI=(69.7%, 80.6%)], and
the mean survey belief is 71.1% [range 54% to 86%, 95% CI =(66.4%, 75.8%)]. The prediction
market beliefs and survey beliefs are highly correlated (Spearman correlation coefficient 0.79,
P<0.001, n=18). Both the prediction market beliefs (Spearman correlation coefficient 0.30,
P=0.232, n=18), and the survey beliefs (Spearman correlation coefficient 0.52, P=0.028, n=18)
are positively correlated with a successful replication.
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Fig. 3. Correlations between original study p-value and N and reproducibility indicators.
The original p-value is negatively correlated with all six reproducibility indicators, and five of
these correlations are significant. The original sample size is positively correlated with all six
reproducibility indicators, and five of these correlations are significant. Spearman correlations;

*P<0.05, **P<0.01.
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Fig. 4. A comparison of different reproducibility indicators between experimental
economics and psychological sciences (the Reproducibility Project Psychology). Error bars
denotes £se. The reproducibility is higher for experimental economics for all six reproducibility
indicators; this difference is significant for three of the reproducibility indicators. The
average difference in reproducibility across the six indicators is 19 percentage points.
See the Supplementary Materials for details about the statistical tests. “P<0.05 for the difference
between experimental economics and psychological sciences, ~“P<0.01 for the difference
between experimental economics and psychological sciences.
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Materials and Methods

Here we provide further details on the replications (Section 1), the estimation of
standardized effect sizes and meta-analysis (Section 2), the implementation of the
prediction markets and survey (Section 3), the prediction markets performance (Section
4), the comparison of prediction market beliefs and survey beliefs (Section 5), the
comparison of reproducibility indicators between experimental economics and
psychological sciences (Section 6), and additional results and data for the individual
studies/markets (Section 7).

1. Replications
We replicate 18 experimental studies published between 2011 and 2014 in the high-

impact general interest journals the American Economic Review (AER) and the Quarterly
Journal of Economics (QJE). (33—50) The deadline for inclusion in the study was that the
paper should be published or posted as accepted/in press at the website of the journal at
August 1, 2014.

There are a number of different possible experimental designs. The most “classical”
design is the randomized controlled trial (RCT) design, where participants are randomly
allocated to two or more treatments and the outcome is compared between treatments.
This design is for instance the gold standard in medicine in comparing different medical
treatments. The RCT is a between subjects treatment comparison, and this design is also
commonly used in experimental economics (although it is not always the case that
participants are strictly randomly allocated to treatments). Another commonly used
design is a within subject treatment comparison where the same participants are exposed
to two or more treatments and the outcome is compared between the treatments. A within
subject design is typically considered a somewhat weaker identification of treatment
effects as being exposed to the first treatment may affect behavior in the second
treatment. A third common design in experimental economics is to compare the behavior
of a group of participants with a theoretical prediction (e.g. to test if behavior in the
dictator game is consistent with money maximizing behavior).

In this study we decided to include all between subject treatment comparison studies
for replication. To be part of the study a published paper needed to report at least one
significant between subject treatment effect that was referred to as statistically significant
in the paper, and was emphasized as an important finding by the authors of the paper (e.g.
highlighted in the Abstract or the Introduction). If a paper reported more than one
significant between subject treatment effects, we used the following 4 criteria in
descending order to determine which treatment effect to replicate.

1. The most central result in the paper (among the between subject treatment
comparisons) based on to what extent the results were emphasized in the
published papers.

2. If more than one equally central result, we picked the result (if any) related
to efficiency, as efficiency is central to economics.

3. If several results still remained and they were from different separate
experiments we followed the procedure used in the Reproducibility Project
Psychology (79) and picked the last experiment.



4. In case several results still remained we randomly selected one of those
results for the replication. This happened for five studies (38-40,49,50).

If an original study included more than two within subject treatments we only
replicated the two treatments used for the result selected for replication. We excluded
papers that already included a replication in another subject population; one paper was
excluded for this reason (57). We also excluded papers that were replications of previous
studies; one study was excluded for this reason (/7). We furthermore excluded studies
focusing on interaction effects with treatments; two studies were excluded for this reason
(52,53) and studies where participants were selected into treatments based on
performance in the experiment (one study (54) was excluded for this reason).

There were some borderline cases. The study by Fehr et al. (42) was included,
despite mainly being a within subject treatment study (but it also included a between
subjects treatment comparison emphasized by the authors). The Kuziemko et al. (50)
study was included although the treatment effect was estimated based on both between
and within subject treatment variation.

There were four replication teams: a team at Stockholm School of Economics
(responsible for 5 replications); a team at University of Innsbruck (responsible for 5
replications), at team at CalTech (responsible for 4 replications), and a team at University
of California Berkeley/National University of Singapore (responsible for 4 replications).
Replications were not always conducted at the universities of the teams (other labs were
also used). Five out of the 18 original experiments were conducted in German, and the
remaining ones in English. The 5 original experiments in German were replicated in
German speaking populations. Eleven out of the 13 original experiments in English were
replicated in English and the remaining two studies were replicated in German. The same
software and computer programs as in the original experiments were used to conduct the
replications, with the exception of the replication of Kogan et al. (49) where the
replication was conducted with z-Tree (55) and GIMS (56) instead of the original
software (as the software used by Kogan et al. (49) was an online application, which was
no longer maintained and therefore impossible to use).

The replication team responsible for each replication wrote a Replication Report
detailing the planned replication (with the following sections: Hypothesis to bet on,
Power analysis, Sample, Materials, Procedure, Analysis, Differences from original
study). A draft of the Replication Report was sent to the original authors for comments,
and the Replication Reports were revised based on the comments and then posted at
www.experimentaleconreplications.com (we also saved all communications between the
original authors and the replication teams on a special e-mail account). After the
replications had been conducted the Replication Reports were updated with the results of
the replication (the following three sections were added to the reports: Results,
Unplanned protocol deviations, Discussion). After all replications had been completed,
the Replication Reports were again sent to the original authors for comments. After a
revision the final versions were then posted at www.experimentaleconreplications.com
(both the versions prior to the replications and the final versions are posted and publicly
available).

Everyone involved with carrying out the replications did not receive any information
about the prediction markets results or the survey results until all replications had been
conducted. Only three members of the research team (Eskil Forsell and Thomas Pfeiffer,



and programmer Taizan Chan) had access to information about the prediction market
results prior to the completion of the replications. Those three people were not involved
in any replication data collections. Everyone involved with carrying out the replications
were also instructed not to discuss the prediction market with any of the individuals who
participated in the prediction market. This was done to rule out that the persons
conducting the experiments were affected by the prediction market results in carrying out
the replications.

All replications were carried out with at least 90% statistical power. In some cases
the statistical power was larger than 90% depending on the group sizes used in the
experiments. For example, if a group size of 8 subjects was used in the original
experiment, and with randomization to two treatments within each session, the total
sample size used in the replication needed to be evenly divisible by 16. Subjects were
randomly allocated to the two treatments in all replications (even if this was not done in
the original experiment; in the original experiments it is sometimes unclear if participants
were randomly allocated to treatments or not). If possible we randomly allocated subjects
to the two treatments within each session to control for any session/experimenter/time of
day effects. In some cases this was not possible due to restrictions on the number of
participants in the lab at the same time.

The sample size needed for 90% statistical power to detect the same effect size as in
the original study was estimated in the same way for all the replications. We estimated
the fraction of the original sample size needed to get 90% power based on the standard
power formula of a z-test. This fraction is given by: (3.242/z)*; where z is the z-value in
the original study. This formula was used also for studies not using a z-test. In these cases
the reported p-value in the study was converted to the corresponding z-value and then the
above formula was applied. The power estimation for these studies is thus an
approximation.

2. Estimation of standardized effect sizes and meta-analysis

To compare the effect size between the original study and the replication study we
transformed effect sizes into correlation coefficients (r) in the same way as done for the
RPP project (19). Apart from being a well known and bounded effect size measure, the
standard errors of the correlation coefficients are very easy to calculate by applying the
Fisher transformation and depend only on the sample size of the study (with the sample
size here defined as the number of sessions rather than the number of participants if the
test is based on session averages, and the number of clusters rather than the number of
participants if the test is based on regressions with clustered standard errors). We coded
the correlation coefficient to be positive for the original study regardless of the actual
sign to allow negative coefficients from the replication studies to be interpreted as going
in the opposite direction from the original. The relationship between the original and
replication standardized effect sizes (r) can be seen in Fig. S3.

For each study-pair we also computed a fixed-effect weighted meta-analytic effect
size measure as also done for the RPP project (/9). This meta-analytic effect size treats
original and replicated studies equally (except for sample size) and represents the best
inference of effect size when the studies are taken together. More details about these
calculations and the code can be found at www.experimentaleconreplications.com.




We also used the estimated standardized effect sizes to carry out an estimation of
replicability with a “small telescopes” approach recently proposed (23). The approach
entails testing if the replication obtains an effect that is significantly smaller (with a one-
sided test at the 5% level) than a “small effect” in the original study, where a small effect
is defined as the effect size the original study would have had 33% power to detect. We
use an adaptation of the R-package “pwr” (available at
www.experimentaleconreplications.com) to calculate these “small effects”. If the
replication obtains an effect that is significantly smaller than a “small effect” with this
definition it is considered a failed replication. For our study this approach yields identical
results to the meta-analyses (with the same four studies failing to replicate as in the meta-
analyses).

Another approach recently proposed by Leek, Patil & Peng (24), is to estimate a
95% prediction interval for the original estimate and test how many of the replications
that fall within this prediction interval. We did this estimation as well and 15 replications
(83.3%) are within the 95% prediction intervals (Fig. S2); if we also include the
replication with an effect size larger than the upper bound of the prediction i