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Evaluating Survey Quality in Health
Services Research: A Decision Framework
for Assessing Nonresponse Bias

Jonathon R. B. Halbesleben and Marilyn V. Whitman

Objective. To address the issue of nonresponse as problematic and offer appropriate
strategies for assessing nonresponse bias.

Study Design. A review of current strategies used to assess the quality of survey data
and the challenges associated with these strategies is provided along with appropriate
post-data collection techniques that researchers should consider.

Principal Findings. Response rates are an incomplete assessment of survey data
quality, and quick reactions to response rate should be avoided. Based on a five-ques-
tion decision making framework, we offer potential ways to assess nonresponse bias,
along with a description of the advantages and disadvantages to each.

Conclusions. Itisimportant that the quality of survey data be considered to assess the
relative contribution to the literature of a given study. Authors and funding agencies
should consider the potential effects of nonresponse bias both before and after survey
administration and report the results of assessments of nonresponse bias in addition to
response rates.
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Surveys have become an important tool in the health services researcher’s
toolbox. Much of what we know about health services is based on surveys of
health care providers, patients, and other stakeholders. When assessing survey
research quality, we need to consider many factors, including the internal
validity of the conclusions drawn and the external validity of the data as we
extend the conclusions to the population broadly. Although response rate has
become a dominant factor in the assessment of quality in terms of external
validity, it is a flawed indicator of data quality (Fowler et al. 2002). Research-
ers commonly increase sample size to compensate for nonresponse bias; how-
ever, such action does not ensure a representative sample (Groves 2006;
Groves and Peytcheva 2008). The pool of respondents may not offer a
balanced representation of the overall population in question; thus, findings
may not be generalizable to the group at large. Moreover, if the sample is not
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representative of the target population, inferences made about the cause—
effect relationships may be biased. Researchers have suggested that survey
nonresponse shifts the mean values of certain outcomes (e.g., attitudes toward
work) and changes the measured relationships between variables (e.g.,
correlations; see Taris and Schreurs 2007).

A number of authors have underscored the need for researchers to
go beyond response rates in assessing the quality of their data (Cummings,
Savitz, and Konrad 2001; Fowler et al. 2002). In our view, very few research-
ers have addressed this concern. As one indicator, over the past 3 years, 23
papers based on primary survey data have been published in Health Services
Research. Of those, only 12 have addressed nonresponse bias beyond reporting
of the response rate. We propose that this is the case because researchers are
unsure of how to best assess nonresponse bias in their samples and subse-
quently discuss nonresponse bias in their manuscripts. Although there is a rich
literature concerning nonresponse bias in the literature (Groves 2006; Rogel-
berg and Stanton 2007), we translate those works into a decision making
framework to assist researchers in choosing a strategy for assessing nonre-
sponse bias.

DEFINING NONRESPONSE BIAS

One common way to assess the quality of survey data is to examine the
response rate, or the percentage of people who completed the survey after
being asked to do so. As evidence of the perceived importance of response
rates, authors have attempted to determine benchmarks for response rates by
examining the average response rate across a body of research (Asch, Jedr-
ziewski, and Christakis 1997; Sitzia and Wood 1998; Cummings, Savitz, and
Konrad 2001). Although they are an indicator of survey data quality,
response rates are highly problematic. Response rates can be valuable
when they are very high, but even then we have to be careful (e.g., Baines
et al. 2007 found evidence of nonresponse bias even with an 83 percent
response rate). Rather than sole reliance on response rate, health services
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researchers should consider the true impact of nonresponse on their data and
interpretations.

Nonresponse bias is a systematic difference between those who
respond and those who do not respond on a substantive construct measured
by a survey (Taris and Schreurs 2007). The concern with nonresponse bias is
that the conclusions one draws from the data may not represent the popula-
tion; the findings from the respondents may not generalize to the population.
Conceptually, one can think about nonresponse bias in terms of the follow-
ing equation (Rogelberg and Stanton 2007):

Nonresponse bias = Pnr (Xres — Xpop) (1)

In this equation, PN represents the proportion of nonrespondents (1—
response rate), XRes the mean of the respondents on a variable of interest to
the survey (e.g., the dependent variable), and Xp,,, is the population mean on
that same variable. Of course, Xp,, is what we are often trying to estimate (and
impossible to know, in most cases), so this equation is meant more for illustra-
tive purposes than for use in actual calculations. It represents two main com-
ponents. The XRes — Xpop component is an indicator of error. The greater the
difference between the sample and population means, the greater the nonre-
sponse bias. The Pxr component determines the impact that response rate
has on that error; in effect it sets the bounds of nonresponse bias (Rogelberg
and Stanton 2007). If response rate is higher, Py is lower, and nonresponse
bias is lower.

Groves (2006) presents an alternative equation that is mathematically dif-
ferent, yet would yield similar conclusions about bias. His equation is as fol-
lows:

Nonresponse bias = Pxr (XRes — XNonRes) (2)

The first part of the equation is equivalent to the equation above. The
second part, however, subtracts the mean of the nonrespondents XNonRes from
the mean of the respondents rather than subtracting the mean of the popula-
tion from the mean of the respondents. Just as it is impossible to know the
mean in the population in the equation above, it is similarly impossible to truly
know the mean of the nonrespondents (or else they would presumably be
respondents and one would also then know the mean of the population). How-
ever, there may be ways to estimate the mean of the nonrespondents through
a variety of proxies (Groves and Peytcheva 2008). Although imperfect, it
could offer hints about the extent to which the mean of the nonrespondents is
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influencing the statistical inferences about the population. This equation is
valuable because it suggests that nonresponse rate and nonresponse bias are
not necessarily positively correlated. Clearly, as nonresponse rate approaches
zero, the amount of nonresponse bias approaches zero. As the nonresponse
rate and the mean of the nonrespondents are independent, one could have a
very high nonresponse rate with relatively little nonresponse bias (e.g., if
the mean of the respondents and the mean of the nonrespondents are very
similar).

Although the equations for nonresponse bias emphasize differences in
the means between respondents and nonrespondents, it is worth noting that
this can impact other statistics as well. Obviously, any test of mean differences
(e.g., a ttest, ANOVA, etc.) could be impacted by nonresponse bias. How-
ever, other tests of associations between variables (e.g., correlation and regres-
sion) are also influenced by mean values of the variables. As a result,
nonresponse bias goes beyond simply inflated or deflated mean values on a
variable—it can lead to inflated or deflated inferences about the relationships
between two variables.

Researchers would ideally take steps to minimize nonresponse bias
during the study design phase. For example, techniques aimed at increasing
response rates include techniques such as different and multiple survey modes
(e.g., mail vs. telephone vs. internet; Baines et al. 2007; Beebe et al. 2007;
Fowler et al. 2002; Nicholls et al. 2011; Rivara et al. 2011), incentives for par-
ticipation (Deehan et al. 1997; Halpern et al. 2002, 2011), cognitive interview-
ing (Willis, DeMaio, and Harris-Kojetin 1999), and highlighting the match
between the survey and potential participants’ interests (Groves, Cialdini, and
Couper 1992). Along these lines, funders and sponsors of research should help
play a role by understanding that their investment will hold less value if the
researcher is unable to address nonresponse bias prior to data collection.
However, steps to avoid nonresponse bias may not be successful or research-
ers may not be in a position to contribute to the study design (e.g., using sec-
ondary data). As such, our focus is primarily on techniques to assess
nonresponse after data collection.

A DECISION FRAMEWORK FOR ASSESSING
NONRESPONSE BIAS

We summarize various approaches to assessing nonresponse bias in Table 1.
We provide an illustration of how one might implement each of these
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Figure 1: Decision Chart for Nonresponse Bias Assessment
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techniques in an appendix on the HSR website. In Figure 1, we provide a
decision framework that will guide our analysis. We build our framework on
five questions that health services researchers can ask to determine which tech-
niques for assessing nonresponse bias might be most appropriate. In general, we
have arranged the questions in order of how unlikely the researcher is to be able to
answer “Yes.” For example, in most cases, it is least likely that the researcher will
have access to the original population, though we recognize every datasetis unique.

Do You Have Access to the Population?

Our first question is about whether the researcher has access to the population;
in other words, can he or she still collect data from the participants (or the non-
respondents)? In many cases, we theoretically have access to the population,
but it might not be particularly helpful. For example, if one is using data from
a representative sample of adults within a state to examine risk factors associ-
ated with emergency department visits, one might assume that a researcher
could always resurvey from that population. Much of the time, we work with
deidentified data such that even if we could resample from the population, we
would not know who the original respondents were.

However, there may be instances when a researcher has access to the
population and could go back to the population to collect additional data,
either by drawing new samples from that population or going back to the ori-
ginal sample and repeating the call for responses. In those instances, the
researcher may consider changing the mode of the survey (e.g., going from
pencil-and-paper to online or telephone) to reach people with different prefer-
ences for completing the survey and raise the response rate (cf., Fowler et al.
2002; Baines et al. 2007).

A related approach would be to focus on the nonrespondents using a
technique called follow-up analysis. In follow-up analysis, researchers survey
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a sample of the nonrespondents on substantive variables in the study to deter-
mine if any meaningful differences exist between those who did or did not
complete the survey (Sosdian and Sharp 1980). As this group was resistant to
the survey to begin with, researchers will typically use a significantly shorter
survey that includes only the most critical variables (or the variables most sus-
ceptible to nonresponse bias). Revisiting equation 2 above, a researcher could
take the mean on a substantive variable from the respondents and the mean
from the nonrespondents and multiply it by the nonresponse rate to create an
assessment of nonresponse bias. Although helpful in determining the extent of
nonresponse bias, this approach is limited in that nonresponse is typically high
in the follow-up survey, making it difficult to assess the “true” nonresponse
bias.

Are There Questions in the Survey That Might Address Reasons for Nonresponse?

Next, researchers can ask themselves whether the survey includes questions
that might provide hints about the nature and extent of nonresponse bias. This
can take two forms: assessing the level of passive nonresponse and assessing
interest in the survey.

The limited research on nonrespondents (e.g., Rogelberg et al. 2003)
has found that there are meaningful differences between those who actively
choose not to participate (e.g., are clearly opposed to participation) and those
who are passively nonrespondent (e.g., forgot about the survey). Rogelberg
et al. (2003) found that passive nonrespondents were very similar to respon-
dents in their attitudes (and thus their responses to attitude-based surveys).
However, active nonrespondents were significantly different from respon-
dents in their attitudes (see also Rogelberg et al. 2000). This suggests that
active nonrespondents are different from respondents, whereas the differences
between passive nonrespondents and respondents are fewer. Furthermore, it
means that dealing with active and passive nonrespondents requires slightly
different strategies.

Rogelberg and Stanton (2007) suggest that for active nonresponse,
researchers can examine a random sample of the population through focus
groups, interviews, and a very brief survey to assess whether they intend to
complete the survey, and if not, why not (this is essentially identical to the fol-
low-up analysis described above). If the percentage of active nonrespondents
is very low (e.g., below 15 percent), nonresponse is unlikely to have a signifi-
cant impact on the study (Roth 1994; Rogelberg et al. 2003). If, however, it is
a high percentage, the researcher may wish to make changes to the survey or
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survey procedures (e.g., the invitation or incentives) to try to persuade
active nonrespondents to participate. Passive nonrespondents would have
completed the survey, but forgot to do so, did not actually receive it, or some
other related excuse (Peiperl and Baruch 1997).

Passive nonrespondents appear to be more common than active nonre-
spondents in survey studies (Gliksman, Smythe, and Engs 1992; Kaner, Hai-
ghton, and Mcavoy 1998). As Rogelberg et al. (2003) noted, typically these
individuals are not different from the sample of respondents except for areas
of personality or in cases where the survey has something to do with work
demands (see also Beebe et al. 2008; McLeod et al. 2009). Rogelberg and
Stanton (2007) suggest including items in the survey that might assess corre-
lates of passive nonresponse (e.g., workload). If the results indicate a relation-
ship with a substantive variable in the survey (e.g., those who are more busy
seem less likely to use an EHR), researchers should statistically control for
these variables.

Leverage-Salience Theory (Groves, Presser, and Dipko 2000) suggests
that interest in the survey topic, along with other characteristics of the survey
and its administration (e.g., an incentive), is associated with a greater likeli-
hood of responding to surveys. If interest level is associated with substantive
variables in the survey, it is worth considering the extent of this relationship as
a potential indicator of nonresponse bias. For example, if one were conducting
a survey of occupational injuries of registered nurses, lack of interest in a sur-
vey may exist among those who have never experienced an injury or work in
areas where injuries are less likely (e.g., a triage call center). In this case, lack
of interest may lead to an upward bias in the estimation of injuries. One way to
address this is to ask questions about the level of each participant’s interest in
the survey topics (e.g., “On a scale of 1-5, what is your interest in issues related
to occupational injuries?” or by using the survey interest scale developed by
Rogelberg et al. 2001) and statistically control for interest level when conduct-
ing the analyses (Rogelberg and Stanton 2007). This is also consistent with
leverage-salience theory in that asking about interest in a specific substantive
variable (e.g., occupational injuries) would presumably increase the salience
of that topic and thus the likelihood of responding. Similar to some of the
other techniques discussed, this approach does not actually examine nonre-
spondents and therefore may not fully address the issue of nonresponse bias
(Rogelberg et al. 2000).

Another variant on interest-level analysis is to examine differences
between participants who indicate they would be interested in completing a
follow-up survey and those who indicate they would not (Groves and Peytcheva
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2008). One could then examine differences in mean values for the “interested”
versus “not interested” groups, assuming the “not interested” group represents
future nonrespondents. This could be plugged into equation 2 to estimate the
impact of nonresponse on the mean of a variable.

Were the Data Collected in Multiple Waves or Using Multiple Reminders?

A “yes” to this question (and its secondary requirement—that a researcher
knows who filled out the survey at each wave or after each reminder) offers a
proxy of nonresponse based on the people who did not respond to the initial
wave(s) of data collection. The logic behind this approach is based on a pro-
cess called the continuum of resistance, which suggests that each subsequent
wave of participants demonstrates greater resistance in completing the sur-
vey (Filion 1976; Fitzgerald and Fuller 1982; Lin and Schaeffer 1995). By this
logic, one could use the last people to respond (thus, the most difficult to
obtain) as proxies for nonrespondents, as they are closest to nonrespondents
on the continuum of resistance. Thus, we can compare the last group to
respond with the others in the survey to examine potential differences that
might approximate nonresponse bias.

Wave analysis is common, largely because many researchers use multiple
waves of data collection (e.g., reminders) to collect the data. Yessis and Rathert
(2006) highlighted the importance of this approach in health services research,
finding that patients who responded to a reminder for a commercial patient sat-
isfaction measure were significantly less positive in their satisfaction than were
initial respondents (see also Mazor et al. 2002). In this approach, one compares
those who complete the survey prior to the deadline with those who completed
it after the deadline (or in response to a reminder; Ellis, Endo, and Armer 1970).
From this comparison, one would derive means for the late respondents (prox-
ies for nonrespondents) and the early respondents along with the overall nonre-
sponse rate to calculate nonresponse bias based on equation 2.

As with the others, this approach has drawbacks as well. Clearly, one is
not actually assessing nonrespondents, as the later wave participants did
respond to the survey. Therefore, although we can make assumptions regard-
ing nonresponse bias on the basis of this approach, we cannot truly assess it.
Lin and Schaeffer (1995) highlighted the nature of this problem, finding that
even respondents who required a great deal of effort to attain are not compara-
ble to true nonrespondents. Similarly, Davern et al. (2010) found that those
requiring a great deal of effort to attain were not substantively different from
those responding early in the survey process. As such, although this can
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provide some assessment of nonresponse bias, it is limited in its ability to
accurately estimate the extent of the bias.

Are Population Data Available?

Next, one might ask if there are data from the population that are accessible.
Arguably the most common approach to assessing and addressing nonre-
sponse bias has been to examine how one’s sample matches known character-
istics of the population (Armstrong and Overton 1977; Beebe et al. 2011).
There are two different approaches one could take for such comparisons. Most
common is a comparison with general population data (e.g., Census data), typ-
ically focusing on demographics. For example, in their study of nurses in
South Carolina, Ma, Samuels, and Alexander (2003) compared their sample
to the population of registered nurses in the state and found no significant dif-
ferences in gender, age, level of education, and geographic location.

Alternatively, Beebe et al. (2011) compared their sample with another
data source from the same population, matching the data at the participant
(rather than group) level. Examining the impact of Health Insurance Portabil-
ity and Accountability Act authorization forms (HAF) on nonresponse bias,
they conducted a survey and were able to match their survey data to another
data source that included health records that could be linked to participants in
their study. This allowed them to go beyond simple sample versus population
demographics to actually compare respondents with nonrespondents in their
sample and, furthermore, compare them on issues that could be relevant to
the study. As they could track the health status of all of the study participants,
they could determine the extent to which health status impacted the likelihood
that someone would respond to a survey where an HAF was required. As a
result, they could determine that whereas the inclusion of an HAF in a study
may reduce response rates (by 15 percent in their study), the reduction in
response rate had no impact on nonresponse bias.

The population-level comparison and the participant-level comparisons
have advantages and disadvantages. Often the focus is on demographics, as
those are the data most likely to be available (e.g., through state nursing board
databases). Unfortunately, in many cases demographics are not the core
variables in the model tested and may not be markers of nonresponse bias
(Rogelberg and Stanton 2007). However, there are instances where the demo-
graphics are key to the model (e.g., Ma, Samuels, and Alexander 2003; where
demographics were conceptualized as predictors of nurse job satisfaction). In
those cases, the comparison on gender characteristics is a valuable evaluation
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of nonresponse bias, although an incomplete examination as many other
substantive variables in the model are not (or could not be) compared.

Participant-level comparisons address the limitations of the population-
level comparisons by allowing the researcher to more directly compare
respondents with nonrespondents using an external source of data. In some
ways, this approach is closer to the follow-up analysis discussed earlier (and
arguably a stronger approach, as the researcher is likely to have more com-
plete data from nonrespondents). In cases such as Beebe et al. studies (2007,
2008), the participant data could be matched with data that were not only
about the participants, but externally validated (e.g., diagnosis codes from a
physician) rather than self-report. As they note, reliance on self-report data for
certain outcomes, such as health outcomes, could introduce measurement
error that could be interpreted as nonresponse bias (Beebe et al. 2011).

The disadvantage is that such data are rarely available. The Beebe et al.
(2011) study is unique in that they could directly match participants in their
study with an external database. Many researchers work with deidentified data
that will not allow for this approach. However, particularly for studies of the
health care workforce, researchers could find creative ways to obtain data. For
example, collecting employee identification numbers could allow one to
match data collected with the identification numbers to a variety of human
resources databases.

In cases where such data are available, they may yield a number of other
biases that are important to consider. Although there are clear advantages to
the external validation of the physicians in the data used by Beebe et al.
(2011), they are not without concern. Administrative data are also susceptible
to measurement error (Lillard and Farmer 1997). Furthermore, data that are
external but still rely on self-report (e.g., employee reports of occupational
injuries to a human resources department) may skew assessments of nonre-
sponse bias because the external data may themselves be subject to biased
means due to nonresponse.

Have Others Published Similar Data?

In some cases, researchers simply will not have the data needed to conduct the
above analyses. A number of options are available. Rogelberg and Stanton
(2007) suggest benchmarking one’s findings against other published data.
Many measures of constructs in health services research have been used in
other studies. A researcher could examine whether the descriptive statistics
(e.g., means, standard deviation, etc.) for those measures are consistent with
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previously published studies. There are limitations to this approach as well.
If one is looking at a specific group because he or she believes the group is
unique and will differ from the population, such a comparison becomes prob-
lematic. However, in most cases, this approach can be used where other data
are not available.

Finally, one might try to replicate the findings with a new sample (Rogel-
berg and Stanton 2007). Nonresponse bias is a characteristic of an individual
sample; thus, finding similar findings in multiple samples would suggest that
nonresponse bias is not a significant concern. However, this is likely a final
resort given that (1) replication may be more costly than trying to raise the ori-
ginal response rate, and (2) one cannot know if nonresponse bias is acting in
the same way across multiple samples.

CONCLUDING ADVICE FOR AUTHORS

Our basic recommendation to authors is to consider the potential for nonre-
sponse bias before conducting a survey and to follow-up by also considering it
once the data are collected. Where possible, researchers and funders should
consider nonresponse bias before collecting data. For example, the techniques
we have discussed above require specific information, in some cases, to assess
nonresponse. This might require expansion of sampling frames to include
important comparative information (at the very least demographics, but vari-
ables more directly related to the model of interest would be helpful).
Researchers should also consider whether there are external sources of data
they could draw upon to verify results and compare respondents and nonre-
spondents (cf., Beebe et al. 2011). Researchers should consider adding a single
question related to passive nonresponse. Also useful would be to add a ques-
tion about interest in a future survey, as it taps into interest level in the survey
and could also be used to recruit future participation.

Researchers should also consider that nonresponse bias is not necessar-
ily limited to individual respondents; there can be bias associated with organi-
zations choosing not to participate in a study. Although ultimately people
decide not to include their organizations studies, it generates a different
“layer” of nonresponse bias at the organizational level. Several of the tech-
niques discussed above can be extended to this level of analysis (e.g., examin-
ing passive and active nonresponse).

It is particularly important to consider which constructs might be more
or less impacted by nonresponse bias. For example, if one were conducting a
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study of patient responsiveness in paying a bill, it would seem that nonre-
sponse bias could have a major impact. Those who did not respond to the
survey would seem more likely to also be less responsive to bills, perhaps due
to a third variable (e.g., conscientiousness). Nonresponse bias can impact any
variable, but clearly its impact is greater in certain cases.

In addition, we echo Groves’ (2006) call for reporting multiple methods
for assessing nonresponse bias in any given study. Clearly, there are instances
where one would answer “no” to every question in the decision framework
such that multiple nonresponse assessments would be impossible; however,
that seems unlikely in most cases. As each of the techniques has weaknesses, it
would be helpful in evaluations of nonresponse bias for authors to incorporate
multiple assessments of nonresponse bias.

A logical next step after assessing nonresponse bias is to try to reduce it
via analytic tools. Although the emphasis of this article is the assessment of
nonresponse bias, it is worth noting what one could do to address nonresponse
bias. One option is to weight data to account for differences in the sample and
population to “push” the sample data closer to the population (Little and
Rubin 2002). Weighting of the data should be done with some caution, how-
ever. Typically, weighting is based on known population characteristics, which
may not have anything to do with the substantive variables in the model.
Finally, although the underlying goal of weighting (addressing the possibility
that a disproportionate response from one group does not sway the results) is
acceptable, giving greater weight to groups with lower response assumes those
limited respondents are similar to the population. If that is not the case, the
weighting scheme has actually increased nonresponse bias.

As the field relies more heavily on survey data, the quality of those data
must be considered to assess the relative contribution of a given study. Non-
response bias may or may not be an issue in studies. However, it is impera-
tive that authors consider its potential effects both before and after survey
administration.
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