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Abstract—The ability to process human face information is 

crucial in many areas of government, business, and social 

media. Facial recognition provides businesses with the 

ability to provide services that include security, robotics, 

analysis, human resources, mobile applications, and user 

interfaces. Users can access their accounts and sign off 

transactions online just by taking a ‘selfie’. Machine 
Learning algorithms have been developed for face detection 

in media such as picture images. To recognise a face, the 

camera software must first detect it and identify the features 

before making an identification. Face detection is the first 

step of face recognition. In this research, the face detection 

APIs from five of the top public cloud vendors of facial 

recognition software have been tested and evaluated to 

establish which vendor performs the best for accuracy and 

to find any significant differences between the vendor APIs. 

The attributes tested were ‘Gender’ and ‘Age’. Surprisingly, 

the vendor Amazon Rekognition, IBM and FaceX only 

offered the attribute age as a range value rather than 

committing to an exact age. This immediately diminishes the 

accuracy of their respective APIs. The research proves the 

weaknesses in API accuracy by testing the resilience of the 

vendor APIs against degraded images. Azure was the 

overall winner with Rekognition in second place, Kairos in 

third, fourth place was IBM and FaceX took last place.  
 

Index Terms—algorithms, API, dataset, face detection, face 

recognition 
 

I. INTRODUCTION 

Facial recognition is the preferred method of 

biometrics as it is easy to deploy and there is no physical 

interaction required by the end user plus it is extremely 

fast. It is used to identify and authenticate a person using 

a set of recognizable verifiable data unique to that person. 

It does this in two keyways. A 2D or 3D sensor captures a 

face. It then transforms it into digital data by applying an 

algorithm, before comparing the image captured to those 

held in a database. The automated systems can be used to 

identify or check the identity of individuals in just a few 

seconds based on their facial features: spacing of the eyes, 

bridge of the nose, contour of the lips, ears chin etc. [1]. 

This research focuses on face detection which is the 

process of detecting and locating human faces in images. 

It is the first stage of face recognition.  
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This research is based on a requirement to create an 

online application for a bank that can offer a secure login 

assistance to customers who want to make transactions on 

their savings accounts. The approach was to identify five 

of the best face recognition public cloud vendors on the 

market and to test the resilience and accuracy of their 

Face detection API’s. The vendors under observation are 

Microsoft Azure Face API, Amazon Rekognition, IBM 

Cloud Visual Recognition, FaceX and Kairos [2]-[7]. 

There are many limitations in facial recognition for 

example lighting, posing angles, quality of the images, 

real time tools verses static image tools. Web services are 

making it easier to develop applications and cloud 

technology is making it cheaper and simpler to store and 

access data. These techniques can be measured by 

comparing their accuracy with a chosen dataset. This was 

conducted by manipulating and degrading six images 

from a carefully predefined dataset and simulating the 

conditions that can be experienced when taking photos on 

a mobile phone. The degraded images were then tested 

for resilience using the vendor API. 

The properties used to degrade the images were Blur, 

Brightness, Contrast, Rotation, Noise, Person not looking 

at the camera, and Transparency. The data resulting from 

the tests was analyzed and evaluated to determine if there 

were any significant differences between the API’s and 
decipher which of the show cased vendors offer the best 

quality and accuracy in the industry of facial recognition 

software. This would determine which vendor software if 

any were suitable for the banking application. [8]-[12]. 

II. THE EXPERIMENT 

The focus of the experiment was on measuring and 

testing the performance of face detection API software 

using the five chosen vendors that were selected for this 

research paper.  

A. The Dataset and Image Manipulating/Degradation 

For the purpose of authenticity, a carefully selected 

group of images was chosen from a dataset called 

‘VGGFace2’ [13]. All images that were downloaded 

came with the gender, YOB and ethnicity of each person. 

This was crucial information as the actual measurement 

of performance was based on the outputs from the 

attributes; gender and age of the person in the image file 

being degraded. These images included a combination of 
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gender, ethnicity, and age as well as males with facial hair, 

glasses, not looking at camera with black and white 

images as well as colour. Six images were finally selected 

from the dataset and were manipulated for testing 

purposes. 

The images were degraded by using filters and 

manipulation software ‘Gimp’ and ‘Ultra Office Suite’. 
These were used to mimic conditions that could be faced 

by a user taking a selfie with a camera. The conditions 

included blurring, brightness, contrast, not looking at 

camera, noise, rotation, and Transparency.  

The conditions were measured starting at zero 

degradation with a clean image and degrading the image 

in 5% intervals until the image was degraded to 100%. 

These were small enough increments to capture precise 

results.  

It was decided to measure the performance of the 

API’s based on the accuracy of the API’s. Accuracy 
became the variable on the Y-axis as it was the dependent 

variable. This value would range from 0% to 100%. 

The constant variable which was used to measure 

against the accuracy was Degradation on the X-axis. This 

value would range from 0 to 100%. The dataset consisted 

of 117 images on completion of degradation. 

B. Testing the Vendor API Software 

The next step was to test the API Vendor software 

using the degraded images for test conditions; Blurring, 

Brightness, Contrast, Not Looking at Camera, Noise, 

Rotation and Transparency. The five vendors selected 

were Microsoft Azure, Amazon Rekognition, FaceX, 

IBM Bluemix and Kairos. The two attributes that were 

chosen to be measured were ‘gender’ and ‘age’. The 
reason these two attributes were chosen was because they 

were the common denominator attributes provided by all 

five Vendor API’s. The testing was carried out 
comprehensively on all five vendors with Microsoft 

Azure being demonstrated in detail below. 

C. The Microsoft Azure Face API - Face Detection 

Microsoft Azure Face API was the most informative, 

well documented, and user-friendly option of the five 

chosen vendors. It provides documentation with running 

commentary through each stage of automating their API’s 
[2]. 

Prerequisites: 

 Choose a language to use for automation 

(JavaScript) 

 A URL address to access the image being analysed. 

 A free subscription-key  

 A location address provided on site.  

 Code Studio Editor 

Method: 

Detect faces in an image using REST API and 

JavaScript 

 Initialize the html file by creating a file in Code 

Editor and save it as a HTML file. Copy the title 

html code inside the body element of the 

document from the Azure site to add a basic user 

interface and a URL field, an Analyze Face button, 

a response pane, and an image display pane. 

 Write the JavaScript. The site provides code to 

copy into the editor. It sets up the JavaScript code 

that calls the Face API. This section includes 

adding the subscription key which offers you 

access to the API code. The free subscription key 

is generated in the region chosen as the location. 

 When finished entering the code the parameters 

and Post code is included. 

 The html file is saved to the stored location. 

 To run the script, the user opens the html file in 

the browser, then clicks the Analyze Face button, 

the application displays the image from the given 

URL and prints out a JSON string of face data. 

Fig. 1 shows image type used for the experiment; 

female of Middle Eastern origin born in 1974. In the 

second example, Fig. 2 shows image degraded by 

increasing the contrast by 75%. The over exposure level 

is visible in the image. 

Fig. 3 is an example of the output from Azure FACE 

api after running the code and opening the html file in the 

browser.  

 

Figure 1.  0% contrast. 

 

Figure 2.  75% contrast. 

D. Creating an Algorithm for Scoring Age 

For this experiment, an algorithm was created in Excel 

for vendors; FaceX, IBM and Rekognition to penalise 

their final API score because one of the attributes which 

was age was offered as a range rather than committing to 

an exact number. Fig. 4 shows the steps of the algorithm. 

21

Journal of Image and Graphics, Vol. 9, No. 1, March 2021

©2021 Journal of Image and Graphics



 

Figure 3.  With Azure the following characteristics are returned in the results. 

Algorithm Steps 

Step 1 

Input age range in cell A and B 

Step 2 

(A2:B2)/2 

Step 3 

Input age of model in cell D 

Step 4  

SUB(D2, C2) 

Step 5 

(C2/D2*100) 

Step 6 

100 – F2/2 = Total to be deducted from score 

Figure 4.  Steps of the algorithm in excel. 

E. Results of Experiment

 

Figure 5.  Example of CSV file content. 

On completion of gathering the results for all five 

vendors, a CSV file was created with the entire results as 

a table. This consisted of 636 data entries with percentage 

results. The file consisted of four headings; Vendor, IMT 

(Image Manipulation Type), Degradation and Accuracy 

and was subdivided into seven separate files. Each of the 

seven files was grouped by degradation type which were 

Blur, Brightness, Contrast, Noise, Not looking at Camera, 

Rotation and Transparency. Fig. 5 shows a section of this 

CSV file. 

III. ANALYSIS OF RESULTS - BRIGHTNESS CATEGORY 

The next stage of the research was to set up the results 

in r studio and run statistical tests to analyse the accuracy 

and performance of the API results. This was conducted 

for each category using the respective CSV results files. 

In this chapter a subset of the testing is described using 

‘Brightness’ as the example. 

A. Scatterplots: Observations of the Data 

For the first stage of testing, scatterplots were created 

in r for each vendor. The purpose of using the scatterplot 

was to analyze how the X and Y-variables relate to each 

other. Scatterplots are the best method for showing a non-

linear pattern and the range of data flow, i.e., the 

maximum and minimum value, can be easily determined. 

A Linear model is the right model to test when there are 

two variables - X and Y which are continuous. 

Fig. 6 is an example of the scatterplots; the X-axis 

represents the degradation measuring from 0% to 100%. 

The Y-axis represents the accuracy of the API measuring 

from 0% to 100%. As can be seen in all five scatterplots, 

there are phase changes or jumps in the data. For the 

experiment, the images were degraded by gradually 

brightening them at intervals of 5%, recording the API 

output each time until they were either degraded up to 

100% or up to the point where the API failed. With all 

five scatter plots the API quality goes from high quality 

readings of 80% to 90% accuracy on the Y-axis to 
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breaking completely at 70% to 80% degradation on the 

X-axis for all vendors. This is demonstrated by the slope 

on each graph showing the negative relationship between 

the X and Y variables. The pattern for all five vendors is 

reasonably similar. 

 

Figure 6.  Brightness scatterplots for the five vendors. 

B. Shapiro Wilk Test 

For the second stage of testing, a Shapiro-Wilk test 

was performed in r on each vendor. The Shapiro Wilk test 

is a one tailed test that tests for normal distribution. The 

test gives a p-value; small values indicate the sample is 

not normally distributed. There are two hypotheses in a 

Shapiro Wilk test, the null hypothesis (HO) that the 

residuals are normally distributed. If the p-value is greater 

than the chosen alpha level, then the null hypothesis 

cannot be rejected as there is no evidence that the 

residuals tested are not normally distributed. The 

alternative hypothesis (H1) that if the p-value is less than 

the chosen alpha level, then the null hypothesis is rejected 

as there is evidence that the residuals tested are not 

normally distributed.  

The Table I below shows the result of the Shapiro-Wilk 

test for each vendor for the category Brightness. The p-

value for each of the vendors is greater than the chosen 

alpha level of 0.05, so we cannot reject the null 

hypothesis that the residuals are normally distributed.  

TABLE I. SHAPIRO RESULTS TABLE FOR BRIGHTNESS 

Vendor p-value Result 

IBM 0.2144 The p-value is > 0.05  

Azure 0.3439 The p-value is > 0.05  

Kairos 0.3256 The p-value is > 0.05  

Rekognition 0.2408 The p-value is > 0.05  

FaceX 0.258 The p-value is > 0.05  

C. Analysis of Variance – ANOVA 

For the third stage of testing, the mean of each vendor 

was taken for Brightness as seen in Table II below. Then 

an Anova test was performed on all means. An Anova test 

was chosen for this experiment because it allows 

comparisons between the means of three or more groups 

of data, in this case there are five groups of data. It is a 

hypothesis-based test, meaning that it aims to evaluate 

multiple mutually exclusive theories about the data.  

TABLE II. MEAN OF FIVE VENDORS FOR BRIGHTNESS 

Vendor Azure    FaceX      IBM Kairos Rekognition 

Mean 55.92238 55.49381 66.75857 62.75952 64.71190 

 

There are two possible hypotheses in a one-way Anova, 

the null hypothesis (HO) that there is no difference 

between the groups and equally between the means. The 

alternative hypothesis (H1) that there is a difference 

between the means and groups, that at least one sample 

mean is not the same as the others. 

TABLE III. P-VALUE RESULT FROM ANOVA 

P−value (PR(>F)) 

0.847 
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The value in Table III shows the result of running the 

Anova test in r. If the p-value is greater than alpha; the 

difference between the means is not statistically 

significant. If the p-value is greater than the significant 

level, there is not enough evidence to reject the null 

hypothesis that the population means are all equal. 

In this case the p-value is greater than Alpha, which is 

0.05, therefore there is no difference between the means 

of the five vendors. This is reinforced by viewing the 

means of the five vendors in Table II. 

 

Figure 7.  ANCOVA model with slopes for five vendors – Brightness. 

D. Analysis of Covariance – ANCOVA 

For the fourth stage of testing, an Ancova test was 

performed in r on all vendors for category Brightness. 

Ancova which is the analysis of covariance evaluates 

whether the means of the dependent variable are equal 

across levels of a categorical independent variable [13]. It 

is a combination of an Ancova and a regression analysis. 

In basic terms, the Ancova examines the influence of an 

independent variable or a dependent variable while 

removing the effect of the covariate factor. Ancova is 

being used because the five regression lines can be 

compared to each other; The Ancova tells us whether the 

regression lines are different to each other in either slope 

or intercept. An Ancova is graphed with a scatterplot, the 

independent variable is on the X axis and the dependent 

variable is on the Y axis. Each vendor is represented by a 

different colour with a legend identifying the vendors on 

the graph as shown in Fig. 7 above.  

This shows the results after running the Ancova test 

commands in r. From viewing the graph, the correlation 

between the x and y variables is negative because as one 

variable increases, the other variable decreases. The slope 

on the x -axis increases as the y variable accuracy 

decreases. As the degradation of the image increases, the 

accuracy of the API’s decrease and the APIs stop working 
for each vendor. This generally happens at about 70% to 

80% degradation. 

Table IV lists the Vendor API performance which was 

established from taking the readings from the Ancova 

graph. IBM, which is the top slope and coloured green is 

the winner as it has the highest Accuracy while FaceX 

which is coloured red performed the worst with the least 

accuracy. 

 

TABLE IV. CATEGORY WINNER RESULTS TABLE FOR BRIGHTNESS 

Vendor Position 

IBM 1st Place 

Kairos 2nd Place 

Rekognition 3rd Place 

Azure 4th Place 

FaceX 5th Place 

IV. CONCLUSION 

On completion of the research, there were 117 images 

in the dataset degraded for testing the APIs of the five 

vendors. 636 data results were recorded in response to the 

testing and that data was statistically evaluated in r studio 

to establish the winning API vendor and the differences 

between the accuracy of the API’s. 

 

Figure 8.  Overall API accuracy winners. 

Fig. 8 shows the winner for overall API Accuracy with 

Microsoft Azure taking first place, Rekognition second 
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place, Kairos in third, fourth place was IBM with FaceX 

taking last place. Overall, looking at the statistics there 

was not a huge difference in performance between the 

vendors. 

Surprisingly, the vendor Amazon Rekognition only 

offered the attribute ‘age’ as a range value for its face 
detection API. This limits the use of this API and one 

would question how accurate the API could possibly be 

with a broad age range value. IBM and FaceX API also 

fail to commit to an exact age. FaceX had an interval of 

twenty years for their age range which is huge when you 

consider that it could be the difference between detecting 

a person’s age as being in their early twenties when they 
are actually in their forties. 

Recommendations for future work would be to create 

and offer algorithms that can call API’s with exact 
attributes and not ranges to ensure market confidence in 

the accuracy on the API. 

A conclusion was drawn from reading the Azure 

website, that Microsoft makes it clear that their API is 

very dependent on outside influences such as lighting, 

angles, image size and oscillations. The API is only as 

good as the image it is working with. Arguably, the API 

algorithm should be robust and intelligent enough to 

recognise obstructions and retain accuracy during 

performance. Face detection technology can detect frontal 

or near-frontal faces in a photo, regardless of orientation, 

lighting conditions or skin colour [14]. 

From analysing the results of the degraded APIs, there 

was a negative relationship between the variables in most 

of the groups or categories of data with Rotation being 

the exception. This shows the weaknesses in the API’s, 
starting with a high performance mostly breaking 

completely at a certain threshold. 

Most scatterplots had phase changes, jumps in the data 

or changes in the way the API performed often going 

from high performance to breaking completely instantly. 

This demonstrated how the APIs responded to the 

degradation of the images. 

It is clear from the experiment that improvements can 

be made to all vendor API’s in all areas that were tested, 

particularly for FaceX which scored the lowest overall. 

The testing could be carried out more profoundly with 

a larger dataset and working in increments smaller than 

5% intervals. This would also require more time and 

effort. 

From current state of the art trends, the results back up 

the current feeling that Face recognition is not a 100% 

reliable source of biometrics and is prone to error under 

certain conditions. It is a fascinating, quick, and easy 

biometric technique and is capturing the interest of every 

technology company dealing with AI and machine 

learning. With improvements it has the capacity for 

further beneficial practices in the future. 
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