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Introduction 
 
Suicide is an important health challengeand one 
of the main leading causes of premature death 
worldwide (1, 2). Suicide rate is among the top 
three causes of death in people aged 15-44 yr old 
(3). The rate of suicide related death is one mil-
lion, annually. Suicide causes 1.53 million deaths 
by 2020 (4). The rate of suicide ideation is re-
ported to be highest among elderly (1). Com-

pleted suicide is 5% to 10% of suicide attempts 
including one attempt in every 3 and one death 
from suicide in every 40 sec (5).  
According to the report of Iranian Ministry of 
Health and Medical Education in 2004, suicide is 
the 13th cause of death (6) and the second cause 
of death from external causes of morbidity(7), 
the rate of suicide attempt is 3 times in women, 
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while, the rate of completed suicide is 4 times 
more common in men (8). Among Iranian popu-
lation at 2012, 3216 suicide attempts occurred 
including 6 suicide attempts per 100,000 popula-
tions with the highest rate in the second decade 
of life (9, 10).  
Classification is defined as an approach to deter-
mine a class for a new object applied using dif-
ferent methods such as data mining (machine 
learning) techniques (11). Decision tree (DT), k-
nearest neighbor, logistic regression (LR), naive 
Bayes, C4.5, support vector machine (SVM) and 
linear classifier are among conventional classifica-
tion methods (12-14).  
Classification methodsinclude two main steps: 
First, a training sample of the dataset is deter-
mined randomly to find the model and the 
second step tests the resulted model (12). Ac-
cording to the kind of dataset, different methods 
result in different accuracy of prediction. The 
comparison among the methods can be applied 
using different criteria such as area under curve, 
which measures the accuracy of the prediction 
(13).  
Among different classification methods, LR is 
the most popular predicting the presence or ab-
sence of an attribute using covariates. However, 
DT is preferable when there are predetermined 
set of attributes, the response is discrete and dis-
junctive and graphical results are required (15). 
Artificial neural network (ANN)as a non-linear, 
flexible, and general tool is capable of dealing 
with any sort of arbitrary function. Support vec-
tor machine (SVM)is a kind of generalized linear 
models with a classification decision according to 
the value of the linear combination of 
features(16, 17). 
This study aimed to determine factors putting 
people at a higher risk of completed suicide using 
different classification methods including LR, 
DT, ANN and SVM. 
 

Methods 
 
We used the dataset of a study conducted to pre-
dict risk factors of completed suicide in Hamadan 

Province, the west of Iran, in 2010 (18). The da-
taset was based on a large population survey 
conducted in 2010 where all cases of suicide oc-
curring in Hamadan Province from Apr 2008 to 
Mar 2010 were enrolled. Of 5414 people who 
attempted suicide, 457 died of suicide. 
The presence of missing values was 17% in the 
dataset; therefore, expectation maximization 
(EM) algorithm was used for imputation. For this 
purpose, parameters in the equations imputed the 
missing values (expectation), then, parameters 
were updated using all observations including the 
imputed ones (maximization). This procedure 
ended at the convergence (19). To assess the fatal 
suicide, which is a binary variable; using several 
risk factors, several classification methods were 
performed. Factors affecting a fatal/non-fatal 
suicide were included in classification methods. 
Affective factors were then determined in each 
method. The data needed to be divided into two 
sub-sets where training sample of the dataset 
finds the model and the testing sample tests the 
resulted model. The test and training samples 
were composed randomly among cases. The re-
sult derived from the learning sample (70% of 
cases) was then evaluated by utilizing the test 
sample (30% of cases). The applied methods 
were compared using sensitivity (SE), specificity 
(SP), positive predicted value (PPV), negative 
predicted value (NPV), accuracy (ACC), and the 
area under curve (AUC). 
Logistic Regression: LR is one of the most common 
applied classification methods in medical data 
analysis. The model can be written as:  𝑙𝑜𝑔⁡( 𝜋

1− 𝜋) = 𝛼 + 𝛽𝑖𝑥𝑖𝑘
𝑖=1  

In this model,the𝑥𝑖 's are the covariates to classify 

the response and the 𝛽𝑖 's are the regression coef-

ficients. The logit 𝑙𝑜𝑔⁡( 𝜋
1−𝜋) indicates the odds 

ratio of classifying the response in category one 
than zero.  
Artificial Neural Network: This method is an in-
formation-processing tool based on human brain 
performance. Among different ANN models, 
multilayer perceptron (MLP) is the most com-
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mon used method, which includes layers as input, 
output, and hidden with nodes in each layer. An 
activation function transforms the data in each 
layer to the latter one by introducing a degree of 
non-linearity. Input layer consist of all risk factors 
affecting the result of suicide, here including 6 
variables. The response variable is shown in the 
output layer with two nodes as the possible out-
comes for suicide attempts. To find the best per-
formance of the network, a complicated non-
linear mapping between input and output layers 
is found using the number of nodes determined 
empirically in the hidden layer (20).  
Support Vector Machine: A mapping function 
whether a classification or regression function is 
used in SVMs. To classify the result of suicide, a 
non-linear kernel function is used in order to 
transform the input data to a high-dimensional 
space where the input data can be separated as 
well. Radial basis function (RBF) kernel consists 
of two parameters trading off misclassification of 
training sample against simplicity of the decision 
surface (cost parameter) and to evaluate the in-
fluence degree of a training sample. Choosing the 
kernel function as well as the parameters, ac-
claims SVM as a flexible method, which the abili-
ty of the user can make the results more appeal-
ing. Using maximum-margin hyper planes, the 
classes will be best separated in the data. By con-
trasting two parallel hyper planes on each side of 
the separating hyper plane, the minimum genera-
lization error will be achieved when the distance 
between the hyperplanes takes place (21).  
 
Decision Tree 
The DT can be applied when the aim of the re-
search is to identify or discriminate high-risk sub-
jects. Three components are included in DT: de-
cision nodes, branches, and leaves. The direction 
begins at the node and extends to the leaf, which 
connects the features. The tree is a disjunction of 
these connections and these disjunctions separate 
the branch population into sets with the same 
likelihood of events. At each stage, the disjunc-
tions cause the highest possible predictive power. 
The graphical feature presentation makes ease of 

interpretation and allowing to different alterna-
tives (15). 
To check the adequacy of the models, indices 
such as sensitivity, specificity, diagnostic accuracy 
(DA), positive predictive value (PPV), negative 
predictive value (NPV), and the area under curve 
(AUC) were calculated using the observed data as 
the gold standard. The Cochran-Q test was used 
to check differences in proportion among me-
thods. To assess the association between the ob-
served and predicted values several statistics were 
measures such as Ø coefficient, contingency 
coefficient, and Kendall tau-b.  
 

Results 
 
Of 5414 people who attempted suicide 50.8% 
were male, 53.7% were married, 92.8% had no 
history of suicide, 47.3% and aged between 20 to 
29 yr, 8.4% (457 subjects) died of suicide. The 
mean age of subjects was 26.3 yr (25.3 yr in fe-
males and 27.3 yr in males) ranged from 10 to 90 
yr. To identify the risk factors affecting com-
pleted suicide, LR, SVM, DT and ANN were 
performed to the data. 
The test and train samples were composed of 
1626 (30%) and 3788 (70%) cases, respectively. 
The test sample evaluated the results from train-
ing sample. The factors such as gender, job, age, 
education, marital status, and history of suicide 
attempt were considered as the explanatory va-
riables for the performed methods. 
Completed suicide was significantly associated 
with gender (P<0.0001) and age (P<0.05) in the 
LR model. Accordingly, males were 8.55 times 
more kill themselves by suicide than women. 
Those aged between 20-29 yr old was 3.14 times 
more likely to die from suicide than those aged 
10-19 yr (Table 1). 
Among several ANN models, the best model in-
cluded one hidden layer and six hidden nodes. 
Hyperbolic tangent and softmax were the activa-
tion functions for hidden and output layers, re-
spectively. The importance of the variables is 
shown in Fig. 1 presented by scores using sensi-
tivity analysis.  
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Table 1: Logistic regression model results 
 

Variables Adjusted Odds Ratio(95% CI) P value 

Gender   
Female 1.00  
Male 8.55 (3.90, 18.78) <0.0001 

Age group (yr)   
10-19 1.00  
20-29 1.68 (1.04, 2.72) 0.033 
30-39 3.14 (1.80, 5.50) 0.001 
40-49 3.09 (1.60, 5.98) 0.001 
50-59 5.72 (2.77, 11.83) 0.001 
60-69 6.50 (2.51, 16.87) 0.001 
70-79 4.90 (1.67, 14.43) 0.004 
80-90 6.93 (1.22, 39.51) 0.029 

 

 

 
 

Fig. 1: The normalized importance of the variables in decision tree and artificial neural network 
 
To perform the SVM model, Gaussian radial ba-
sis function was used as the best non-linear ker-
nel function for classifying the successful at-
tempts. This method showed a kernel parameter 
(sigma) of 0.24, a cost parameter of 5, and 2178 
support vectors as the estimated parameters of 
the kernel function. In training sample, the 

weight assigned to the SVM method was 11 for 
completed suicide and one for suicide attempt. 
The decision tree analysis resulted in 8 rules. In 
each node, the probability of completed suicide is 
presented according to the condition mentioned 
in its corresponding branch (Fig. 2). Moreover, 
the sensitivity analysis was performed (Fig. 2). 

 

100
96.3

91.7

33.5

21.9

3.1

100

61.6

83.5

42.4

57.2

5.8

0

20

40

60

80

100

120

Gender Job Age Education Marital Statust History

S
c
o

r
e

DT ANN



Iran J Public Health, Vol. 45, No.9, Sep 2016, pp.1179-1187  

1183                                                                                                      Available at:    http://ijph.tums.ac.ir 

 
 

Fig. 2: The classification tree with the probabilities of success for suicide attempts in each node 
 
A comparison of sensitivity, specificity, positive 
probability value, negative probability value, ac-
curacy and the area under curve for training and 
testing sets of classification methods are shown 
in Table 2 and Fig. 3. Cochran-Q test resulted in 
differences between proportions in different me-
thods (P<0.001). Multiple comparison adjusted 
for significance level was performed using 

McNemar test which showed a significant differ-
ence in proportions of any two methods 
(P<0.001). To evaluate the association of the me-
thod predictions and observed value of suicide 
attempts, Ø coefficient, contingency coefficient, 
and Kendall tau-b were performed which re-
sulted in the best performance of SVM in com-
parison to others (Table 3). 

 
Table 2: Comparison of classification techniques 

 

Model Training Sample Testing Sample 

LR DT ANN SVM LR DT ANN SVM 

Sensitivity 0.72 0.88 0.74 0.85 0.73 0.85 0.75 0.53 
Specificity 0.63 0.46 0.60 0.67 0.65 0.46 0.60 0.68 
Positive predictive value 0.15 0.13 0.14 0.19 0.16 0.13 0.15 0.14 
Negative predictive value 0.96 0.97 0.96 0.98 0.96 0.97 0.96 0.94 
Accuracy 0.64 0.50 0.62 0.68 0.65 0.49 0.62 0.67 

LR: logistic regression, DT: decision tree, ANN: artificial neural network, SVM: support vector machine 
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Fig. 3: The area under curve for the performed methods 

 
Table 3: The association of performed methods with observed values  

 

Association Coefficient Method 
 LR DT ANN SVM 

Ø coefficient 0.206 0.190 0.197 0.239 
Contingency coefficient 0.202 0.187 0.193 0.232 
Kendall tau-b 0.206 0.190 0.197 0.239 

LR: logistic regression, DT: decision tree, ANN: artificial neural network,SVM: support vector machine 
 

Discussion 
 
In this study, gender was recognized as a signifi-
cant risk factor for predicting completed suicide 
so did for age, and educational level in different 
applied methods. Despite not being significant, 
marital status and history of suicide were the less 
important variables predicting completed at-
tempts in DT and ANN. 
In a study, the risk ratio of completed suicide was 
reported7.1 for males comparing to females. Fur-

thermore, age of 21-30 yr was associated with the 
highest rate of completed suicide. Classifying 
educational level into three categories (low-
intermediate-high), the intermediate educated 
cases associated with the highest ratio of com-
pleted suicide. Moreover, they showed that mar-
ried cases were more prone to die comparing to 
the single people (22). In other study, men se-
lected high-risk methods of suicide and suicide 
related mortality rate was higher in men (23). The 
rate of completed suicide was 2.5 in males com-
pared to females. Moreover, age, occupation, ma-
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rital status, and educational levelwere reported as 
significant risk factor for completed suicide (24). 
Age was affecting significant variable for suicide 
with the highest age-specific suicide after 45 yr 
old in both Japan and South Korea (25). Marital 
status was a significant risk factor resulted from 
the odds of completed suicide 2.77 for married 
cases (26). 
This study showed that among four statistically 
different classification methods including SVM, 
LR, DT and ANN for this data, SVM had the 
best performance in classifying the risk factors 
associated with completed suicide. In spite of the 
least sensitivity in the testing sample and pres-
ence of unbalanced data (8.3% fatality in training 
sample), SVM had the outperformance among 
mentioned methods and indicated the highest 
association between SVM predicted and the ob-
served values as well as the highest accuracy. Al-
though, the assigned weight for the training sam-
ple was the best choice among all other assign-
ments, the testing sample did not result in the 
same shape as the training sample because of dif-
ferent rates for fatal to non-fatal suicide attempts. 
To compare seven classification methods based 
on sample size and type of attributes, a sufficient 
number of records DT, SVM, k-nearest neigh-
borhood and C4.5 obtained a higher area under 
curve than LR, naive Bayes, and linear classifier 
(27). In another study, several classification me-
thods including linear discriminant analysis, logis-
tic regression, neural networks, support vector 
machines, classification trees and random forests 
were used to predict the dementia. Despite of the 
highest specificity and lowest sensitivity of SVM, 
this method had the highest accuracy among all 
different methods (28). 
The functioning of SVM based methods against 
ANN assessed in a study of analytical chemistry. 
They recommended that the SVM-based ap-
proach for practical application according to the 
robustness (29). Conducting an empirical com-
parison between SVM and ANN, for classifying 
document-level sentiment, ANN showed a better 
statistically significant prediction comparing to 
SVM, even on the context of unbalanced data 
(30).  

Finding predictive models for pre-operative diag-
nosis of rotator cuff tear, ANN and LR were 
compared. The study resulted in a higher predic-
tive accuracy of ANN than LR (31). In a study, 
ANN and DT were applied to predict hospital 
charge for gastric cancer patients. An outperfor-
mance for ANN was found compared to DT 
where the mean absolute errors for the former 
were less than the latter one (32). To classify the 
magnetic resonance imaging data in Alzheimer’s 
disease, different classification methods DT, 
ANN, SVM and orthogonal projections of latent 
structures (OPLS) were compared. Although 
there was no statistical difference among several 
methods, SVM and OPLS outperformed slightly 
than DT and ANN (33).  
In a study that assessed differences between SVM 
and LR, concluded that SVM achieves a better 
performance in comparison to LR when fewer 
variables are included (34). To determine statisti-
cally the sex from craniometrists, three different 
methods LR, SVM and linear discriminant analy-
sis were compared. The study showed a better 
reliability existed for males than females using all 
the methods while the results for SVM had to be 
developed. Moreover, they found that LR was 
much more feasible than SVM according to the 
choice about the kernel function and the parame-
ters (35). Predicting the hospital mortality in criti-
cally ill patients with hematological malignancies, 
SVM and LR were applied. The comparing re-
sults were not statistically significant even though 
LR was resulted in a better predictive accuracy 
comparing to SVM. Moreover, to predict the 
model using SVM, only 4 variables were needed, 
whereas this number was 7 and 8 for LR (36).  
 

Conclusion 
 
Despite its limitations such as missingness in the 
data imputed, this study compared four different 
methods suggesting SVM as the best classifier 
model, which may help the policymakers deter-
mining suicide risk factors. This may reduce the 
amount of suicide attempts and its social conse-
quences. SVM had a better performance in classi-
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fying risk factors of completed suicide than other 
classification methods including DT, k-nearest 
neighbor, LR, naive Bayes, C4.5, SVM, and linear 
classifier. The flexibility of this method according 
to several choices for parameters and kernel 
function can make it as the first choice method 
for classification of such data. 
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