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Evaluating the Linearized Almost Ideal 
Demand System 

Adolf Buse 

Linearizing the Almost Ideal Demand System (LAIDS) by recourse to the Stone share 
weighted price index is common practice. Two issues are addressed here. First, 
scrutiny of the errors-in-variables implications of the linearization reveals that, not 
only is the SUR estimator inconsistent, but a consistent IV estimator cannot be 
constructed. Second, some alternatives to the Green-Alston elasticities specifically 
designed for the LAIDS model are developed, but neither these nor the Green-Alston 
elasticities are found to have any advantages over the conventional elasticity 
formulae. Some errors in the Green-Alston (1990) paper are corrected. The 
inconsistency and elasticity issues are documented by a Monte Carlo investigation. 

Key words: Almost Ideal Demand System, inconsistency, instrumental variables, 
Monte Carlo, seemingly unrelated regressions. 

The Almost Ideal Demand System (AIDS) of (IV) framework, a consistent IV estimator can- 
Deaton and Muellbauer has become the model not be constructed. My second theme is in- 
of choice for many applied demand analysts. It spired by the recent work of Green and Alston 
is relatively easy to account for this popularity. (1990, 1991) who have advocated calculation 
The model is  grounded in a well-structured of income and price elasticities specifically de- 
analytical framework, accommodates certain signed for  the LAIDS model. I extend the 
types of aggregation, is apparently easy to esti- Green-Alston approach by developing some al- 
mate, and permits testing of the standard re- ternative LAIDS elasticities, but neither these 
strictions of classical demand theory. Although nor the Green-Alston elasticities are found to 
the model is intrinsically nonlinear, the linear- have any advantages over conventionally used 
ized version of AIDS (LAIDS) using the Stone formulae. As a byproduct of this investigation, 
share weighted price index is widely used to I also correct some errors in the 1990 Green- 
simplify the estimation process. The LAIDS Alston paper. The inconsistency and elasticity 
model is the focus of this paper.' I address two issues are addressed by an extensive Monte 
principal issues. First, the errors-in-variables Carlo investigation. 
implications of the Stone index linearization 
have never been properly scrutinized. I find 
that not only is the standard Seemingly Unre- Estimation 
lated Regressions (SUR) estimator inconsistent 
but, within the standard instrumental variable The AIDS model is defined by 
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where wit is  the expenditure share of the ith 
good, p,, is its price, and x, is total expenditure. 
The adding up conditions are given by 

whereas homogeneity and symmetry are de- 
fined, respectively, by 

n 

(4) C Yij = 0 
i 


The adding-up conditions imply a singular vari- 
ance-covariance matrix for the disturbances and 
this is handled in the conventional manner by 
deleting the nth equation. If prices and total ex- 
penditure are exogenous, (1) is  a nonlinear 
seemingly unrelated regressions model which 
can be consistently and asymptotically effi- 
ciently estimated by maximum likelihood (ML) 
with or without the restrictions imposed. Esti- 
mating the parameter a, has proved trouble- 
some, so that most of those who employ ML 
have followed Deaton and Muellbauer and have 
chosen a, a priori. The resultant conditional 
ML estimator will be inconsistent to the extent 
that the chosen a, deviates from its true value, 
but this is typically ignored in the literature; for 
further discussion of this point, see  Buse 
(1992). 

As noted in the introduction, ML estimation 
is usually avoided, especially in agricultural 
economics, in favor of the computationally at- 
tractive linearized model. Such a linearization 
is possible because, apart from a,, all model 
parameters appear in equation ( I )  so that if In 
P,  were known, we would have a set of linear 
equations which would allow recovery of the 
entire parametric structure with linear methods. 
Deaton and Muellbauer exploited this linearity 
when they suggested that if the prices In p,, 
were highly collinear, then In PI  could be taken 
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proportional to the observable Stone price in- 
dex 

n 


(7) In P,* = C wit In P,,. 
I 

There is no reason to suppose that proportional- 
ity holds exactly, so we take 

where 5, is a random variable with E(ln5,) = 
lnt,. If P,* is now used in place of P,  in (I) ,  we 
have the LAIDS model 

where u,: = u, - P,(ln <t - In t o )  and a: = a, 
- pi In <p This is a classic errors-in-variables 
problem with cov(u,;, In P , * )  # 0. Neither OLS 
nor SUR, which are often used to estimate (9), 
is consistent.' The inconsistency has been rec- 
ognized by Eales and Unnevehr who observe 
that there is a simultaneity problem insofar as 
the shares, w,,, in the Stone index will be corre- 
lated with the disturbances, uit, since w,, is a 
function of u,. Alston, Foster, and Green have 
also noted the problem and used 3SLS in their 
Monte Carlo work to circumvent it. 

The textbook solution for errors-in-variables 
is IV estimation, but that solution does not hold 
here. In order to make this explicit, first solve 
for In 5, = In Pt- In P,* by using ( I )  to construct 
In P,* = C w, In p, and then replace In P, with 
(2) to obtain 

'Although he emphasizes bias, Pashardes comes to the same 
conclusion by noting that (9)  can be written as an omitted vanable 
problem, namely 

u,>= a, + 1 g,, In p,, + p,ln (x,/P,*) + P,ln (p,*/p,)+ u,, 

I am indebted to Chris Nicol for bringing the Pashardes paper to 
my attention following my presentation of Buse (1992) in Ottawa. 
Indeed it was the Pashardes paper which prompted me to re-exam- 
ine my proof of the consistency of the IV estimators I proposed in 
that paper. 



Thus In 5, =f(ln p,, In xJ so that the compound 
disturbance term in (9), u i  = uif- Pi(ln 4, -
In eO),  will be a function of variables which ap- 
pear as regressors in the equation to be esti- 
mated. If we now choose a set of instrumental 
variables which are correlated with these re- 
gressors, they will of necessity be correlated 
with the disturbances as well. This correlation 
of instruments and disturbances will violate the 
standard orthogonality conditions and the IV 
estimator will be inconsistent. The extent of the 
inconsistency can in principle be determined 
analytically, but the algebra is not straightfor- 
ward because In 4, is not a linear function of In 
p ,  and In x, but involves cross-product and in- 
teraction terms as well. For our purposes, it suf- 
fices to note that the IV solution will always 
fail under standard conditions. We should note 
that this failure applies regardless of whether 
we take In p ,  and In x, as exogenous or not. Nor 
can the problem be finessed by constructing 
In P,* with lagged shares as weights, as has been 
suggested in a different context by Eales and 
Unnevehr. With lagged shares as weights, In 4, 
= f(ln pi,, In p ,,,,, In x,-,) and the presence of In 
p ,  in In 5, will again lead to the violation of the 
orthogonality conditions. 

There is one other estimation question to be 
addressed. The standard AIDS price elasticity 
formulas require estimates of the a; param-
eters. In (9) the intercept a,*= a; - pi ln 4, 
cannot be used to construct estimators for a; 
unless we are willing to specify a prior value 
for 6, .  It turns out that the vector (a,, a , ,  ..., 
a,) can readily be estimated from (2) and (3) 
given that y, and have been estimated in 
(9). Given 7,  and pi we can write (2) as 

+ ( a ,  - 2,) + (b, - 6 , )  

where 
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and 6, and i, are the estimated counterparts. 
Equation (10) is a linear system in thg a ' s  and 
can be estimated by SUR or 3SLS. If pi and yii 
were consistent, then the last two terms would 
converge in probability to zero and 3SLS, but 
not SUR, would be a consistent estimator of the 
a 's .  The SUR estimator would be inconsistent 
because the p i ,  which are a component of the 
regressors, are functions of the u, and would 
thus be correlated with the disturbgnces inA (10). 
Because of the inconsistency of pi and y, the 
3SLS estimator for a will also be inc~ns i s ten t .~  

This analysis leads to a simple but uncom- 
fortable conclusion. Not a single parameter es- 
timate reported in the LAIDS literature is based 
on a consistent estimator. It is, of course, pos- 
sible for the standard (inconsistent) estimators 
to have reasonable finite sample properties, and 
our Monte Carlo experiments will attempt to 
shed light on this question. 

Elasticities 

Uncompensated price elasticities in any de- 
mand system are defined by 

d ln  wi 
(14) qij = -6, +-

d l n  pj 

where 6, is the Kronecker delta and the time 
subscripts have been s ~ p p r e s s e d . ~  It follows di- 
rectly that if (14) is evaluated using ( I ) ,  the 
elasticities for the AIDS model are given by 

In the case of LAIDS 

From the Pashardes paper I discovered that Browning and 
Meghir proposed an IV estimator that iterated between (8) and 
(10). They assert that the iterated estimator is consistent but do not 
provide a proof. Since iteration does not circumvent the problem 
of misspecification (see footnote 2) I conjecture that the iterated 
estimator will not be consistent 

4The  shares, w,, which appear in these equations are, of course, 
not the observable shares given in (1) but the mean shares E(w,). I 
have suppressed the expectation operator to keep the notation tidy. 
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and we must make a choice as to how to evalu- 
ate a In P * / a  In p, . The simplest procedure is 
to argue that since P* is presumed to be a good 
approximation to P, then d In P * d In pl will 
be well approximated by a In P/ dIn pl . Thus, 
we would use (15) to calculate elasticities for 
LAIDS. However, from (7) we have that 

and this leads to two different definitions of 
LAIDS elasticities depending on whether (1) or 
(9) i s  used to evaluate ( a In w , / a  In p i )  in 
(17). 

Holding to the LAIDS framework would 
mean choosing (9) to give 

The elasticities are then given by 

I t  turns out,  perhaps not surprisingly, the 
q,,(L,) elasticities are the LAIDS elasticities 
given by Green and Alston (1990, p. 443) as 

In their formulation, qij appears on the right- 
hand side of (19a) and the solution for qij 
comes from a system of simultaneous equations 
which solves for all the elasticities jointly. The 
equivalence of the two definitions can be estab- 
lished by using (19) to define qkj + 6kj, substi- 
tuting in (19a) and observing that (19a) then re- 
produces (19); that is, the two definitions are 

internally consistent. 
If a In P * / a  In p, is viewed as an approxi- 

mation to a In p / a  In then using (I) ,  which 
is the model we are trying to approximate, may 
prove to be a better numerical procedure for 
evaluating (3 In wJa In p,) in (17). This choice 
gives 

and the corresponding elasticities as 

We can note that if Ckp, In p = 0, then qij(Ll) 
= V,~(L,) and this will hold for at least one 
sample point if prices are normalized at p, = I 
(k = I, ..., n) for one time period. Furthermore, 
when pk  = I ,  CkYk, In p, = 0, and q,,(LI) = 
qij(L,) are also equal to 

which is an alternative definition for LAIDS 
elasticities found in the literature (Goddard) 
and numerically evaluated by Green and 
Alston. This variant can also be obtained from 
(17) by taking d In P *Id In P = w,,and can be 
considered the most intuitively natural defini- 
t i ~ n . ~  

There is one other possibility. At unit prices, 
ln P = a, and ln P* = 0, so that at the mean in 
(8) In 4, = a,, where a, is interpreted as the 
logarithm of subsistence expenditure at unit 
prices; see Deaton and Muellbauer (p. 316). 
Furthermore, at unit prices (1) can be written as 
w, = a,+ P,ln x - P,a, so that if we choose 5, as 
the expenditure level in the base period, then In 
x = In 5 = a,,and w, = a, . An approximation to 

Chalfant is most often cited in this context although, as  best as 
I can determine, Goddard was the first to  derive q,,(L,). Another 
va r i an t  o f  the  e l a s t i c i t i e s  i s  ob ta ined  by t ak ing  0,= 0 
(homotheticity) so that q,,(L,) = -6,, + ( y , / w , ) .  but this is likely to 
be of limited relevance as  there is little empirical justification for  
imposing homotheticity. 
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(15) can then be constructed by replacing a, 
with wi to give the elasticity 

Alternatively, qij(A,) can also be viewed as a 
truncated version of qij(Ll) and qij(L,) in which 
all expressions in the last term of (18) and (21) 
other than (Pi /wi)(wj + C y,, In p j  ) have been 
omitted. Inasmuch as q,(~,)  is predicated on 
unit prices, it would not be appropriate to use 
qij(A,) when prices are not normalized, as is the 
case in some empirical ~ t u d i e s . ~  

Whether or not one chooses to treat any one 
of these elasticities as correct is a matter of per- 
spective. If the LAIDS model is viewed as the 
data generating process, it is indeed the case 
that qij(Ll) would give the correct elasticities. 
But LAIDS is not an integrable demand system 
and is almost invariably viewed as an approxi- 
mation procedure designed to circumvent prob- 
lems of convergence in estimating the AIDS 
model. Indeed, we have not found a single case 
in the literature in which the LAIDS specifica- 
tion was taken as the analytical model for the 
consumer's choice problem. By definition any 
approximation procedure will induce errors, 
apart from the inconsistency already noted, and 
we cannot a priori define any one procedure as 
correct. What we must do is choose among the 
alternatives on the basis of their ability to ap- 
proximate the true values of the parameters of 
interest. Their characterization of q,(L1) as the 
correct elasticity notwithstanding, Green and 
Alston take this position when they evaluate 
how close the different elasticity formulas 
come to  those obtained from (conditional) 
maximum likelihood estimation of the AIDS 
model using the Blanciforti, Green, and King 
data. 

My survey of the empirical literature has al- 
lowed me to cull some evidence on common 
practice with respect to elasticity calculations. 
Many studies fail to specify the elasticity for- 
mula, but from those which did I obtained the 
following frequency of use of price elasticities 
(in decreasing order of frequency):  ( a )  

The elasticity definitions glven in Murfin also allow one to 
write (15) as q,,(A) = -6,  + (x,/w,) - (P,/w,)[w, - P,ln(x/P)]. By 
substituting the Stone index P* for P ,  we have another operational 
AIDS elasticity estimator which finesses the problem of estimating 
the a,.Unfortunately, such a possibility came to my attention after 
the Monte Carlo work was completed 

qij(&) - 26,  (b )  qIj(A) - 19,  ( c )  qij(L4) - 4 ,  
and (d) q i j ( b )  - 2. These numbers are, pre- 
sumably, no surprise to those active in this area, 
but it is worth noting that the Green and Alston 
elasticities have made an appearance in the lit- 
erature. 

Green and Alston (1991) argue that the con- 
ventional AIDS income elasticity 

is also invalid in the LAIDS model. Arguments 
(Buse 1993) analogous to those made in deriv- 
ing the price elasticities give two alternative in- 
come elasticities 

The first is equivalent to the income elasticity 
proposed by Green and Alston. Again there is 
no basis for a prior claim that either (25) or 
(26) is the correct LAIDS income elasticity. 
The question remains empirical rather than ana- 
lytical. 

The relative merits of the elasticity formulas 
will be explored in depth in my Monte Carlo 
experiments. Before I do so, I need to digress 
briefly to examine the illustrative calculations 
of uncompensated own-price elasticities pre- 
sented by Green and Alston (1990). I have at- 
tempted to replicate their results but have not 
been entirely successful, although the numeri- 
cal differences in our respective estimates were 
small, differing typically only in the third deci- 
mal place. In the course of this replication exer- 
cise I discovered three features of the Green 
and Alston computations that require correc- 
tion. First, the MLIAIDS elasticities recorded 
in the first row of their table 1 are based on 
thirty-one observations for the period 1948-78, 
whereas the LAIDS elasticities were calculated 
for 1947-78 (thirty-two observations). Second, 
Green and Alston did not follow conventional 
practice and normalize all the price indices at 
unity, but used the original series with a base of 
100 in 1972. Third, in computing LAIDS elas- 
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Tabie 1. Uncompensated Price Elasticities 1947-78 Under Homogeneity and Symmetry 

AIDS (ML) 
1.47-48 
2. Green-Alston (48-78) 

LAIDS (SUR) 
3. In p j =  1.0 (1972) 
4. Green-Alston (1972=100) 
5. 
6. Green-Alston 
7. 
8. 

77,,(.Ia 7 7 1 I b  7722 7733 7744 

77,,(A) -1.011 -0.244 -0.807 -0.789 
77il(A) -0.944 -0.256 -0.799 -0.787 

%(A*) 1.146 -0.159 -0.532 0.859 
77ii(A*) -0.411 -0.229 -0.736 -0.325 
77,,(A) -1.009 -0.256 -0.814 -0.780 
77,,(L,) -0.996 -0.255 -0.791' -0.761 
77ci(L3) -0.988 -0.255 -0.81 1 -0.764 
7711(L4) -0.644 -0.200 -0.888 -1.066 

"All elasticities evaluated at sample means. 
The four expenditure groups are: (1) Meats, (2) Fruits and Vegetables, (3) Cereal and Bakery Products, (4) Miscellaneous Foods. 

'This figure replaces the incorrect value of -0.810 given in Green and Alston (1990, table 1, p. 444). 

ticities using the AIDS definition given by 
equation (15), Green and Alston used 6: as the 
estimate of aiinsteadAof the correct estimate 
given by ki = &* + Pi In 5,; see equation (9) 
above. 

The  implications of these points for  the 
Green and Alston elasticities are recorded in 
table 1. The first row gives the AIDS ML elas- 
ticities for the complete period 1947-78 with 
Green and Alston's 1948-78 elasticities imme- 
diately below for comparison. The differences 
are modest, but the full-sample estimates do 
provide the correct benchmark for the LAIDS 
elasticities reported by them. More important, 
both sets of AIDS ML elasticities were derived 
from estimates made with prices normalized at 
unity in 1972; the reported Green and Alston 
ML elasticities are those given in Blanciforti, 
Green, and King (p. 36). The LAIDS model 
should therefore be estimated under this nor- 
malization, as the estimated intercepts, &: in 
(9), depend on the choice of normalization. Re- 
estimaiion is not required since the intercepts 
under unit n~rmalization can be recovered by 
subtracting Pi In 100 from Green and Alston's 
&:. When this is done, the LAIDS elasticities 
denoted by qi,(A*) change dramatically; com- 
pare the third and fourth row of table 1. Indeed, 
with two positive own-price elasticities, the 
corrected elasticities deviate from the bench- 
mark ML elasticities by even greater amounts 
than recorded in Green and Alston. This ap- 
pears to add even greater force to Green and 
Alston's warning about the deficiencies of us- 
ing the AIDS formula (15) in the LAIDS con- 
text. 

That warning is, however, misplaced. In mak- 
ing the calculations above, I have followed 

Green and Alston and substituted 6; into (15) 
rather than use an estimate of a,as specified in 
the definition of the qij(A) elasticity. Since 
a; = a, - PI In t o ,  it is immediately apparent 
that using a,*will generate systematically bi- 
ased estimates of the elasticities (over and 
above the inconsistency problem discussed ear- 
lier). The direction of the bias is readily deter- 
mined on noting that qij (A*) = qij (A) + (PiP,ln 
&w,) so that on taking In 5 = a, > 0 we have 
gi(A*) = qii(A) for i = j. This accounts for the 
observed positive own-price elasticities dis- 
cussed in the prev.vus ~ a r a g r a p h . ~  We can esti- 
mate &i = 6: + Pi In 5, once the subsistence 
level is chosen. In Blanciforti, Green, and King 
(p. 40) it was chosen as In $586.90, the log of 
per capita expenditure in the reference year 
1972. Green and Alston's ML estimates, as well 
as mine, were conditioned on this value, We 
therefore estimated a: by 2, = &,* + P, In 
(5.869) and then recalculated the elasticities. 
The results in row five of table 1 show that 
these elasticities give the best approximations 
to the benchmark ML elasticities recorded in 
the first row. The Green-Alston critique of the 
elasticity is therefore unfounded, resting as it 
does on an inappropriate choice of a parameter 
estimate. 

With the exception of the first two rows, all 
of the elasticities reported in table 1 were de- 
rived from Green and Alston's SHAZAM esti- 

' Fulponi, Haden, and Mergos; and Donatos all give q,,(A) as the 
elasticity formula but estimate the LAIDS model. None of them In- 
dicate that any adjustments were made to the estimated intercepts 
in order to obtain the a,needed for q,,(A). We have to assume that 
the incorrect a,*were used, generating a corresponding error in 
the reported elasticities 

http:$586.90


mates, which I was unable to replicate. I have 
re-estimated the model for the period 1948-78, 
using both SUR and 3SLS, and calculated all 
elasticities including qi,(Ao) and qij(L,) newly 
developed here. Relative to the ML estimates, 
the results indicate that an investigator would 
not go seriously astray using qii(A) or any one 
of qii(L,), j = 1, 2, 3. However, the best results 
are obtained with qij(A), whereas qi,(A *), using 
the incorrect intercept estimates, is simply di- 
sastrous. 

Monte Carlo Design 

Space limitations preclude a detailed account of 
the Monte Carlo design and the results. What 
follows in the next two sections is, therefore, an 
overview and summary, with full detail avail- 
able in Buse (1993). A number of consider- 
ations, both theoretical and empirical, played a 
role in the Monte Carlo design. At the theoreti- 
cal level, I wanted to choose a structure that 
satisfied the regularity conditions for a demand 
system. At thekmpirical level, I wanted to use 
data generating processes which captured some 
of the characteristics of actual data sets and 
which generated elasticities comparable in 
magnitude to those that might be observed in a 
typical demand study. ~ h e s e  objectives were 
pursued using a four-equation system of de- 
mand equations, as this is the system size most 
often estimated. 

Imposing adding up, homogeneity, and sym- 
metry is relatively straightforward and in ev- 
erything which follows, including the estima- 
tion in the next section, these restrictions have 
been imposed. In the AIDS model, negativity 
(negative semi-definiteness of the slutsky sub- 
stitution matrix) cannot be imposed globally, so 
I imposed it at a particular reference point, 
namely at unit prices. The analysis starts with 
the elasticity form of the Slutsky equation 

where sil is the matrix of substitution terms. 
Following Deaton and Muellbauer's (p. 316) 
suggestion, we work with s; = pipI sl,/x, SO 

that (27) becomes 

where s,; is defined by 
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The AIDS cost function is given by 

so that on choosing U = 1 and Po= 1 we have, 
at unit prices, that In (xlP) = 1. Specifying Pi, 
w,, and xj would then allow us to determine s; 
and qij. I did not proceed in this fashion, how- 
ever, but specified st  first in order to ensure 
negative semidefiniteness, and then determined 
~~residual ly,  = (0.2,given the chosen vectors B 
0.1, -0.1, -0.2) and w = (0.35, 0.2, 0.2, 0.25). 

Two substitution matrices were specified, one 
with a pair of complementary goods and the 
other with a pair of independent goods. The ab- 
solute value of the substitution effects were 
generally larger in the "complementary goods" 
matrix. The vector of income elasticities was 
set at q, = (1.57, 1.5, 0.5, 0.2) and (28) was 
then used to determine two matrices of uncom- 
pensated price elasticities. In the independent 
goods case the own-price elasticities varied be- 
tween -0.290 and -0.836 and the cross-price 
elasticities ranged from -0.393 to 0.160. For 
the complementary case own-price elasticities 
varied from -0.490 to -1.100 and cross-price 
elasticities between -0.450 and 0.320. The para- 
metric structure was completed by taking or, = 
1 and using the share equation at unit prices, wi 
= a, + pi, to determine a = (0.15, 0.1, 0.3, 
0.45). 

Log prices were generated by AR(1) pro- 
cesses with means and variances comparable to 
those found in the literature. The degree of col- 
linearity among prices was determined by the 
covariances of the white noise across the AR(1) 
processes. Two polar cases of collinearity were 
specified: no collinearity and high collinearity. 
The correlation structure for log prices in the 
high collinearity case was as follows: r,, = 
0.99, r , ,  = r,, = 0.98, r, ,  = r,, = r,, = 0.97. Cor- 
relations of this order of magnitude are com- 
mon, and such a specification will provide a 
check on Deaton and Muellbauer's claim that 
high collinearity between prices will make the 
Stone price index a good approximation to In P,. 

To complete the data set, the process generat- 
ing the total expenditure variable must be 
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specified. Given that In x, = In P,  + UP, exp 
(CP,ln p,,), In (x,/P,) was generated by setting 
Po= 1 and letting 

with v, - N(0, 0.0001). This specification intro- 
duces variation in utility that might realistically 
be expected in a time series context. 

I generated 201 observations on prices and 
utility. The first 80 observations were deleted to 
make the prices in the autoregressive structure 
independent of starting conditions. The remain- 
ing 121 observations were used to construct 
sample sizes of 30, 60, and 120, the extra ob- 
servation being used up  in the  crea t ion of 
lagged instruments. Observed shares were then 
generated by adding the disturbances to the sys- 
tematic component. The disturbances vector 
was taken as u - N(0, x).Two variance-covari- 
ance structures were specified to determine 
what effect increasing disturbance variance had 
on the properties of the estimators and elastici- 
ties. Recall from (10) that the variance of the 
measurement error in In e* is directly propor- 
tional to the variance of u,,, so that by increas- 
ing the variances, the size of the inconsistency 
of the estimator should increase. The first set of 
variances was chosen to generate goodness-of- 
fit statistics in the individual equations corre- 
sponding to those commonly observed in the 
literature. Thus, with one exception, at least 
two of the three R2's in each experiment were 
greater than 0.70 and overall more than half of 
them were greater than 0.90. The R2 statistics 
were generated with cross equation correlations 
of r ,2 = 0.5, r,, = 0.6, and r2, = 0.7. These cor- 
relations were maintained in the high variance 
experiment and under these conditions all the 
R2's, with two exceptions, were less than 0.4. 

With two substitution matrices, two price 
specifications (correlated and uncorrelated), 
three sample sizes (30, 60, 120), and two dis- 
turbance variance-covariance matrices (small 
and large variances),  there were a total of 
twenty-four experiments. Each of these struc- 
tures were also estimated by SUR and 3SLS so 
that a total of forty-eight experiments were ex- 
ecuted. The number of replications was taken to 
be one thousand. All estimation and computa- 
tion was done with TSP 4.2. 

It is necessary to define the criteria which 
will be used to evaluate the Monte Carlo out- 
put. The system has a very large number of pa- 
rameters and it would not be instructive to 
present the conventional bias and mean square 
error for each coefficient or  elasticity. s o m e  
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data reduction is essential to allow the reader to 
grasp the broad patterns. I have chosen two 
summary measures, aggregate bias and trace 
mean square error. L;t 8 be a vector of true pa- 
rameter values and 8 the mean of the pistriku- 
tion of the estimated parameters. If B ( 8 )  = 8 -
8 is the bias, then the aggregate bias is defined 
by 

which is the sum of the squared biases. The 
MSE pf  the vector is defined by MSE = var( 8 )  
+ B(B)B(8) ' ,  so that the trace MSE (TM) is  
given by 

(33) TM = trvar( e )  + AB. 

Thus, the trace MSE will give the usual combi- 
nation of variance and bias in assessing perfor- 
mance. These criteria will be applied to the pa- 
rameter vector 8 = (a,p, y) of the AIDS model, 
as well as to the various elasticities which are 
functions of these parameters. 

A final point needs to be made about the true 
elasticities which were used in the evaluations. 
Because the elasticities are to be evaluated at 
the  sample  means ,  we need corresponding 
population mean values. In particular we need 

Means  of the  log prices are  given by the  
autoregressive structure and E[ln (xlP)]  = 
E(U)E[exp(C P, In p,)], where the stochastic 
component of U and log prices are known to be 
independent. E(U) = 1 from (28), but in order 
to evaluate E[exp(C P, ln p,)] = ~ ( 1 7 ~ ; '  we) 
must  invoke Theorem 2.4 (Aitchison and 
Brown, p. 12) on the distribution of products of 
lognormal variables.  The analytical  conve-  
nience of log-normality should be apparent. 
Analytical evaluation of expressions such as 
E(ln p,) and ~ ( n ~ f '  ) under normality of prices 
is not feasible. Of course, log-normality also 
guarantees positive prices. 

Results 

Although I indicated earlier that a detailed pre- 
sentation of sampling means and variances for 
individual coefficients would be impractical, I 
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Table 2. Means and Standard Deviations of Sampling Distribution of Parameters and Aggre- 
gate Bias and Trace Mean Square Error 

True value 

"verage correlation (squared) between P, and P,* across 1,000 replications. 
Aggregate bias and trace MSE for P and y coefficients. 

'Aggregate bias and trace MSE for a coefficients. 
All elastic~ties evaluated at sample means. 

begin the presentation of the results by examin- 
ing in detail one experiment. This will serve as 
an illustration to give some feel for the order of 
magnitude of the numbers. Table 2 gives the 
means and standard deviations of the sampling 
distribution of the SUR and 3SLS estimators 
for the independent goods case with highly cor- 
related prices and good equation fit. Under 
these conditions In P,* is a good approximation 
to In P, and the squared correlation between the 
two variables, R?, is greater than 0.99 at all 
sample sizes. Because the P, and y, are esti- 
mated first, followed by a separate regression 
for the a,,two aggregate bias and trace MSE 
values are recorded. Examining the individual 
piand y,,, we note that on balance the bias of the 

piis, in percentage terms, less than that of the 
xi;compare, for example, the values of P, and 
y,, at T = 120 in both SUR and 3SLS. Note also 
that the bias does not shrink as T increases, as it 
would for a consistent estimator. Relative to the 
p and y values, the a,are very poorly estimated, 
all coefficients being off by a factor of at least 
two. 

The aggregate implications of these patterns 
are found in the summary statistics AB and TM. 
The 3SLS estimates show uniformly smaller 
aggregate biases than do the SUR estimates, 
whereas the trace MSE is uniformly very much 
larger in 3SLS. There is no obvious reason for 
the biases of the 3SLS estimates to be less than 
SUR, but one might conjecture that the IV ef-
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Table 3. Aggregate Bias and Trace Mean Square Error of Price Elasticities: SUR Estimates, Indepen- 
dent Goods Case 

No collinearity 

Elasticity T = 3 0  T = 6 0  T = 1 2 0  

B. Poor fit 

ABiA,) 
ABiL,) 
ABiL2) 
AB(L,) 
TM(A) 
TMiA,) 
TM(L3) 
TMiL,) 
TMiLl) 

fect for 3SLS might reduce the correlation be- 
tween regressors and disturbances even though 
the instruments are not fully orthogonal to the 
disturbances. That the trace MSE error is every- 
where larger for 3SLS is a direct consequence 
of the fact that, by construction, the 3SLS vari-
ances will be larger than the SUR variances. 
What is, perhaps, surprising is the factor of ten 
in the order of magnitude of the differences in 
SUR and 3SLS trace MSE for the P and y coef-
ficients. This suggests that the modest advan- 
tage in bias of the 3SLS estimator is more than 
offset by its larger variance, so that on balance 
one would not be  inclined to estimate the 
LAIDS model by 3SLS. 

The means and standard deviations of the in- 
come and uncompensated own-price elasticities 
that are generated by these parameter estimates 
are available in Buse (1993) and I record only 
the salient points here. The elasticities are non- 
linear functions of the parameters and inconsis- 
tency of the parameter estimators would in gen- 
eral carry over to the nonlinear functions. The 
means of the sampling distributions of the own- 
price elasticities are surprisingly close to the 
true values, the proportionate errors of the elas- 
ticities typically being much smaller than those 

High collinearity 
Row sum 

T = 3 0  T = 6 0  T = 1 2 0  &rank 

of the underlying parameters. The q,,(A) estima-
tor gives very satisfactory results despite its de- 
pendence on the a,,which are, on average, off 
the mark by a factor of two. Since the P, are, on 
balance, estimated with very small inconsis- 
tency, the large upward bias in the a,is appar- 
ently offset by an underestimate of the linear 
combination EI~;,In p,; see (15). Finally, as in 
table 2, the 3SLS estimates produce smaller bi- 
ases but any gains relative to SUR are offset by 
the very large sampling variances. The regulari- 
ties we have noted apply almost without excep- 
tion to the remaining experiments and these 
will therefore be discussed using aggregate bias 
and trace MSE only. Alston, Foster, and Green 
have conducted a Monte Carlo investigation on 
price elasticity formulas using both SUR and 
3SLS. They found no substantive differences 
between the two estimators. Later I will offer 
some conjectures as to why my conclusions dif- 
fer from theirs. The biases of the income elas- 
ticities for some goods were found to be sub- 
stantial at T = 30 and 60 but were quite small at 
T = 120 for all goods. The differences in the 
means of the three elasticities q,(A), q,(L,) and 
q,(L,) were, however, very small. 

Tables 3 and 4 record the aggregate bias and 
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Table 4. Aggregate Bias and Trace Mean Square Error of Price Elasticities: SUR Estimates, Comple- 
mentary Goods Case 

No collinearity High collinearity 
Row sum 

Elasticity T = 3 0  T = 6 0  T = 1 2 0  T = 3 0  T = 6 0  T =  120 &rank 

A. Good fit 
0.17353 0.16034 0.36656 0.03801 0.21701 0.24835 1.20380(1) 

AB(A0) 0.17308 0.15994 0.36676 0.03992 0.21832 0.24867 1.20669(2) 
AB(L3) 0.17719 0.16142 0.36663 0.03785 0.21700 0.24826 1.20835(3) 
AB(L2) 0.18568 0.16368 0.36761 0.03654 0.21657 0.24971 1.21979(5) 
AB(L1) 0.18503 0.16361 0.36763 0.03643 0.21655 0.24970 1.21895(4) 
T W A )  0.25335 0.20484 0.37799 0.11293 0.23668 0.26194 1.44773(1) 
TM(A0) 0.25448 0.20508 0.37846 0.11398 0.23780 0.26218 1.45198(3) 
TM(L3) 0.25523 0.20533 0.37804 0.11276 0.23671 0.26186 1.44993(2) 
TM(Lz) 0.26025 0.20728 0.37945 0.1 1825 0.23666 0.26302 1.46491(4) 
TM(L,) 0.26035 0.20727 0.37947 0.11874 0.23666 0.26300 1.46449(5) 

B. Poor fit 
AB(A) 13.15361 6.59695 4.50433 2.40880 0.58750 0.67183 7.92302(2) 
AB(Ao) 13.30965 6.69743 4.58662 2.37995 0.58142 0.67056 28.22563(3) 
AB(L3) 12.97557 6.56320 4.50265 2.40771 0.58772 0.67177 27.70862(1) 
AB(L2) 25.59179 8.73540 5.72244 4.05274 0.76992 0.67947 45.55176(4) 
AB(L,) 
TM(A) 

40.28107 
13.61214 

9.28235 
7.01682 

5.98347 
4.69599 

4.74433 
2.80234 

0.79895 0.67960 
0.84355 0.89313 

61.76977(5)
29.86397(2) 

TM(A0) 13.75442 7.12524 4.78316 2.76947 0.83478 0.89051 30.15758(3) 
TM(L3) 13.38554 6.97827 4.69306 2.79467 0.84302 0.89307 29.59063(3) 
TM(Lz) 26.93418 9.44476 6.03723 4.80458 1.1 1881 0.90463 49.24419(4) 
TM(LJ 44.34529 10.18070 6.34069 5.73672 1.16761 0.90491 68.60392(5) 

trace MSE of SUR estimates of the price elas- ( 2 )  q ( A )  = 17.9590 ( 3 )  q ( L 3 )  = 17.9810 
ticities in the independent and complementary ( 4 )  q ( ~ , )  = 22.7265 ( 5 )  q ( ~ , )  = 23.5375 
goods cases, r e spec t i~e ly .~  TM (1) q ( ~ 3 )= 33.0064In table 3 ,  the evi- 
dence on the entire vector of uncompensated ( 2 )  q ( ~ )  ( 3 )  v(A,) = 33.0787= 33.0576 
own- and cross-price elasticities is not deci- ( 4 )  q(L2)= 39.3784 ( 5 )  q (L , )  = 40.5978.
sively in favor of the conventional AIDS for- 

On aggregate bias, q(A)  ranks first seven The differences between the three leading elas- 
of twelve times and on trace MSE it ranks five ticities are of an order of magnitude that sug-
of twelve times. It also ranks last a number of gest that any one of them might serve as an ap- 
times according t' both The Green- propriate elasticity calculation. Insofar as q ( ~ ~ )
A1stOn ~ ( ~ ranks1 ) lhird Once, and and q(L3)do not require estimation of the a pa-
fourth and fifth the rest of the time on aggre- rameters, they have the advantage of computa-
gate bias. On trace MSE, q(L , )  ranks second tional simplicity.
twice and last seven times. There are indica- If we aggregate the row sums for the price

0 do )that both ~ ( ~ and) ~ ( ~ 3 in cer- elasticity formulas in table 4 ,  we obtain the fol- 
tain cases and this shows up in the row sums of lowing rankings:
the "poor" fit specification, in which both elas- 
ticities capture-first-place ranking once. When 
the row sums are added across the two fit speci- 
fications we obtain the following rankings on 
total aggregate bias and trace MSE: 

The performance of the income elasticities was also evaluated. 
The rankings, on both aggregate bias and trace MSE, were ( 1 )  Apart from the transposition of q(Ao)and q(L3)  
q,(A); (2)  q,(L,); ( 3 )  qx(L,).Details are given in Buse (1993). in the first and third position under AB, these 
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rankings are identical to those observed in table 
3. Furthermore, as in table 3, the aggregate sta- 
tistics show that the elasticity formulas fall into 
two groups, with the two LAIDS elasticities, 
q(L,)and q(L,),being the unambiguously infe- 
rior group. 

These rankings do not correspond to those 
obtained by Foster, Green, and Alston in their 
Monte Carlo study. They ranked q(L,)margin-
ally ahead of 77(L3),whereas my results lead to 
the unambiguous conclusion that q(L1)is infe- 
rior. Their Monte Carlo design differed from 
mine in that their prices were normal and not 
autocorrelated, the utility level was held con- 
stant, and the negativity restriction was not 
used. Anv one of these conditions could ac- 
count for the differences in results, but I am in- 
clined to believe that the principal reason for 
the divergence in rankings i s  the manner in 
which Foster, Green,  and Alston calculated 
E(wi). They used the actual sample median 
prices to determine E(wi) rather than using ap- 
propriate population values. I believe my pro- 
cedure is the correct one. 

To conclude my discussion of tables 3 and 4, 
two broad patterns should be noted. First, the 
trace MSE increases with increased disturbance 
variance, as it should, but there is also some 
tendency for the bias to increase as well. This is 
consistent with my analytical discussion, where 
I established that variance of the log measure- 
ment error, c,, increases with increased vari- 
ances of the disturbances [see (lo)].The larger 
variance in the measurement error will induce 
larger inconsistency in the estimator, which 
shows up in the bias statistic. The second regu- 
larity is the tendency of both bias and MSE to 
decline as we move to high collinearity in the 
data; the exception is the poor fit specification 
in table 4. This regularity appears to support 
the Deaton and Muellbauer conjecture that high 
price collinearity will lead to a good approxi- 
mation of In P , by In <* and hence good esti- 
mates. Curiously, this regularity is not depen- 
dent on a high R2 between In P, and In <* . In 
table 3, the average correlation between P, and 
P,* is greater than 0.99 for all experiments, 
whereas in table 4 the highest correlation is 
0.7294.Yet in table 4, there is a well-defined 
improvement in the AB and TM measures as 
one moves from zero to high collinearity. It 
would appear that the role of collinearity is im- 
portant, but the mechanism which generates 
this role remains obscure. We should note that 
the role of the substitution matrix land hence 
via (29)the yparameter]  appears to be more 
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important than the disturbance variances in de- 
termining the correlation between P ,  and P,* . 
There are only very small decreases in this cor- 
relation as the variance goes from low to high, 
but there is a very large decrease in the correla- 
tion as we move from the independent good to 
the complementary goods specification of the 
substitution matrix. 

Conclusions 

I set out to explore two issues: the properties of 
some LAIDS estimators and the associated 
elasticities. Given the pre-eminence of SUR as 
an estimator of the LAIDS model, it is some- 
thing of a surprise to find that its small-sample 
performance has never been investigated in this 
context. The commonly expressed view that 
SUR is consistent and asymptotically efficient 
when iterated to the ML solution has been dem- 
onstrated to be false and the inconsistency con- 
firmed by my Monte Carlo study. The results 
show that this inconsistency is not trivial. De- 
viations from true parameter values as large as 
20% are quite common at samples as large as 
120.Although the 3SLS estimator had smaller 
biases, its use, because of its large sampling 
variability, is not recommended. For example. 
if the standard deviations of the sampling dis- 
tribution of 3SLS were used to test the null 0,= 
0 (homotheticity), that null would not be re- 
jected even though it is false, a sample size of 
120 notwithstanding. This mistake would not 
occur if the SUR estimates were used in the 
test. In light of the inconsistency of both SUR 
and 3SLS, we must ask whether the LAIDS 
model should be estimated at all. It is clear that 
the computational simplicity of linearity can 
exact a substantial cost. Given the speed and 
power of the nonlinear algorithms available to- 
day, full ML estimation of the complete AIDS 
model may be a feasible alternative, at least for 
modest-sized systems. I plan to explore the 
properties of both the ML estimator and the it- 
erated Browning-Meghir estimator in another 
paper. 

The results on elasticities are, up to a point, 
unambiguous. Income elasticities constructed 
specifically for the LAIDS model are inferior to 
the conventional formula derived from the non- 
linear model. Neither the Green-Alston elastici- 
ties nor the alternative, q,](L2),developed in the 
present paper can be  recommended. Papers 
such as Lin  and Makus;  and Carriker,  
Featherstone, and Schroeder, which have used 



the Green-Alston elasticities in the belief that 
they represent an improvement over the con- 
ventional methods, are likely to make faulty in- 
ferences about the sizes of price elasticities. Of 
the other methods that I have examined, it is 
not possible to make a decisive discrimination, 
the summary statistics being practically identi- 
cal. Insofar as the most widely used method, 
qij(L,),is marginally the best, there is no com- 
pelling reason to change current practice. On 
the other hand, the results do show conclu- 
sively that the conventional AIDS elasticity and 
the modification qij(A,) proposed in this paper 
are quite appropriate for use in the LAIDS 
model. 

[Received May 1992; 

final revision received March 1994.1 
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