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Abstract. This paper presents a step in the development of a

top-down method to complement the bottom-up inventories

of halocarbon emissions in California using high frequency

observations, forward simulations and inverse methods. The

Scripps Institution of Oceanography high-frequency atmo-

spheric halocarbons measurement sites are located along the

California coast and therefore the evaluation of transport in

the chosen Weather Research Forecast (WRF) model at these

sites is crucial for inverse modeling. The performance of the

transport model has been investigated by comparing the wind

direction and speed and temperature at four locations using

aircraft weather reports as well at all METAR weather sta-

tions in our domain for hourly variations. Different plane-

tary boundary layer (PBL) schemes, horizontal resolutions

(achieved through nesting) and two meteorological datasets

have been tested. Finally, simulated concentration of an in-

ert tracer has been briefly investigated. All the PBL schemes

present similar results that generally agree with observa-

tions, except in summer when the model sea breeze is too

strong. At the coarse 12 km resolution, using ERA-interim

(ECMWF Re-Analysis) as initial and boundary conditions

leads to improvements compared to using the North Amer-

ican Model (NAM) dataset. Adding higher resolution nests

also improves the match with the observations. However, no

further improvement is observed from increasing the nest

resolution from 4 km to 0.8 km. Once optimized, the model

is able to reproduce tracer measurements during typical win-

ter California large-scale events (Santa Ana). Furthermore,

with the WRF/CHEM chemistry module and the European

Database for Global Atmospheric Research (EDGAR) ver-

sion 4.1 emissions for HFC-134a, we find that using a sim-

ple emission scaling factor is not sufficient to infer emissions,

which highlights the need for more complex inversions.

1 Introduction

In the past decades, the implementation of measures within

the United States and other countries to monitor the emis-

sions of greenhouse gases (GHGs) progressed rapidly. This

progress is due to the scientific consensus that GHG emis-

sions are causing climate change (IPCC, 2007) and has led

to the formation of several regional initiatives for reducing

emissions, including California’s pioneering Global Warm-

ing Solutions Act of 2006 (AB-32) administered by the Cal-

ifornia Air Resources Board (CARB). Improving the accu-

racy in GHG emissions quantification has become a criti-

cal need in testing the success of environmental policies to

achieve the targeted overall reductions (Nisbet and Weiss,

2010). Emissions are typically estimated through “bottom-

up” methods, using economic reporting, emission factors and

a conversion algorithm. “Top-down” methods are indepen-

dent validation techniques that use modeling of atmospheric

transport combined with measurements of the tracer of inter-

est and an inversion algorithm to infer emissions. The two

methods are subject to different kinds of uncertainties. In the

top-down approach, the uncertainties come from the trans-

port model and the precision and sensitivity of the observa-

tions to the emissions in the region of interest.

The Scripps Institution of Oceanography (SIO) has been

conducting high-frequency atmospheric measurements of

halocarbons, including hydrofluorocarbons (HFC), at two

coastal sites in California for many years: La Jolla (32.86◦ N,

117.25◦ W) in the south and Trinidad Head (41.05◦ N,

124.15◦ W) in the north. These measurements are carried

out under the auspices of the NASA-sponsored Advanced

Global Atmospheric Gases Experiment (AGAGE) (Prinn

et al., 2000). Among numerous other gases, HFC-134a is
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measured at both stations. HFC-134a is a refrigerant used

widely in automobile air conditioners as a replacement for

CFC-12, a stratospheric ozone depleting substance banned

by the Montreal Protocol. HFC-134a is a potent GHG with a

global warming potential (GWP) of 1300 (over 100 yr) and a

lifetime of 14 yr. It is regulated by the Kyoto Protocol and by

other GHG legislation, including California’s AB-32.

The AGAGE measurements can be used in a top-down ap-

proach to deduce emissions in combination with a Bayesian

inversion algorithm and simulated mixing ratios. It is cru-

cial to model the winds and other meteorological parame-

ters as accurately as possible to minimize atmospheric trans-

port errors. Modeling these parameters within the lowest few

hundred meters above the Earth’s surface is still challeng-

ing, especially when complex topography is involved. At

coastal sites, such as the two SIO stations, the sea breeze

phenomenon adds complexity to the atmospheric motions.

In the case of California, both the topography and the air-sea

interactions lead to complex air flow. Fortunately, important

meteorological parameters (wind direction, wind speed and

temperature) are regularly measured and available to evaluate

model simulations at coastal locations, for example through

the Aircraft Communications Addressing and Reporting Sys-

tem (ACARS), which allows aircraft to transmit weather re-

port during take-off and landing above airports.

In this paper we investigate the transport characteristics

in the Weather Research Forecast (WRF) model as part of a

broader goal of estimating Californian HFC emissions accu-

rately. This work is in the line of recent papers which have

explored transport in California (Fast et al., 2011; Angevine

et al., 2012). We first describe the WRF configuration, op-

tions, and schemes tested. Then, we briefly detail the data

used for comparison. Finally, we investigate the results of the

simulations and the synoptic and monthly scales and evaluate

the model performance, as well as the impact of the modifi-

cations on the modeling of the effectively inert tracer HFC-

134a.

2 Description of the WRF model and its inputs for

this study

2.1 WRF basic configuration

The regional meteorological model used in this study is the

WRF Model with Advanced Research WRF (ARW) dy-

namic core version 3.3.1 (Skamarock and Klemp, 2008).

WRF is a limited-area, non-hydrostatic, terrain-following

eta-coordinate mesoscale modeling system. In this study, the

Lambert conformal conic projection is used as the model hor-

izontal coordinates. In the vertical, there are twenty eight

levels. The coarse domain of our study is a 12 km resolu-

tion grid covering California (center coordinates are 38◦ N,

120◦ W) and a portion of surrounding states, Mexico, and

the Eastern Pacific Ocean as shown in Fig. 1. The grid is

30�N

35�N

40�N

45�N

125�W 120�W 115�W
d01

d03

d02

d04

THD

SIO
SAN

LAX

SFO

SMF

Fig. 1. WRF domain with the coarse (12km) domain (d01) and

three higher resolution nests (d02 and d03 at 4 km resolution and

d04 at 0.8 km resolution). Airports (SAN: San Diego, LAX: Los

Angeles, SFO: San Francisco, SMF: Sacramento) are plotted as

black diamonds. The measurement sites of La Jolla (SIO) and

Trinidad Head (THD) are indicated by a black star. Location of the

METAR surface weather stations is shown with a grey dot.

composed of 129 cells covering about 20 degrees in longi-

tude (1500 km) and of 159 cells covering about 15 degrees

in latitude (1900 km). The chosen temporal resolution of the

output is two hours to match the temporal resolution of the

HFC measurements at La Jolla and Trinidad Head.

One useful capability of WRF is its flexibility in choos-

ing different dynamical and physical schemes. In our study,

several physics parameterizations have been changed from

the default parameterizations to better represent physical and

dynamical processes along the California coast. Diffusion is

of the second order following the 2-D Smagorinsky scheme

(Smagorinsky, 1963). The short and long wave radiation

schemes are the new Rapid Radiative Transfer Model for

Global climate models (RRTMG) schemes with a radiation

time-step of 12 minutes (Mlawer et al., 1997). We have cho-

sen the NOAH land surface model (Chen and Dudhia, 2001).

Considering the size of our grid, we use the Grell-3-D cumu-

lus scheme (Grell and Dévényi, 2002). For the microphysics,

we use the WSM 3-class scheme (Hong et al., 2004). Finally,

to better represent coastal phenomena, the sea surface tem-

perature (SST) update option is activated. These schemes re-

main constant throughout the testing of different planetary

boundary layer (PBL) schemes, nesting grids and initial and

boundary conditions.
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2.2 Planetary Boundary Layer schemes

The PBL is the part of the atmosphere closest to the ground

and is strongly affected by diurnal heat, moisture and mo-

mentum transfer to and from the surface. The PBL height

undergoes a distinct diurnal cycle over land. At night, with

decreasing temperature, the top of the PBL is lower than

during the day. The PBL develops in the morning and usu-

ally reaches its maximum extent in mid-afternoon. Over the

ocean, the PBL diurnal cycle is weaker, nonexistent or re-

versed (Bretherton et al., 2004). Modeling the diurnal cycle

of the PBL requires accurate simulations of sub-daily fluxes

of heat, moisture and momentum.

WRF offers the choice between ten different planetary

boundary layer schemes. Turbulent fluxes of heat, momen-

tum and constituents such as moisture are not resolved at

the time steps and grid size used and therefore are param-

eterized through these schemes. There are different param-

eterizations depending on whether the fluxes are estimated

only from local variables and/or their gradients (local clo-

sure, Holt and Raman (1988); Hu et al. (2010)) or if non

local fluxes are added (non-local closure). These non-local

terms can then be either parameterized (Noh et al., 2003) or

treated explicitly (Pleim, 2007a,b; Pleim and Chang, 1992).

Moreover, the local parameterization can be first or one-

and-a-half (Total Kinetic Energy, TKE) order which will

have an impact mainly on the turbulent structure (Holt and

Raman, 1988). Here, a one-month simulation over January

2009 was run for eight of these schemes. These parame-

terizations are detailed in Hong et al. (2006) (YSU), Janjic

(2002) (MYJ), Sukoriansky et al. (2005) (QNSE), Nakan-

ishi and Niino (2006) (MYNN2), Pleim and Chang (1992)

(ACM2), Bougeault and Lacarrère (1989) (BouLac), Park

and Bretherton (2009) (UW) and Angevine et al. (2010)

(TEMF). Among the eight PBL schemes that will be eval-

uated in this study, the MYJ, Boulac, QNSE, MYNN2, UW

and TEMF schemes are one-and-a-half order schemes, while

the YSU and ACM2 schemes are first order schemes. More-

over, the YSU, ACM2 and TEMF are non-local closure mod-

els while the rest are local closure models. Several studies

have looked at the performances of one or several of these

PBL schemes. To our knowledge, there is no study compar-

ing all of the above schemes in a single paper. The main

conclusions of these previous studies are that no scheme

performs better than the others under all circumstances (Hu

et al., 2010; Gibbs et al., 2011; Shin and Hong, 2011). Usu-

ally, each scheme will have strengths and weaknesses.

2.3 Different horizontal resolutions through nesting

Nesting consists of defining another domain within the main

domain, with a higher spatial resolution around regions of in-

terest. Typically, nesting increases the resolution in a limited

area around the measurement sites, which can provide a bet-

ter simulation of the winds as well as other parameters such

as temperature or PBL height near the measurement sites.

The WRF model has one- and two-way nesting capabilities

and can accommodate multiple embedded nests. We use one-

way nesting in this study in order to isolate differences in the

different resolution nests. The one-way nesting is performed

as follows. First, the parent (outer) domain is integrated for

one time step. Next, its values are interpolated and communi-

cated to the nest boundaries. The nest (inner) domain is then

integrated for the small-grid time interval to reach the par-

ent domain’s time level (Skamarock and Klemp, 2008). In

our case, we have run the model with two levels of embed-

ded nests around San Diego/Los Angeles area and a single

nest around the San Francisco Bay area, as shown in Fig. 1.

The coarse domain (d01) is the 12 km resolution grid. The

medium domains (d02 and d03) have a 4 km resolution with

a 100x100 grid size. The finer domain (d04) has a 0.8 km

resolution with a 101x101 grid size.

2.4 Initial and lateral boundary conditions

Meteorological datasets provide initial conditions and lateral

boundary conditions for limited-area models. The WRF pre-

processing system interpolates the data onto the model grid

at all vertical levels for the initialization. It also calculates

the values at the coarse domain lateral boundaries for each

specified time interval (typically 6 h).

We compare two different meteorological datasets. The

first meteorological dataset is a forecast product and comes

from the National Centers for Environmental Prediction

(NCEP) North American Model (NAM) with a 12 km and

6 h resolution (http://nomads.ncdc.noaa.gov/data/namanl/).

To represent the coastal wind patterns more accurately, we

use the sea surface temperature (SST) dataset RTG SST HR

data (Real-Time Global SST) from NCEP at a 0.083 de-

gree resolution (≈9 km) and 24 hour frequency (ftp://

polar.ncep.noaa.gov/pub/history/sst/ophi/). The second me-

teorological dataset comes from the European Center for

Medium Range Weather Forecasts (ECMWF) and is the

ECMWF Re-Analysis (ERA-interim) (with observation as-

similation) with a ≈ 80 km and 6 h resolution combined

with the Global Ocean Data Assimilation Experiment (GO-

DAE) high-resolution (≈9 km) SST data set from the

US Navy updated every 6 h (http://www.usgodae.org/ftp/

outgoing/fnmoc/models/ghrsst/). In the case of NAM, the

provided data are forecasts, while for ERA-interim, the pro-

vided data are reanalyses, that is to say, forecasts corrected

using observations a posteriori and using a consistent analy-

sis system over the whole period. ERA-interim should then

provide data with better accuracy but lower resolution.

2.5 Different sets of simulations

We have carried out four different sets of simulations (see Ta-

ble 1). In the first set, we have run WRF without nesting with

the eight different PBL schemes for the January and August

www.atmos-chem-phys.net/13/1837/2013/ Atmos. Chem. Phys., 13, 1837–1852, 2013
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2009 one-month periods using the NAM initial and lateral

boundary conditions. In the second set, we have compared

the two initial and lateral boundary condition datasets (NAM

versus ERA-Interim) using simulations covering the whole

year 2009 with the MYNN2 PBL scheme. In the third set,

we have tested the nesting option in the simulations with the

MYNN2 PBL scheme and ERA-interim. As the nested run is

computationally intensive, the simulations were conducted

for only four months: January, April, July and October 2009.

Two nesting configurations have been tested. The first uses

4 km resolution nests around San Francisco, San Diego and

Los Angeles, and one 0.8 km resolution nest around San

Diego. This version has been run for January and July. Then,

we have run the simulations without the 0.8 km resolution

nest for April and October. Finally, looking for improvement

in the transport of an inert tracer, we used the WRF chemistry

module (WRF-CHEM) and changed some options. These

different combinations of simulations are summarized in Ta-

ble 1.

3 Observations

3.1 ACARS vertical profile data

To evaluate the vertical transport characteristics of the model

simulations, we use the ACARS data provided by aircraft

during take-off and landing available on the NOAA web-

site (details at http://madis.noaa.gov/madis acars.html). As

the focus is on coastal sites, we have mainly selected coastal

stations. However, we also chose one inland station (Sacra-

mento) to assess the model further inland. The stations are

airports at San Diego (SAN), Los Angeles (LAX), San Fran-

cisco (SFO) and Sacramento (SMF). The location of each

station is given in Table 2 and Fig. 1. The available data are

temperature, wind speed and direction measured for 200 ver-

tical levels from the ground to 13 km. In this work, we limit

our study to the lowest 4 km. It is important to keep in mind

that this profiles are slant profiles that could lead to repre-

sentation errors over complex terrain. At the model coarse

and medium resolution, 12 and 4km, these errors should be

small, however, for the smaller grid, over San Francisco in

particular, this error could be non-negligible. For the vertical

analysis, data were aggregated by 50 hPa layers from 600 to

1050 hPa before being averaged on a monthly basis to create

a vertical profile. The ACARS data cover every day of the

year without interruption and with the same mean number of

observations. During the day, from 5AM to 12AM, there is a

relatively constant number of observations per hour. Before

5AM, there are little to no observations.

3.2 METAR weather stations

To assess the meteorology over the whole domain and es-

timate the model performance at the surface, we use the

METAR surface weather stations located in our domain west

of 114◦ W and available on the NOAA website (details at

http://madis.noaa.gov/madis sfc.html). As for ACARS, we

focus on wind direction, wind speed and temperature. The

data are averaged in two hour bins to be compared to the

model outputs. For the domain d01, 183 stations are avail-

able over 2009. For d02 and d03, 50 and 36 respectively,

are available. For all domains, data from the surface stations

corresponding to the ACARS chosen airports are available.

However, it is notable than at SAN, the surface station has

been moved by about one kilometer west between April and

July 2009.

3.3 SIO HFC-134a measurements

We focus here on the HFC-134a measurements from La

Jolla (code: SIO, 32.86◦ N, 117.25◦ W, 14 m a.s.l.). There,

a cryogenic preconcentration gas chromatograph-mass spec-

trometer (GC-MS) system called “Medusa” measures 38 an-

thropogenic and natural trace gases down to the sub-parts-

per-trillion concentration range every two hours, includ-

ing HFC-134a (Miller et al., 2008). This station is located

north west of Downtown San Diego and receives air masses

from the San Diego area, as well as from the Los Ange-

les area and other coastal regions further north. Mixing ra-

tios elevated above background are regularly observed. The

background is calculated using filtered clean air data from

Trinidad Head on a monthly basis (http://agage.eas.gatech.

edu/data archive/agage/gc-ms-medusa/monthly/). We have

selected HFC-134a due to its good temporal coverage by the

observations during the chosen periods and the availability of

emission inventories from the European Database for Global

Atmospheric Research (EDGAR) and CARB.

3.4 HFC-134a emissions

The HFC-134a emissions that are used in the simulations are

the 2005 constant-in-time emissions from the EDGAR in-

ventory version 4.1 (Olivier et al., 1996), available at http:

//edgar.jrc.ec.europa.eu/. For this study, we used the HFC-

134a emission map at 0.1x0.1 degree resolution and interpo-

lated it onto the different domain grids (12,4 and 0.8 km res-

olution). We scaled the total emission (11.2 million tonnes

of CO2 equivalent) by the fractional difference in emissions

reported for the whole state of California by CARB between

2005 and 2009, the year we examine in this study. According

to the CARB inventory, in California, HFC-134a emissions

in 2009 were lower than 2005 by 6% (8.036 and 8.553 mil-

lion tonnes of CO2 equivalent respectively, see CARB inven-

tory at http://www.arb.ca.gov/cc/inventory/data/data.htm).
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Table 1. Simulations. For each simulation, the first letter and number refer to the PBL scheme, the second letter refers to the initial and

lateral boundary condition datasets (N for NAM and E for ERA-interim). The last 2 numbers are for the grid resolution (12 for 12 km, 04

for 4 km and 08 for 0.8 km). The small letters b and c indicate respectively a longer simulation and a simulation with chemistry added in

comparison to the code without the letter. For each simulation, the PBL scheme, the initial and lateral boundary condition datasets with their

spatial resolution, the period of the simulation as well as additional comments are detailed.

Name PBL scheme Meteorological data Grid res (km) Period Other

P1N12 YSU NAM + RTG SST 12 Jan & Aug 09 1st order, non-local closure

P2N12 MYJ NAM + RTG SST 12 Jan & Aug 09 1.5st order, local closure

P3N12 QNSE NAM + RTG SST 12 Jan & Aug 09 1.5st order,local closure

P4N12 MYNN2 NAM + RTG SST 12 Jan & Aug 09 1.5st order, local closure

P5N12 ACM2 NAM + RTG SST 12 Jan & Aug 09 1st order, non-local closure

P6N12 BouLac NAM + RTG SST 12 Jan & Aug 09 1.5st order, local closure

P7N12 UW NAM + RTG SST 12 Jan & Aug 09 1.5st order, local closure

P8N12 TEMF NAM + RTG SST 12 Jan & Aug 09 1.5st order, non-local closure

P4N12b MYNN2 NAM + RTG SST 12 2009 NAM 12 km, SST 9km

P4E12 MYNN2 ERA-interim + GODAE SST 12 2009 ERA-interim 80 km, SST 9km

P4E04 MYNN2 ERA-interim + GODAE SST 4 Jan, Apr, Jul & Oct 09 –

P4E08 MYNN2 ERA-interim + GODAE SST 0.8 Jan & Jul 09 –

P4E12c MYNN2 ERA-interim + GODAE SST 12 Dec 09 CHEM

Table 2. Airport locations.

Name Code Latitude Longitude Altitude

(◦ N) (◦ E) (m a.s.l.)

San Diego SAN 32.73 −117.19 5

Los Angeles LAX 33.94 −118.41 38

San Francisco SFO 37.62 −122.38 4

Sacramento SMF 38.70 −121.60 8

4 Results

4.1 Simulations with eight PBL schemes

Accurate simulation of the time evolution of the PBL height

is crucial to properly simulate the vertical mixing and venti-

lation of trace gases emitted at the surface. In Fig. 2, the av-

erage diurnal cycles of the simulated PBL heights are plotted

at SAN in January and August 2009. For this figure, and all

the others presenting a diurnal cycle, Pacific Standard Time

(UTC-8) is used. On the left, the heights have been calculated

using the Richardson bulk number method, while on the right

the heights come directly from WRF. For both figures, the

schemes simulate a higher PBL height during the day than

during the night. However, the PBL height calculated by the

individual PBL schemes can differ from the PBL height cal-

culated by the bulk Richardson number, especially for P3N12

(QNSE) and P8N12 (TEMF). If we consider only the WRF

diagnostic, that are not all calculated with the same method,

it seems that the schemes produce very different PBL cycles

and therefore, we would expect a strong influence of these

schemes onto the winds and temperature. However, using the

Richardson bulk number method for all schemes shows the

PBL schemes are much more similar to each other, especially

during the night.

There are not many PBL height measurements available

over California. We focus therefore on the effect of the PBL

schemes on easily measurable quantities such as tempera-

ture, wind speed and wind direction. In Fig. 3, the surface

temperature (at 2 m), wind direction and wind speed (at 10 m)

median diurnal cycles are plotted for the San Diego airport

in January and August 2009. For all the plots showing di-

urnal cycles and vertical profiles, the upper and lower quar-

tiles of the concatenated simulation results are plotted except

when one simulation presents a strong difference with the

other simulations or if the clarity of the plot is not affected.

In this case, the interesting simulation quartiles are plotted as

well. For the wind direction, wind direction above 180◦ in-

dicates winds from the west and wind direction below 180◦

winds from the east. Northern winds blow at 180◦ and south-

ern winds at 0 or 360◦.

All the schemes present similar variation of the median

during the day for all parameters. No scheme’s median

matches the observations better than the others in a consis-

tent way. Moreover, temperature and wind speed are in good

agreement with the observations for all of the schemes. In

January, the simulated wind direction follows the same cycle

as the observations but with winds coming from the southeast

instead of south during the night. In August, the land breeze

is present in the observations, but not in the simulations ex-

cept in P8N12 for some of the days, but not the majority as

only the lower quartile and not the median reflects the sea

breeze. For the other simulations, the simulated winds come

only from the west, south-west. Errors in the nighttime wind

www.atmos-chem-phys.net/13/1837/2013/ Atmos. Chem. Phys., 13, 1837–1852, 2013
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Fig. 2. Diurnal cycle of the simulated PBL heights for the eight PBL schemes at San Diego airport for January and August 2009 (local time)

using medians. On the left, the heights as calculated using the Richardson bulk number. On the right, the heights as diagnosed by WRF.
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Fig. 4. Domain-wide RMSE of the bi-hourly difference between

WRF simulated temperature, wind speed and wind direction and

the METAR measured data for January, April, July and October

2009 for domains d01 (12 km resolution, California), d02 (4 km res-

olution, San Diego) and d03 (4 km resolution, San Francsico). The

RMSE for the domains d02 and d03 using the 12km resolution sim-

ulation are plotted in cyan and magenta, and in light blue and pink

respectively.

in August suggest that these time periods may not be suit-

able to use in the emission inversion. At the other sites (not

shown), as for SAN, the wind and temperature are similarly

rather insensitive to the PBL scheme used.

In conclusion, for all sites in January, WRF is capable

of reproducing the surface parameters properly without any

large difference between the PBL schemes. In August, the

wind direction during night is more challenging.

In addition to daily cycles at surface level, it is important

to evaluate the vertically-resolved wind and temperature in

WRF. We have plotted in Fig. 5 the monthly median ver-

tical profile of temperature and wind speed for SAN, SFO

and SMF. Data from LAX are very similar to SAN and are

therefore not shown. As previously, there are no large differ-

ences between the schemes. Moreover, in terms of temper-

ature, they perform remarkably well at all the sites. In the

case of the wind speed, while the surface wind speed is gen-

erally in good agreement, the vertical profiles present more

discrepancies, especially in August. In January, the disagree-

ment comes mostly from the low altitude levels with modeled

winds generally being too high. In particular at SMF, WRF

seems to constantly simulate a higher wind speed near the

surface. In August, on the contrary, the modeled winds are

slower than observed, especially at the high altitude levels.

Finally, we observe a 2 m s−1 underestimation of the whole

mean vertical profile in August at SFO.

Overall, the wind and temperature from all PBL schemes

do not show large differences between each other, which

shows that wind and temperature profiles are rather insen-

sitive to which PBL scheme is used. Moreover, compared

to surface observations and vertical profiles, the schemes al-

low the observations to be closely reproduced in most cases.

However, some discrepancies in the surface level wind direc-

tion in August at San Diego and in January at San Francisco,

as well as an underestimation of the vertical profile of the

wind speed (2 ms−1) and an overestimation of the surface

and vertical profile of the temperature (5 ◦C) in August at

San Francisco, are evident. In the next sections, we focus on

one PBL scheme and test different options for meteorologi-

cal boundary conditions and nesting. The chosen scheme is

the MYNN2 (P4), which has been described as performing

well for coastal regions (J. Dudhia, personal communication,

2011).

4.2 Simulations with two different meteorological

datasets – monthly averaged and synoptic data

comparison

Here, we have tested two different meteorological datasets

for initial and lateral boundary conditions. The first, NAM,

provides data at the same resolution as our coarse domain

(12 km) while the second, ERA-interim, is of lower resolu-

tion but greater accuracy. We have simulated the whole year

2009 with both meteorological datasets. Using all the avail-

able METAR station data averaged in two hour bins, we have

computed the domain wide root-mean-squared error (RMSE)

of the difference between the WRF results and the observed

data for temperature, wind speed and wind direction for Jan-

uary, April, July and October (Fig. 4). The results for the

two meteorological datasets are plotted in red and blue and

the RMSE is calculated over the whole 12 km resolution do-

main. The wind direction is the parameter that presents more

discrepancies with the observations with about 120 to 140◦

difference for both simulations. Except in January, P4E12 re-

sults in lower errors. For the wind speed and the temperature,

the RMSE are much smaller, around 2.5 to 3 m s−1 for the

wind speed and 4 to 6 ◦C for the temperature. For all months,

P4E12 yields a smaller RMSE.

The average diurnal cycles of wind direction, wind speed

and temperature are presented in Fig. 6, For January, April,

July and October 2009 at SAN and SFO where the simulation

using NAM (P4N12b) is plotted in blue crosses and the ERA-

interim simulation (P4E12) is plotted in red dots. Both gener-

ally follow the observed pattern at all sites and for all months.

However, P4E12 performs better than P4N12b in several

ways especially for the wind direction. At San Francisco,

the wind speeds are overestimated by both datasets for all

months, though P4E12 is closer to the observations.The same

phenomenon is found at Los Angeles in July (not shown).

Moreover, at SAN, in July, the wind direction is modeled

better by P4E12 even though the sea breeze is still too strong

compared to the observations, while for the temperature cy-

cles, P4N12b performs better than P4E12.
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Fig. 5. Vertical profiles of the monthly median wind speed and temperature averaged over January and August 2009 for the eight PBL

schemes and the observations at three of the airports (SAN, SFO and SMF). The profiles go from ground to around 4km. The grey envelope

represents the upper and lower quartiles of the observations. The grey dotted line shows the upper and lower quartiles for all the simulations

together.

In Fig. 7, the monthly average vertical profiles of wind

speed and temperature are plotted for SAN, SFO and SMF,

in a similar way to Figure 5. The same color code as above is

used. For the wind speed, we observe good agreement in the

high levels for both P4E12 and P4N12b at all sites, except

in July, when the wind speed is either strongly overestimated

(at SAN) or strongly underestimated (at SFO and SMF) by

P4N12b. P4E12 clearly performs better in the high levels

than P4N12b. At the lower levels, the simulated wind speeds

show higher values at all sites and in all months for both
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Fig. 6. Diurnal cycle of the surface wind direction, wind speed and temperature at SAN and SFO for January, April, July and October

2009 (local time) in simulations varying the boundary conditions and nesting options using median. For the wind direction, the blue area

represents wind from the west while the tan area is for winds from the east. The grey envelope represents the upper and lower quartiles of

the observations. The grey dotted line shows the upper and lower quartiles for all the simulations together.

simulations, which is not what is observed. However, P4E12

usually simulates a smaller difference than P4N12b. For the

temperature profiles, there are no large differences between

observations and simulations. We observe only a slight over-

estimation of about 1 ◦C for the low levels in July and Octo-

ber at all sites and in January at Sacramento for P4E12, while

P4N12b underestimates the temperature in July at all sites in

the higher levels, and at SAN and LAX at the lower levels,

but overestimates the lower level temperatures at SFO and

SMF.

In conclusion, using ERA-interim as initial and lateral

boundary conditions improves the simulation in comparison
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observations. The dotted lines show the upper and lower quartiles for each simulation. The profiles go from ground to around 4km.

to using NAM. We show that in our case, using reanalyzed

initial and lateral boundary conditions tends to improve the

simulations more than using initial and lateral boundary con-

ditions with a higher spatial resolution. Moreover, the dif-

ference between the two is larger than the differences be-

tween the various PBL schemes. It seems that, here, initial

and lateral boundary conditions have a larger influence on

the simulated wind and temperature than the choice of the

PBL scheme.
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4.3 Simulations with nesting – monthly averaged and

synoptic data comparison

As previously, we have calculated the RMSE for the 4km

resolution domains (Fig. 4). To be comparable, we have also

calculated the RMSE on the 12km resolution grid using only

the stations in the 4 km resolution domains. They are plotted

in cyan and magenta for d02 and in light blue and pink for

d03. For the smaller coastal domains, the RMSE is smaller

for all parameters and simulations, which seems to indicate

that the higher discrepancies are located inland. The average

RMSE reaches 40 to 60◦ for the wind direction, 1 to 2 m s−1

for the wind speed and 2 ◦C for the temperatures. As for the

larger domain, P4E12 usually performs slightly better than

P4N12 on the smaller domains. The 4 km resolution simula-

tion also yields smaller RMSE than the 12km resolution sim-

ulations for the wind direction. However, for the wind speed

and the temperature, the RMSE for P8E12 is slightly higher

than for P4E12 but the differences are not significant.

In Fig. 6, the diurnal cycles of surface wind speed, direc-

tion and temperature are also plotted for simulations using

nests of 4 km resolution (green diamonds) and 0.8 km reso-

lution, (gold triangles, only for January and July at SAN).

At SAN, two nests are embedded, one at 4 km resolution

(P4E04) and a second, at 0.8 km resolution (P4E08). First,

comparison of the 4 km and 0.8 km nests at SAN shows that

no significant difference comes from using this highest res-

olution nest. The Pearson’s correlation coefficients between

the observations and the nested runs are the same (0.9 for the

wind direction, 0.4 for the wind speed and 0.9 for the tem-

perature), as are the mean differences between observed and

simulated temperature and wind. The mean differences for

the wind direction are, however, larger in P4E08. It seems

then that at SAN using a 0.8 km resolution nest does not pro-

vide better results than the 4 km resolution nest, while using

much more computational time (about 4 times the cost).

We now focus on the comparison between the 12 km and

4 km resolution simulations (P4E12 and P4E04) in Figs. 6

and 7. If we compare the nested winds to the observations,

the results are usually better than for the coarse winds, es-

pecially for wind direction and temperature. Generally, the

land-sea breeze is better represented by the nested simula-

tion. However, in July at San Diego, or in April at SFO, the

nested wind direction is nearly identical to the coarse wind

direction, showing no improvement. In terms of wind speed

at SAN, there is also little difference. However, at Los An-

geles, the nested wind speeds in the afternoon are closer to

the observations than the coarse wind speeds (not shown). At

SFO, we observe the opposite phenomenon, with the nested

wind speed being overestimated compared to the coarse wind

speed. Finally, at Sacramento, the wind speed is generally

overestimated (by ≈2 ms−1) for all simulations, except in

July, when the nested wind speed is closer to the observations

than the coarse wind speed. In term of temperatures, there

are no large differences between the coarse and nested tem-

peratures, except at San Francisco in July where the nested

temperatures are overestimated by 2 ◦C. At all coastal sites,

there is a slight overestimation of the temperature, which is

most pronounced in January at SAN and SFO.

In Fig. 7, the vertical profiles, as for the surface obser-

vations, present no significant difference between the 4 km

and the 0.8 km resolution simulation. The 4 km nested tem-

peratures correspond closely to the coarser modeled temper-

atures. In general, as for the surface temperature, there is a

slight overestimation of the profile temperatures especially

in July for all simulations. For the wind speed profiles, at

San Diego in January and October, the lower levels are better

modeled by the nested simulation than by the coarse simula-

tion. At SMF, the nested simulation helps reduce the modeled

higher wind speed but still underestimates the wind speed at

mid-level in July. The same phenomenon is observed at San

Francisco. For the other time periods and sites, there is little

difference between the 4 km and the 12 km simulations.

In general, the nested simulation brings a better agreement

than the coarse simulation, especially at San Diego. How-

ever, adding nests can also increase the model bias, for exam-

ple in the mid-level winds at San Francisco or Sacramento.

4.4 Effect on the modeling of an inert tracer

As our ultimate goal is to invert emissions of HFC-134a us-

ing WRF simulations and atmospheric HFC-134a measure-

ments, we also examine the modeled HFC-134a concentra-

tions compared to observed HFC-134a concentrations. We

use here a simulation with at 12 km resolution without nest-

ing, ERA-interim as initial and boundary conditions, and

MYNN2 as PBL scheme. We also add a simulation that

includes the chemistry package WRF/CHEM (Grell et al.,

2005) to compute tracer transport (P4E12c) while the other

simulation uses the WRF tracer option to compute tracer

transport. There are errors in tracer concentration in WRF,

as opposed to WRF/CHEM, that result from inaccurate treat-

ment of tracer transport. The tracer option in WRF does

not explicitly solve the full advection-diffusion equation for

tracer transport (see WRF description report: www.mmm.

ucar.edu/wrf/users/docs/arw v3.pdf) but rather simply trans-

ports particles by integrating the wind fields computed dur-

ing each time step. This tracer option is not linked to any

physics sub-routines, which means that tracers released at

the surface are not appropriately affected by PBL processes.

Within the chemistry module included in WRF/CHEM, ver-

tical mixing of tracers is done separately from the physics

package but uses coefficients provided by the physics pack-

age. This requires that the PBL scheme is a local closure

scheme, such as the MYNN2 scheme that we are using.

In addition, some specific physical and dynamics options

are recommended to be used with the WRF/CHEM mod-

ule (WRF/CHEM user’s manual ruc.noaa.gov/wrf/WG11/

Users guide.pdf), which we have implemented. In particu-

lar, the cumulus radiation feedback option was activated to
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avoid surface and skin temperatures that are too high. Ad-

vection for the moist, chemical, scalar and tracer variables

was changed from positive-definite to monotonic. This cor-

rects the tendency of WRF to overshoot and produce unre-

alistically low local values (Peckam et al., 2011). To avoid

negative values for variables such as precipitation, the option

“mp zero out” was activated. As it also applies to the tracer,

we chose a threshold value of 1×10−16.

The simulated surface temperature and wind shows only

slight differences between WRF and WRF/CHEM (not

shown) which are likely related to the physical and dynam-

ics options we adjusted for WRF/CHEM. As for the sur-

face data, no substantial differences exist between the sim-

ulations with or without chemistry options for the monthly

averaged vertical profiles of the wind speed and temperature

(not shown). We are therefore confident that our conclusions

concerning the validation of the transport in the model are

still valid with the WRF/CHEM setup.

In the model, the tracer is initialized with zero values. To

compare with the observations, we are plotting the residuals

or excess of the observations with the background removed.

The residuals are in ppt, that is to say, dry air mole fraction

× 10−12. The two simulations P4E12 and P4E12c follow the

same general pattern with lower values in the afternoon and

higher values at night and in the morning (Fig. 8). This pat-

tern corresponds to the diurnal cycle of the PBL height over

land (Fig. 2) as well as the effect of the afternoon sea breeze,

which tends to bring clean well-mixed air masses to the

measurement station at SIO. A large difference between the

P4E12c simulation using WRF/CHEM and the other simula-

tion is apparent: P4E12c simulates much lower residuals that

correspond more closely to the observed residuals (Fig. 8).

However, P4E12c residuals are still approximately two times

too high in the time series. For the diurnal cycle, however, the

median values are closer to the observed values but the quar-

tile position shows that the distribution is skewed with some

high outliers, which is consistent with the differences seen in

the time series. This shows that we cannot just use a scaling

factor to estimate the emissions. The observed residuals are

the results of a spatial distribution of emissions which needs

to be corrected or of errors in the vertical mixing, which we

were not able to assess. The high simulated nighttime values

result mainly from the San Diego County basin while the low

values are simulated in the afternoon, when the air masses are

well-mixed and represent larger source regions (not shown).

Qualitatively, it seems that the estimated San Diego County

emissions are too large while some of the neighboring basins

could be underestimated. Top-down estimates of emissions

will benefit from a more complex inversion, as well as using

the second station at Trinidad Head.
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Fig. 8. HFC-134a simulated and observed residuals (mixing ra-

tios minus background) during four days in January 2009 and di-

urnal cycle for the whole month using median at SIO. The grey

envelope represents the upper and lower quartiles of the observa-

tions around the median. The pink envelope represents the upper

and lower quartiles of the P4E12 simulation without chemistry. The

upper and lower quartiles for P4E12c are indicated by vertical bars.

4.5 Simulation of a Santa Ana event in December 2009

– Synoptic data comparison

Santa Ana events are a large-scale weather pattern encoun-

tered in Southern California, generally between October and

March. They are characterized by a positive pressure gra-

dient from the Great Basin to the coast, which leads to

strong winds that transport dry and warm air masses offshore

(Raphael, 2003; Hughes and Hall, 2010; Hughes et al., 2011).

After such an event, these air masses can also return onshore.

In the case of San Diego, this recirculation brings air from the

Los Angeles area as well as from the San Francisco Bay area.

The air masses therefore contain information at a regional

scale that can help us constrain large parts of California.

The Climate Research Division at SIO calculates a

Santa Ana index using the pressure gradient between the
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Table 3. Measured and modeled pressure (HPa) at San Diego Airport and Ely/Yelland field station

Date Measured at Measured at Modeled at Modeled at

San Diego Ely/Yelland San Diego Elly/Yelland

19 December 12 p.m. 1014 1031 1016 1022

20 December 20 p.m. 1018 1022 1018 1018
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Fig. 9. Sea-level pressure maps above California for 19 and 20 De-

cember 2009 at noon (local time) for the P4E12c simulation. Wind

pattern above Los Angeles and San Diego; the direction is indicated

through arrows while the speed is plotted in a color scale.

Ely/Yelland field station in Nevada (38.3◦ N, 114.9◦ W) and

the San Diego airport. Data are available publicly for peri-

ods beginning in December 2009 (http://meteora.ucsd.edu/

weather/other/old SAIndex/). For this month, several events

were observed. We focus on the events from 17 to 20 De-

cember. In Fig. 9, we plot the simulated (P4E12c) surface

wind direction and speed, as well as the sea level pressure,

on December 19 at 12 p.m. (local time) during the Santa Ana

event, and 20 December at 8 p.m. (local time) at the end of

the event. As expected, on December 19, we observe a strong

pressure gradient from the northeast to the coast. The simu-

lated pressures in the model grid cell containing Ely and San

Diego airport are 1016 and 1022 hPa while the measurements

indicate 1014 and 1031 hPa respectively (see Table 3). This

situation leads to simulated strong offshore winds in South-

ern California. On 20 December, in the evening, the situation

has changed. The pressure gradient is weaker. The pressures

at San Diego and Ely were measured at 1018 and 1022 hPa,

while the model computes 1018 and 1018 hPa respectively.

The simulated wind speeds are two to five times slower, and

the air masses circle around the ocean and come back on-

shore along San Diego coast. This shows that our configura-

tion of WRF is able to reproduce the large-scale meteorolog-

ical conditions of a Santa Ana event.

In Fig. 10, we examine whether Santa Ana events have

strong local signatures in the simulated and observed wind

direction, wind speed, temperature at SAN and LAX, and

HFC-134a residuals at SIO from 17 to 23 December 2009.

The Santa Ana events are highlighted by the grey shaded ar-

eas. We observe a general good agreement of the wind direc-

tion, wind speed and temperature at SAN and LAX between

the observations and the simulation. In the case of LAX, us-

ing the grid cell which contains the station gave poor results

in term of temperatures, with no daily variations at all. How-

ever, using the east next gridcell, more inland, gives a near

perfect agreement. As the station is not perfectly in the center

of the gridcell and as this gridcell is mainly oceanic, we have

chosen to plot the temperauture from the next eastern grid-

cell. For the four events, we observe the same pattern in the

wind direction with winds shifting sharply from the west to

the east. At the end of the events, at SAN, the wind direction

is mainly north, north-west bringing air from Los Angeles

to San Diego. At Los Angeles, the wind direction still shifts

but with less regularity than during the Santa Ana events. For

the wind speed and the temperatures, we observe a peak of

these parameters during each event. After the Santa Anas, the

temperatures drop while the wind speed slowly rises.

In terms of HFC-134a residuals at SIO (La Jolla), observed

and simulated residuals are of the same order of magnitude

even if large residuals tend to be too large in the simulation.

In Fig. 10, the afternoon residual values (between 12 p.m.

and 6 p.m.) are highlighted in cyan and black for the simu-

lation and observation respectively while the whole data sets

are in powder blue and grey. During the Santa Ana events,

the mixing ratios tend to decrease. This could be explained

by the fact that during this period, the winds are coming

from the west bringing clean oceamic air. At the end of each
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Fig. 10. Wind direction, wind speed, temperature and HFC-134a observed and simulated (P4E12c) residuals between 17 and 25 December

2009. The Santa Ana events are shown with grey bars.

event, when the wind shifts to east, we observe an increase

of the concentrations. On 21 December, the wind direction

in the simulation is from the north, bringing air masses from

Los Angeles and the other coastal regions, and the simulated

residual peaks at 480 ppt. In the observations, the wind di-

rection is first south then north and therefore the resulting

mixing ratio is lower, but still higher than the day before.

Finally, on 22 December, the wind blows strongly from the

west, bringing clean air masses, and both simulated and ob-

served residuals are near the background values. From these

short series of Santa Ana events, we show that the model is

able to reproduce the meteorology as well as the concentra-

tion patterns. The study of more events is needed but this

shows promising results.

5 Conclusions

We have evaluated the transport in the WRF model by com-

paring wind direction, wind speed and temperature at four

airports in California, with the goals of assessing biases in

modeled winds and temperatures and seeing how changing

the PBL schemes, the initial and lateral boundary condition

datasets, and the model resolution could reduce these bi-

ases. We have tested eight available planetary boundary layer

schemes, two initial and lateral boundary condition datasets,
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and nesting options. No major differences in the tempera-

ture and winds arise from using different PBL schemes. Bet-

ter agreement with observations is generally obtained using

ERA-interim reanalysis and GODAE SST instead of NAM

and RTG SST as initial and lateral boundary forcings. We

also show that increasing the resolution helps to improve the

match between observed and simulated wind and tempera-

ture, especially in topographically challenging areas such as

the California coast. But no further improvement was found

at San Diego for 0.8 km resolution, as compared to 4 km res-

olution.

We have also looked at the effects of these different ap-

proaches on simulations of the inert tracer HFC-134a. We

show that tracer transport calculated using the WRF/CHEM

model is improved, compared to tracer transport computed

with the tracer option in the WRF model. Comparing time

series and diurnal cycles, it appears that inversion is needed

to be able to the correct emission pattern as the spatial distri-

bution clearly has a large influence on the observations. Fi-

nally, we have shown that our model reproduces events like

Santa Anas, which is an important pathway for the transport

of emissions from large part of California, and especially the

Los Angeles area, to our observation site in La Jolla.
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