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Introduction

“Adaptive systems are systems which can alter aspects of their structure,
functionality or interface in order to accommodate the differing needs of
individuals or groups of users and the changing needs of users over time”
(Benyon and Murray, 1993, p. 199).

In the early beginnings of the adaptive systems development this new approach of
software individualization promised to improve human-computer interaction consid-
erably. Many frequently occurring problems of usability and learnability seemed to
be easily solved. However, even today, after elaborating significantly the modeling
techniques, it is not obvious whether this promise has been kept, because only few
empirical evidence exists that supports this claim.

In fact, empirical evaluations of adaptive systems are hard to find—e.g., only a
quarter of the articles published in User Modeling and User Adapted Interaction

(UMUAI) report significant empirical evaluations (Chin, 2001). Many of them in-
clude a simple evaluation study with small sample sizes and often without any sta-
tistical methods. Several reasons have been identified as responsible for this absence
(e.g., Eklund, 1999; Höök, 2000). Besides some structural problems (e.g., short
development cycle) one of the major issues is methodological: What has to be done
to guarantee the success of adaptation? Straightforward approaches (e.g., asking the
users whether they enjoyed the interaction) frequently failed to proof an advantage
of adaptive systems or suffer from low test quality.

Aim

The aim of this PhD thesis is to explore a methodology for the empirical evaluation
of adaptive systems. Such a methodology consists of at least two components: First,
a group of criteria that are proofed to be reliable and valid to measure adaptivity suc-
cess. Probably, only a combination of several criteria will be adequately meaningful.
Secondly, a specification of experimental designs and procedures is needed to apply
those criteria.
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The proposed approach is designed to be independent of the domain. We certainly
do not ignore the fact, that there are domain specific differences between systems
(i.e., there are criteria that evaluate system specific goals). However, we claim that
such a general approach yields a methodology that is transferable to many systems
and would enable researchers to

• find system deficits and failures, e.g., to uncover wrong assumptions about the
user in the user model

• show that adaptivity in their system is useful and successful

• justify the efforts spent on making systems adaptive, because the development
of an adaptive system still requires more exertion than building a non-adaptive
system, though software tools simplified the implementation considerably

• point out deficits of non-adaptive systems, because the comparison of adaptive
and non-adaptive versions of a system could also identify problems of the
standard interface.

Overview

After introducing and defining adaptivity (Chapter 1) and software evaluation (Chap-
ter 2), we offer a synopsis of current evaluations (Chapter 3) to outline the state of
the art. We argue that few studies comply with methodological standards. Several
reasons for this deficit are identified (Section 3.3).

Based on this overview of current evaluations, we introduce a framework for the
evaluation of adaptive systems (Chapter 4). This framework defines four layers that
have to be evaluated separately to guarantee the success of adaptivity.

The framework is then applied to the evaluation of an adaptive learning system—
the HTML-Tutor—to demonstrate the framework’s usefulness (Chapter 5). Several
studies have been conducted to evaluate each layer.

Finally, the framework is discussed in terms of its applicability, advantages and
limitations (Chapter 6).

Note that several chapters are based on workshops, conferences, and journal pa-
pers that have been published by the author previously. These articles include (in
chronological order)

• Weibelzahl, S. and Weber, G. (2000). Evaluation adaptiver Systeme und Ver-
haltenskomplexität. In Müller, M. E. (Ed.), Adaptivität und Benutzermodel-

lierung in interaktiven Softwaresystemen, ABIS-2000, Osnabrück.

14



• Weibelzahl, S. and Lauer, C. U. (2001). Framework for the evaluation of adap-
tive CBR-systems. In Vollrath, I., Schmitt, S., and Reimer, U. (Eds.), Experi-

ence Management as Reuse of Knowledge. Proceedings of the Ninth German

Workshop on Case Based Reasoning, GWCBR2001, pages 254–263. Baden-
Baden: Shaker.

• Weibelzahl, S. (2001). Evaluation of adaptive systems. In Bauer, M., Gmy-
trasiewicz, P. J., and Vassileva, J. (Eds.), User Modeling: Proceedings of the

Eighth International Conference, UM2001, pages 292–294. Berlin: Springer.

• Weber, G., Kuhl, H.-C., and Weibelzahl, S. (2001). Developing adaptive inter-
net based courses with the authoring system NetCoach. In Reich, S., Tza-
garakis, M. M., and de Bra, P. (Eds.), Hypermedia: Openness, Structural

Awareness, and Adaptivity, pages 226–238. Berlin: Springer.

• Weibelzahl, S. and Weber, G. (2001). A database of empirical evaluations of
adaptive systems. In Klinkenberg, R., Rüping, S., Fick, A., Henze, N., Herzog,
C., Molitor, R., and Schröder, O. (Eds.), Proceedings of Workshop Lernen

— Lehren — Wissen — Adaptivität (LLWA 01); research report in computer

science nr. 763, pages 302–306. University of Dortmund.

• Weibelzahl, S. and Weber, G. (2001). Mental models for navigation in adap-
tive web-sites and behavioral complexity. In Arnold, T. and Herrmann, C. S.
(Eds.), Proceedings of the Fifth Annual Meeting of the German Cognitive Sci-

ence Society, KogWis 2001, pages 74–75. Leipzig: Leipziger Universitätsver-
lag.

• Weibelzahl, S. and Weber, G. (2002). Adapting to prior knowledge of learners.
In de Bra, P., Brusilovsky, P., and Conejo, R. (Eds.), Proceedings of the Second

International Conference on Adaptive Hypermedia and Adaptive Web Based

Systems, Málaga, Spain, AH2002, pages 448–451. Berlin: Springer.

• Weibelzahl, S., Lippitsch, S., and Weber, G. (2002). Advantages, opportuni-
ties, and limits of empirical evaluations: Evaluating adaptive systems. Kün-

stliche Intelligenz, 3/02, 17–20.

• Weibelzahl, S., Lippitsch, S., and Weber, G. (2002). Supporting the authoring
of Adaptive Hypermedia with structural information? In Henze, N., Kókai,
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Proceedings of the German Workshop on Adaptivity and User Modeling in

Interactive Systems, ABIS02, pages 99–105, Hannover.
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These peer reviewed papers were a good starting point for integrating these various
aspects in a complete dissertation on the evaluation of adaptive systems.
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1. Adaptive Systems

1.1. Functions and Definition of Adaptivity

The idea of individualizing software with user models can be traced back to the
early 80’s. While systems traditionally considered only one typical user or a few
user stereotypes, it became more and more popular to see users as individuals with
idiosyncratic preferences, needs, and tasks (Rich, 1983). Nielsen (1989) even found
that the top three effects of the largest effects found in hypertext systems were due
to individual differences between users. Thus, an individualized system promised
to solve the most urging problems. Since these first ideas, many systems have been
developed in different domains, solving different problems with varying degrees of
adaptation.

Before we give an overview of these different functions of existing systems, it is
imperative to define more precisely what adaptive systems are and delimit them from
similar concepts.

According to Oppermann (1994) a system is called adaptive "if it is able to change
its own characteristics automatically according to the user’s needs" (p. 456). Adap-
tive systems consider the way the user interacts with the system and modify the
interface presentation or the system behavior accordingly. Jameson (2001) adds an
important characteristic:

A user-adaptive system is an interactive system which adapts its behav-
ior to each individual user on the basis of nontrivial inferences from
information about that user (Jameson, 2001, p. 4).

In this definition adaptivity is limited to nontrivial inferences to exclude straightfor-
ward adaptations (e.g., a user might set the font color of the interface to blue and
thus the system might display the font in blue). However, it is obvious that this kind
of adaptations is trivial and is used regularly in all kinds of systems. We would thus
refrain from calling this behavior adaptive. In the remainder of this book a system adaptivity

17



1. Adaptive Systems

is called adaptive only if it is an interactive system that changes its behavior de-
pending on the individual user’s behavior on the basis of nontrivial inferences from
information about the user.

Comparing this definition to those first two definitions it is important to note that
we included an additional requirement: adaptive systems receive the information
about the user from observations of the user. This is in accordance with Jameson’s
model of adaptation (Jameson, 2001) and we think that it is important to mention
this fact in the definition.

Adaptivity is often confused with adaptability. A system is called adaptable, “ifadaptability

it provides the user with tools that make it possible to change the system character-
istics” (Oppermann, 1994, p. 455). For example, adaptable systems are not based
on intelligent algorithms that infer how to adapt on their own, rather they offer the
flexibility to change the interface or the behavior manually according to one’s needs
or preferences. The adaptation decision is left to the user.

Both adaptivity and adaptability are often summarized by the term personalizationpersona-

lization (Jameson, 2001). Especially in e-commerce the demand for individually tailored
products and services is growing constantly and adaptability as well as adaptivity
are used increasingly.

Adaptive Systems are used in many domains to solve different tasks. The follow-functions

ing list of functions, adopted from Jameson (2001), is neither meant to be complete,
nor does it describe distinct categories. Rather it should outline how adaptivity is
applied in different domains and why it might be feasible to use adaptive systems for
a specific task.

Help the user to find information: When searching large information spaces
such as the web or literature databases, users are frequently either over-
whelmed by the amount of retrieved documents or do not get any results be-
cause the query was too narrow. For example, by taking into consideration the
user’s relevance feedback on previous retrievals it is possible to improve both
precision and recall of retrieved documents (Vogt, Cottrell, Belew and Bartell,
1999).

Tailor information to user: Billsus and Pazzani (1999) introduced an adaptive
system that compiles a daily news program that is tailored to the individual
preferences. These preferences are automatically learned from feedback in
previous interactions. Electronic shops might tailor the product description
and the way of presentation to the customer’s needs and expertise (Jörding,
1999).

18



1.1. Functions and Definition of Adaptivity

Recommend products: Adaptive e-commerce systems are an important field of
application. Building a user model of the customer’s needs and preferences
enables the system to customize the sales interaction and to suggest suitable
products (Ardissono and Goy, 1999). An electronic shopping guide might
even be aware of the user’s current location in the shop (Bohnenberger, Jame-
son, Krüger and Butz, 2002).

Help with routine tasks: Frequently occurring interactive tasks such as sorting
incoming e-mail or formatting the layout of paragraphs can be supported by
adaptive systems (e.g., Cohen, 1996; Segal and Kephart, 1999).

Adapt an interface: Usually the visual interface, i.e., the screen or display, is
adapted; however, for users with motor disabilities it can be useful to adapt
the input interface. A system that learns and models the user’s keyboard skills
may minimize or eliminate keystroke errors (Trewin and Pain, 1997).

Give help: Depending on the user’s expertise or knowledge a system can provide
help on commands (Chin, 1989). A well known example of help provision
based on the users background, actions, and queries is the LUMIÈRE project
that developed lifelike characters who assist in the interaction with word pro-
cessing software (Horvitz, Breese, Heckerman, Hovel and Rommelse, 1998).

Support learning: There are many systems that support the learning process both
with standalone applications (Weber and Möllenberg, 1995) as well as with
Internet based courses and trainings (Brusilovsky, Eklund and Schwarz, 1998;
de Bra and Calvi, 1998; Henze, Nejdl and Wolpers, 1999). Frequently applied
methods for adaptation to the learner include adaptive annotation of links,
adaptive hiding of links, and adaptive curriculum sequencing in dependence
of the learners current knowledge. An overview of different adaptation meth-
ods and systems can be found in Brusilovsky (1996) and Brusilovsky (2001).

Conduct a dialog: The robustness of automatic dialogs via telephone (e.g., a
ticket service) will be enhanced if the user’s intentions are modeled (Horvitz
and Paek, 2001).

Support collaboration: By modeling the user’s goals, interests, and availability
it may become easier to find collaborators in a distributed workspace environ-
ment (Bull, Greer, McCalla, Kettel and Bowes, 2001; Greer, McCalla, Collins,
Kumar, Meagher and Vassileva, 1998).

19



1. Adaptive Systems

Though adaptive systems perform very different tasks and adapt in very different
ways it is possible to subsume them in a single model that describes the architecture
of these systems abstractly.

1.2. Models of Adaptivity

In addition to the definition of adaptive systems above, this chapter will derive a
model of adaptivity. The evaluation framework that is proposed in this thesis is sup-
posed to hold for all adaptive systems. Thus, a clear model is required that enables
researches to categorize their systems and which is a prerequisite for the comparison
of different systems.

We will introduce three models (or architectures) of adaptive systems that haveexisting

architectures been proposed in the literature: a very early architecture by Benyon and Murray
(1993), a proposal by Oppermann (1994), and a very similar model proposed by
Jameson (2001). These architectures represent different points of views and focus
on different aspects. For adaptive hypermedia, several reference models have been
developed (e.g., de Bra, Houben and Wu, 1999; Koch and Wirsing, 2002; Ohene-
Djan, 2002), but currently these are not generally applicable to adaptive systems and
are rather intended to support software engineers in developing systems. Thus, these
reference models are not taken into consideration here.

Benyon and Murray (1993) introduced an architecture of adaptive systems that
focuses on the components of adaptivity. It is designed to support developers inBenyon and

Murray’s

model
selecting appropriate representation techniques. The architecture basically consists
of three main components: the user model, the domain model, and the interaction
model (see Figure 1.1).

• The user model represents the system’s beliefs about the user. It consists of
three interlinking components: First, the student model, which contains the
system’s assumptions about the user’s beliefs about the domain. For example,
the system might assume that the user knows how to open a text file. Thus,
this information is dependent on the application and the domain. The model’s
second component is the profile model, which holds information about the
user’s background, interests and general knowledge. And the third component,
the psychological model, holds domain independent cognitive and affective
traits of the user.

• The domain model defines the aspects of the system and the world that are
important for inferences, e.g., functions that might be altered. These aspects
might be described at different levels, such as the task level, the logical level,
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psychological 

model

profile

model

student 

model

user model

task level logical level

physical level

domain model

evaluation

mechanisms

adaptation

mechanisms

inference

mechanisms

interaction knowledge base

dialogue record

interaction model
 

Figure 1.1.: Benyon and Murray’s proposal for an architecture of adaptive systems;
adopted from Benyon and Murray (1993)

or the physical level. Thus, the domain model is the basis for all inferences
and adaptations.

• The interaction model handles the dialog between the user and the application.
It might record the previous interaction and contains mechanisms for the in-
ference of user properties, mechanisms for adaptation of the system to these
user properties, and mechanisms for an evaluation of the adaptation.

In summary, this model describes the different kinds of information that are re-
quired for an adaptation. When proposing this architecture, Benyon and Murray
might have had in mind intelligent tutoring systems, with explicit modeling of know-
ledge or misconceptions. Nevertheless, the model is applicable to other application
domains, too. However, in some systems the main components might be not as
distinguishable as the authors claim, e.g., in adaptive machine learning, inference
mechanisms and the domain model might be mixed up. Moreover, the processes and
the interaction between the component are not described. For evaluation purposes it
is important to look not only at the system’s status, but also at the processes that lead
to the current status.
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1. Adaptive Systems

A much more process oriented architecture was introduced by Oppermann (1994).Oppermann’s

model Its main idea is to distinguish between an afferential, an inferential, and an efferential
component.

• The afferential component gathers the observation data. The system observes
the users behavior, e.g., key strokes, commands, errors, movements, or navi-
gation, which is the basis for further adaptation.

• The inferential component is the core of the system. An intelligent mechanism
infers user characteristics from the raw data.

• Finally, the efferential component decides how the system should be adapted,
i.e., how the system behavior should be changed. The adaptation might con-
cern the presentation of objects, functions or tools, default values for parame-
ters, sequences of dialogue, or system messages.

A very similar model was proposed by Jameson (2001). The author also distin-Jameson’s

model guishes an afference, called upward inference, on the one hand, and an efference,
called downward inference, on the other hand (see Figure 1.2). Thus, the empha-
sis of this model is on the inference mechanisms, while Oppermann focuses on the
components. An important fact that is considered in both models is the distinction
between the inference of user characteristics and the concrete adaptation decision.
Opposed to Benyon and Murray’s model, they do not describe the structure or con-
tent of the components in more detail, e.g., different kinds of aspects of the users.

For the evaluation of adaptive systems, a process-oriented model is feasible, be-evaluation

model cause it provides better insights into the actual data processing and thus offers obvi-
ous starting points for evaluations. Based on the above models, we propose a new
model that is especially designed for evaluation purposes. We focus on the infer-
ences that are involved in the adaptation, but add another information processing
step explicitly, namely the user observation. The following sections describe this
model, which is shown in Figure 1.3, in more detail.

1.2.1. Acquisition of Input Data

In classical (non-adaptive) systems the user interacts with the machine via the inter-
face by entering input data, which are strictly task related. One of the main char-
acteristics of adaptive systems is, as seen in the definitions above, that they acquire
additional input data. The system might observe the user in different ways, e.g.,
a system might monitor the interaction by recording key strokes or error types, by
registering navigation behavior and so forth. Some systems also monitor a kind of
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model of some aspects of user

input concerning user decision concerning user

upward inference
downward inference

and decision making

Figure 1.2.: Jameson’s proposal for an architecture of adaptive systems; adopted
from Jameson (2001)

user

system

interface

 user model

input data properties

Figure 1.3.: Architecture of adaptive systems and flow of information
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metadata, e.g., the frequency of commands, while others ask the user directly. In
fact, all these systems gather information that is not strictly required for the task, and
might be completely unrelated to the task.

1.2.2. Inference of User Properties

Based on these input data, the system now infers abstract user characteristics. For
example, an adaptive learning environment might infer the user’s current knowledge
(Brusilovsky et al., 1998), an adaptive help system might infer the user’s goals or
tasks (Horvitz et al., 1998), and an adaptive recommendation system might infer the
user’s needs or preferences (Linden, Hanks and Lesh, 1997). The key point is that
these properties are inferred from the input data and not accessed directly.

The inference is based on Artificial Intelligence (AI) techniques. Standard ap-
proaches include Bayesian Networks, machine learning, Case-Based Reasoning, rule
based inferences, and combinations of these. In different domains and for different
tasks all techniques have their strengths and weaknesses, but currently the most com-
mon approach uses inferences that are based on conditional probabilities.

1.2.3. Adaptation Decision

Finally, in the last information processing step, the user properties are used to adapt
the interface. Note that the used definition of “interface” is not limited to design
issues, but also includes presentation strategies, contents, commands, functions, an-
notations, etc. Changing the interface also includes altering the behavior of input
devices, such as keyboards.

The distinction between user properties and adaptation decision becomes obvious
when considering a product recommendation system: If a system infers a preference
for a specific product it will probably recommend this object. But the adaptation
decision does not stop at this point. There is a variety of ways to recommend a pro-
duct. The system might either just offer a hint or might limit the assortment. Even
no adaptation at all might have to be considered, because some properties start gain-
ing relevance after time. The adaptation decision might consider several different
dimensions in the user model, e.g., the product preference might be modulated by
the user’s knowledge, i.e., while domain experts receive a direct recommendation,
novices with the same preference might only get a link.

In summary, in the process of adaptation decision, the system decides about con-
crete adaptation steps based on the inferred abstract user properties.

This model should be applicable to all adaptive systems. Chapter 4 describes how
this model can be used as a heuristic for evaluation studies.
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2. Empirical Evaluation

Empirical software evaluations can provide important hints to failures in interactive
systems that can not be uncovered otherwise. What are the goals of evaluation?
How can software be improved by the results of empirical evaluations? What kind of
failures are uncovered and which remain undiscovered? The advantages and limits of
empirical evaluations are outlined and usability is introduced as the most important
criterion for this kind of evaluations.

2.1. Software Evaluation

The term evaluation is most frequently used for determining the worth or merit of definition

an ‘evaluand’. Worthen, Sanders and Fitzpatrick (1997) define evaluation as the
“identification, clarification, and application of defensible criteria to determine an
evaluation object’s value, quality, utility, effectiveness, or significance in relation
to those criteria” (p. 5). Sometimes its meaning is limited to the assessment of
social intervention programs, such as curricula, only (Rossi and Freeman, 1993).
However, for the evaluation of adaptive systems we certainly prefer a broader sense.
An evaluation of an interactive system ensures that it behaves as expected by the
designer and that it meets the requirements of the user (Dix, Finlay, Abowd and
Beale, 1998).

Accordingly, three main goals of software evaluation are distinguished (Dix et al., goals

1998):

• To assess the extent of system’s functionality. Does the system comply with
the user’s requirements? Which functional capabilities are offered to the user?
How effectively does the system support the user’s task?

• To assess the effect of the interface on the user. This goal covers many of the
usability aspects introduced in the previous chapter. How easy is the system
to learn and is the user satisfied with the system?
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2. Empirical Evaluation

• To identify specific problems with the system. The last goal can be seen as a
kind of feedback loop. Evaluations can give valuable hints for improvements
by uncovering unexpected behavior of the system and by identifying incon-
gruencies between user expectations and system design.

Both, assessing the value of and improving the object are important goals, whichformative and

summative

evaluation
is often referred to as formative and summative evaluation (Scriven, 1967). Both
aspects will be considered in this work, i.e., software evaluation is not just the last
phase in the software development process, but should be seen as an important source
of information throughout the complete software life cycle (Nielsen, 1993).

Performing an evaluation requires an extended procedure. Several evaluation stepsevaluation

steps have been proposed. Exemplarily, we list the most essential steps for the evaluation
of software according to Totterdell and Boyle (1990):

• Identifying the purposes or objectives of the evaluation. A well planned study
includes a clear specification of the commissioner, the audience who is sup-
posed to receive the results, and most importantly the criteria. In other words,
there should be a clear objective before the data are collected.

• Specifying experimental design. The criteria need to be translated in suitable
methods, subjects, tasks, measurements, experimental settings, and resources.
Many different evaluation designs and according techniques have been pro-
posed for different criteria and settings. An overview of evaluation techniques
for the evaluation of software and interfaces is given by Howard and Murray
(1987) and Dix et al. (1998) among other authors.

• Collecting results. Depending on the method, the results are collected by using
log-files, behavior observation, and questionnaires.

• Analyzing data. Both quantitative and qualitative analysis may be applied.
Note that the analysis highly depends on a proper specification of the cri-
teria and methods used. Thus, both methods and criteria will be emphasized
throughout this work. It will be shown that the specification of methods for
the evaluation of adaptive systems raises specific problems.

• Drawing conclusions. Finally, the interpretation of the results may be used to
recommend the system or to recommend modifications.

This general procedure structure was used implicitly and explicitly for all of our
studies that are described in this work. However, we do not give details for all steps in
all studies, because most aspects are covered by common scientific behavior anyway
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(e.g., specifying criteria and setting hypotheses), and because many specifications
occur again and again.

2.2. Advantages: Why Empirical Evaluations are

needed

Some areas of Artificial Intelligence apply empirical methods regularly. For ex-
ample, planning and search algorithms are benchmarked in standard domains, and
machine learning algorithms are usually tested with real data sets. However, looking the need for

evaluationsat an applied area such as user modeling, empirical studies are rare. For instance,
only a quarter of the articles published in User Modeling and User Adapted Inter-

action (UMUAI) report empirical evaluations of significant scientific value (Chin,
2001). Many of them include a simple evaluation study with small sample sizes and
often without any statistical methods.

On the other hand, empirical research is absolutely necessary for an estimation
of the effectiveness, efficiency, and usability of a system that applies AI techniques
in real world scenarios. Especially user modeling techniques which are based on
human-computer interaction require empirical evaluations. Otherwise certain types
of errors will remain undiscovered. Undoubtedly, verification, formal correctness,
and tests are important methods for software engineering, however, we argue that
empirical evaluation—seen as an important complement—can improve AI tech-
niques considerably. Moreover, the empirical approach is an important way to both,
legitimize the efforts spent, and to give evidence to the usefulness of an approach.

Of especial interest is the evaluation of adaptive systems, because the potential
lack of consistency has been criticized (Benyon, 1993). The flexibility of adaptive adaptivity vs.

consistencysystems that is usually praised as their enormous advantage could also be a major
threat to usability issues (Edmonds, 1987; Thimbleby, 1990; Woods, 1993). As
seen above, the definition of usability includes dimensions such as learnability and
memorability. If a system changes its behavior over time it might happen that re-
membering the functions and command usage become even more difficult, which is
the “price of flexibility” (Woods, 1993) that the user has to pay. Obviously formal
techniques such as verification cannot solve such subjective psychological issues.

2.3. Limits: Where Empirical Evaluations fail

The hypothesis testing procedure is responsible for an important limitation of em-
pirical research. Empirical studies are very good at identifying design errors and
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false assumptions but they do not suggest new theories or approaches directly. Even
an explorative study requires some hypotheses about possible impact factors. Thus,
empirical evaluations have to be combined with theoretical grounds to yield useful
results.

When evaluating adaptive systems—as opposed to AI systems in general—at least
two additional problems emerge:

First, defining adequate control groups is difficult for those systems that either can-adequate

control groups not switch off the adaptivity, or where a non-adaptive version appears to be absurd
because adaptivity is an inherent feature of these systems (Höök, 2000). Comparing
alternative adaptation decisions might relieve this situation in many cases, as this
allows for estimates on the effect size that can be traced back to the adaptivity it-
self. But the underlying problem remains: What is a fair comparison condition for
adaptive systems?

Second, adequate criteria for adaptivity success are not well defined or commonlyadequate

criteria accepted: On the one hand, objective standard criteria (e.g., duration, number of
interaction steps, knowledge gain) regularly failed to find a difference between adap-
tive and non-adaptive versions of a system. Usually, these criteria have not been
proven to be valid indicators of interaction quality or adaptivity success. On the
other hand, subjective criteria that are standard in human-computer interaction re-
search (e.g., usability questionnaires, eye tracking) have been very rarely applied to
user modeling. Probably, the effects of adaptivity in most systems are rather subtle
and require precise measurement.

In summary, empirical research offers a lot of opportunities that could inspire
current research in AI in general and in user modeling in particular. Empirical studies
are able to identify errors in AI systems that would otherwise remain undiscovered.
However, it has been largely neglected so far.

2.4. Usability as Evaluation Criterion

What is bad with the system and why? How good is the system? According to
Oppermann (1994) these are the two types of questions that can be answered by
empirical evaluations. While the first question assesses the system’s absolute quality,
the second question implies comparing different alternatives under certain aspects or
testing a given system against fixed criteria.

The popular construct usability provides approaches to answer these questions
and is thus the most important criterion for software evaluations. The International
Standards Organisation (1998) defines usability in the following way: “A system isdefinition

usable when it allows the user to achieve his task with effectiveness, efficiency and
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satisfaction in a given context of use.” A software is usable when the user can achieve
his task with a minimum of resources required and when the system is pleasant to
use. Thus, an evaluation has to check a least three dimensions of usability and to dimensions

define criteria for each of them:

• Effectiveness: A system is effective if the objectives of the users are achieved
and if they can fulfill their individual goals.

• Efficiency: A system is more efficient than another if the resources required
to achieve these goals, for example the time needed to achieve the task are
limited. Users should be enabled to complete tasks with high productivity.

• Satisfaction: Users are satisfied if the system is pleasant to use, for example
the criterion of satisfaction can be the inverse ratio to the number of negative
remarks said by the user during the test.

In addition to this standard, several other dimensions of usability have been pro-
posed (e.g., Nielsen, 1993), including:

• Learnability: To smooth the first contact with the system it should be easy to
learn, i.e., the usage of commands and functions should be easy to understand.

• Memorability: In addition, the system’s functions and commands should also
be easy to remember so that the user doesn’t have to learn it again when re-
turning after an interval.

• Few and non-catastrophic errors: Users should make only a few errors, when
working with the system, and should be able to recover from errors easily.

To measure the usability of an adaptive system we have to define criteria for each
dimension. Several criteria have been proposed. The next section lists the criteria
and methods that are used in current evaluations.
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3. Current Evaluations of

Adaptive Systems

In order to explore the state of the art of adaptive systems evaluation, we compiled a
synopsis of current evaluation studies. The methods and criteria that have been found
in these studies are categorized and problems of current evaluations are identified.

3.1. Systematic Synopsis

The overview of current publications affirmed our claim that only few studies are
based on proper experimental designs and statistical methods.

The synopsis is separated into two kinds of entries: experimental studies on the
one hand and adaptive systems on the other hand. While each study evaluates one or
more systems, a system which is categorized by a specific function and an adaptation
mechanism might be evaluated in several studies. A simple illustration of this n:m
relation is shown in Figure 3.1. Due to this relation of entities it was impossible
to use a standard literature database with some additional meta-tags for information
specific for adaptivity. The distinction between evaluation studies and evaluated
systems required a new approach.

Each evaluated system is described in terms of its name, the function it fulfills, the systems

task that it performs, and a brief description of the adaptation mechanism. This way
of characterizing an adaptive system and most of the categories are adopted from
Jameson (1999). See Figure 3.2 for a detailed description of the categories.

The purpose and the method of adaptation are important to help the reader un-
derstand what the system does. To find related systems the functioning and task are
probably more important.

For each study the synopsis provides a citation, a reference to the evaluated sys- studies

tem, and a detailed description of the evaluation design (see Figure 3.3). The criteria
have been categorized in efficiency, effectiveness, and usability (Draper, Brown,
Henderson and McAteer, 1996; Mark and Greer, 1993). Although the definition
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study I

study II

study III

system A

system B

system C

study IV

evaluates

Figure 3.1.: Relation of evaluation studies and evaluated systems illustrated by an
example. While one study might evaluate one or more systems (e.g.,
study I), a system might be evaluated by one or more studies (e.g., sys-
tem A)

of usability above includes effectiveness and efficiency, in this context we used this
categorization to distinguish objective criteria (e.g., duration) from subjective cri-
teria (e.g., rating of satisfaction). The data type entry gives hints about the kind of
measures that were used and the way the data were collected (McGrath, 1995).

For the experimental studies, statistical data and methods of analysis are reported
as far as available (see Figure 3.4). The categories of evaluation method were also
adopted from Jameson (1999). Similar classifications were proposed before (e.g.,
Runkel and McGrath, 1972; Whitefield, Wilson and Dowell, 1991).

The studies are also categorized in reference to an evaluation framework intro-
duced by Weibelzahl (2001). The development and validation of this framework is
the main focus of this thesis. In fact, we propose to evaluate four different infor-
mation processing steps in a so-called layered evaluation (Karagiannidis and Samp-
son, 2000). Recently, two alternative frameworks have been proposed (Brusilovsky,
Karagiannidis and Sampson, 2001; Paramythis, Totter and Stephanidis, 2001) which
could serve as additional categorization. At this point it is only important to note that
studies may be categorized according to the information processing step they refer
to. More information about the framework itself can be found in Chapter 4.

Currently the synopsis contains 43 studies. Most of them are published in the
UMUAI journal and in proceedings of User Modeling Conferences (Brusilovsky
and de Bra, 1999; Jameson et al., 1997; Kay, 1999). We claim, that these publi-
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3.1. Systematic Synopsis

Description of System

Name: the system’s full name

Function of system: rough category to describe the system. These categories
include

• tailor information presentation

• recommend products or other objects

• help user to find information

• support learning

• give help

• adapt interface

• take over routine tasks

• support collaboration

• other function

Task: description of the task user and system perform together. If possible the
domain is reported, too.

Adaptation rate: micro or macro adaptation (Cronbach, 1967); basically a ques-
tion of whether a long-term or a short-term user model is used

Purpose of adaptation: why is adaptation used; which goals or advantages have
been the reason for using adaptation

Method of adaptation: in which way does adaptation take place (e.g., selection
of appropriate level of difficulty of tasks, change layout of display)

Figure 3.2.: Description of the system categorization
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Description of Study

Evaluated system: name of the evaluated system(s)

References: references where the information about the system was drawn from
which might differ from the citation of the evaluation study itself

Evaluation layer: according to the framework proposed by Weibelzahl (2001) a
study can be assigned to one or more of the following evaluation layers

• evaluation of input data
• evaluation of inference
• evaluation of adaptation decision
• evaluation of interaction

Method of evaluation: a short description of the evaluation, using one of the
following categories

• without running system

– results of previous research
– early exploratory studies
– knowledge acquisition from experts

• studies with a system

– controlled evaluations with users
– controlled evaluations with hypothetical (i.e., simulated) users
– experience with real world use

Data type: brief description of the kind of analyzed data (e.g., observed behavior,
questionnaire, interview, log-files, etc.)

Criteria: which were the main criteria, and which measures where used, if possible
measures (e.g., elapsed time) are grouped in reference to the abstract criterion
(e.g., user satisfaction)

Criteria categories: one or more of the following categories apply if at least one
of the criteria belong to it

• efficiency
• effectiveness
• usability

Figure 3.3.: Description of the study categorization

34



3.2. Current Methods and Criteria

Description of Experimental Study

N: number of subjects, sample size
k: number of groups or conditions
randomization: is the assignment of subjects to groups randomized or quasi-

experimental
statistical analysis: which statistical methods are used, e.g., analysis of variance

(ANOVA), multivariate analysis of variance (MANOVA), correlation

Figure 3.4.: Additional information for experimental studies

cations contain the most important work in the area of adaptive systems. Probably
there are evaluation studies that are published in other journals or proceedings, but
nevertheless, the coverage of this synopsis should be considerably high.

3.2. Current Methods and Criteria

To obtain an overview of the state of the art, the systematic overview has been ana-
lyzed in terms of the criteria that were used in the studies. The Tables 3.1 and 3.2
show which criterion was found in which study. In addition the studies are catego-
rized in accordance with the type of evaluation (see Section 3.1).

Most of the studies evaluate a running system, while only few early exploratory evaluation

methodsstudies were identified. The categories results of previous research and knowledge

acquisition from experts remained empty. This disproportionalness might result from
the fact that the latter kinds of studies are more difficult to detect than experimental
evaluations, i.e., some studies might have been dropped during literature search.
Moreover, domain experts are probably frequently consulted in an informal way,
but the results are not reported. Thus knowledge acquisition from experts might
be more common than suggested by this overview. And of course, the synopsis is
neither exhaustive nor representative, although it probably covers most of the current
research.

Table 3.3 categorizes all studies according to their sample size and to the statistical sample sizes

methods that have been used. Accuracy measures, i.e., precision and recall, are listed
as separate category, because these criteria are clearly not an inference statistical
method, but they are adequate for evaluating document retrieval systems—opposed
to reporting means without any further analysis. In information retrieval studies that
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3. Current Evaluations of Adaptive Systems

examined several users (e.g., [31]) it would be preferable to have additional measures
of the results’ certainty.

From a methodological point of view we have to accept that about a quarter
(11/43) of the studies examines either only a single user, hypothetical users, or the
sample size is not reported (Table 3.3). Thus, these studies have very limited value
for evaluating adaptivity success. Representative samples are not required, but gen-
eralized predictions are impossible with minimal sample sizes. Hypothetical users
help to verify that the system behaves in the expected way, but general statements
are difficult here, too. Not to report the sample size at all, as found in four stud-
ies, should be considered a malpractice, because interpreting the results becomes
somewhat arbitrary.

In fact, only 14 out of 43 studies are of high quality in terms of sample size and
statistical analysis. Most of them have been carried out for adaptive learning sys-
tems, probably because learning gain cannot be evaluated other than empirically,
and education has a tradition of empirical approaches.

A wide range of criteria has been found. The most frequent measures include ac-criteria

curacy, domain knowledge, and duration of interaction. As stated above, evaluation
of learning systems are more frequent, and usually these evaluations assess both the
learners’ knowledge and the duration that was required to acquire this knowledge.
Precision and recall of information retrieval are probably very common, because the
quality of such a system obviously depends on these measures. Other criteria have
been used in one to three studies each. This is an insufficient base for comparing
approaches or inference mechanisms across studies. At best, it would be possible
to compare information retrieval systems and learning systems respectively. In fact,
some recent discussions1 have aimed at establishing a competition of implementing
the same learning content with different approaches.

The criteria can also be categorized in terms of the class of measure (McGrath,
1995). Table 3.4 shows which measures are self-reports, observations, or archival
records. While not surprisingly no archival records were used at all, only few of
the criteria assess the user’s subjective experience with self-reports. These includeself-reports

difficulty of learning, rating of solution quality, subjective rating of effect, usability

questionnaire, and user satisfaction. Only the usability questionnaires have been
standardized and externally validated. All other self-report measures are more or less
ad hoc questions or rating scales. Effect sizes of different treatments or reliability
measures are not known.

1see e.g., discussion on possible competition areas at the Workshop of Adaptive Systems for Web-
Based Education (http://sirius.lcc.uma.es/WASWE2002/) at the Second International Conference
on Adaptive Hypermedia and Adaptive Web Based Systems (AH2002) or the Learning Open
(http://www.LearningOpen.com) project of Neil Heffernan.
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1. Ambrosini, Cirillo and Mi-
carelli (1997), HUMOS and
WIFS

2. Bares and Lester (1997),
UCam

3. Beck, Stern and Woolf (1997),
MFD

4. Berthold and Jameson (1999),
READY

5. Billsus and Pazzani (1999),
News Dude

6. Bueno and David (2001),
METIORE

7. Chin and Porage (2001), Iona

8. Chiu, Webb and Kuzmycz
(1997), FOIL-IOAM

9. Chu-Carroll and Brown
(1998), Initiative Prediction

10. Corbett and Bhatnagar (1997),
APT

11. study I in Corbett (2001),
APT

12. study II in Corbett (2001),
APT

13. study III in Corbett (2001),
APT

14. Crosby, Iding and Chin (2001)

15. Draier and Gallinari (2001)

16. Encarnação and Stoev (1999),
ORIMUHS

17. Fischer and Ye (2001), Code-
Broker

18. Goren-Bar, Kuflik, Lev and
Shova (2001), SOM

19. Green and Carberry (1999),
Initiative in Answer Genera-
tion

20. experiment 1 in Kim, Hall and
Keane (2001), RLRSD

21. experiment 2 in Kim, Hall and
Keane (2001), RLRSD

22. Lesh, Rich and Sidner (1999),
Collagen

23. Litman and Pan (1999), TOOT

24. Luckin and du Boulay (1999),
VIS

25. Magnini and Strapparava
(2001), SiteIF

26. Marinilli, Micarelli and Scia-
rrone (1999), Information Fil-
tering System

27. Mitrovic (2001), SQL-Tutor

continued on page 41

Figure 3.5.: Alphabetical index of studies that have been included in the synopsis
and name of evaluated system (part I). The index is continued in Figure
3.6 on page 41
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continued from page 40

28. Müller, Großmann-Hutter,
Jameson, Rummer and Wit-
tig (2001), READY

29. Noh and Gmytrasiewicz
(1997), RMM

30. Paris, Wan, Wilkinson and
Wu (2001), Tiddler

31. Semerano, Ferilli, Fanizzi
and Abbattista (2001), CDL
Learning Server

32. experiment 1 in Specht and
Kobsa (1999), AST

33. experiment 2 in Specht and
Kobsa (1999), AST

34. field study in Specht and
Kobsa (1999), AST

35. Sison, Numao and Shimura
(1998), MMD

36. Strachan, Anderson, Sneesby
and Evans (1997), P-TIMS

37. Spooner and Edwards (1997),
Babel

38. Theo (2001), ELFI

39. Trewin and Pain (1997), Key
Board Skills

40. Villamañe, Gutiérrez, Ar-
ruabarrena, Pérez, López-
Cudrado, Sanz, Sanz and
Vadillo (2001), HEZINET

41. Virvou and du Boulay (1999),
RESCUER

42. Vogt, Cottrell, Belew and
Bartell (1999), User lenses

43. Weber and Specht (1997a),
ELM-ART II

Figure 3.6.: Part II of the alphabetical index of studies that have been included in the
synopsis (continued from page 40)
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Table 3.4.: Classes of measures. The criteria found in the evaluation studies can be
categorized in terms of the class of measure

measure class

self-

report
observation

archival

records

accuracy, precision, and recall x

accuracy of system prediction x

amount of required help x

amount of requested material x

budget spent x

correct categorization of users x

computation time x

difficulty of learning x

domain knowledge; learning gain x

duration of interaction x

fixation times x

number of communications x

number of errors x

number of navigation steps x

overall impression x

rating of solution quality x

similarity of expert rating – system decision x

subjective rating of effect x

stability of user model x

system preference x

task success x

usability questionnaire x

user satisfaction x
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3.3. Problems in Evaluating Adaptive Systems

All other measures are directly observable , e.g., duration of interaction, or number observations

of navigation or dialog steps. These measures are easy to assess and do not distort the
results. However, some of them are difficult to interpret. For example, a reduction of
interaction duration might be caused by either an interface that is more easy to handle
or by annoyed users who tried to minimize the interaction as much as possible.

3.3. Problems in Evaluating Adaptive Systems

Based on the synopsis of evaluation studies, we tried to identify problems and diffi-
culties in evaluating adaptive systems that might be responsible for the lack of signi-
ficant studies. Several reasons have been proposed responsible for this shortcoming
(e.g., Eklund, 1999).

One structural reason is that computer science has little tradition in empirical re-
search and, thus, evaluations of adaptive systems are usually not required for pub-
lication. Empirical methods are not even part of most curricula. New publication
requirements of journals and reviewers could raise the amount and quality of evalu-
ation studies considerably.

Second, the development cycle of software products is short. Evaluations might
become obsolete as soon as a new version has been developed. The resources con-
sumed by the evaluation cannot be put to use for further development. However,
evaluations should be seen as important feedback for the design process, that is ap-
plied throughout the whole life cycle. Proper chosen methods and criteria might
assure that the results are meaningful for a longer period of time.

Third, adaptive systems have an inherent property which makes system compar-
isons difficult. In some cases, we cannot simply switch off the adaptivity and make
a non-adaptive system of it, because adaptivity is an essential part of that system
(Höök, 2000). We run into trouble if the adaptive system is not an extended version
of a preexisting non-adaptive system (as in the following example), but designed
from scratch. Defining an adequate control group might be difficult here, because
switching off the adaptivity in these systems might result in a rather useless pro-
duct. We will introduce an evaluation method that might relieve this problem by
comparing different possible adaptation decisions.

Fourth, evaluation in this area only considered the system’s precision without tak-
ing the behavior and cognitions of users into account. Only recently there have been
some proposals on evaluation of adaptivity in general (Karagiannidis and Sampson,
2000).

Fifth, the expected effect sizes are pretty low for some systems compared to the
huge that stems from the individual difference. For example, an adaptive learning
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system that annotates links according to the user’s current knowledge might improve
the learning gain or the navigation, but we would certainly expect that the improve-
ment of such a relatively simple mechanism is small in comparison to the obvious
differences of learners in general. Adaptivity will usually smooth and improve the
interaction, but will not lift it to a new level. From an empirical point of view, these
effects are difficult to detect, because they have to be separated from the background
noise.

Finally, what is successful adaptation at all? Is it possible to define adaptivity
success without referring to a specific domain and system? We will propose a new
criterion, called behavioral complexity, that might hold for many different domains,
but in general, a comparison of different approaches will usually be limited to certain
user properties in certain domains. For example, a possible evaluation domain might
be: Using a stereotype approach is useful for the adaptation to customer preferences
in the traveling domain, but adapting to prior knowledge in learning environments is
more successful with Bayesian Networks.

3.4. Developing a Database of Empirical

Evaluations

The synopsis of studies can be used as a fundament of a searchable online database,
that provides an overview of the state of the art to the scientific community and
encourages other scientists to evaluate their own system.

3.4.1. Aims

First of all, the systematic synopsis was established to get an overview of the state
of the art. We wanted to identify currently used methods and criteria, as well asexploring the

state of the art omissions and problems in current evaluations. The results are reported in this the-
sis. However, the main reason, why we decided to put the synopsis online with an
interactive database, was to encourage empirical evaluations of adaptive systems. Byencouraging

evaluations providing a searchable categorized set of studies, interested people get suggestions
of experimental designs, criteria, and other experimental issues.

Such a database will help to identify pitfalls in the planning process as well as
in the analysis of collected data. Moreover, it will help to identify omissions in the
state of the art in the future, e.g., a certain category of systems might appear to be
not evaluated at all.
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For people outside the community the database will serve as reference for the use-
fulness (or insufficiency) of adaptive systems in general, of certain types of systems,
or of a specific system as it describes the current state of the art.

3.4.2. Online Interface

The database is called EASy–D (evaluation of adaptive systems database) and is
available online at http://www.softwareevaluation.de. Users may search for either a
system or a study. For finding a related system it is most important to search for searching for

systemsa specific function. The user might just check the required function categories and
retrieve the relevant systems. Searching for a specific name, and full text search are
supported, too. The presentation of results includes the complete information that is
available about each reported system, as well as a link to all studies that evaluated
this system.

When searching for a related study the user might either fill in a method of evalua- searching for

studiestion, specify the evaluation layer, or limit the search to a certain data type or criterion
(see Figure 3.7). In principle, other search criteria (e.g., sample size) would be easy
to implement, but appear to be not very useful or even confusing.

In addition, there is a glossary that explains the categories and entries, and a form
for authors to submit a new study. The submission procedure is explained in the next
section.

3.4.3. Implementation and Maintenance

EASy–D is based on MySQL2 and PHP3. Currently the database contains 43 stud-
ies most of them from the UMUAI journal and from User Modeling Conferences

(Brusilovsky and de Bra, 1999; Jameson et al., 1997; Kay, 1999). Of course this
small number of records would not require a complete database and should be seen
as a starting point only. However, we hope that other authors are interested in mak-
ing studies (either their own studies or papers that are of importance) available in
EASy-D.

New records are submitted with an online form by categorizing and describing submission of

studiesa study and—as long as it is not available in the database—the evaluated system.
However, submissions are reviewed before being published to avoid abuse and to
keep entries consistent in terms of language and format.

2open source database; see http://www.mysql.com
3scripting language for web development; see http://www.php.net
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Figure 3.7.: One part of the online interface of EASy–D to search for studies that
evaluate an adaptive system
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3.4. Developing a Database of Empirical Evaluations

Compared to a usual literature search users of EASy–D may search for system
functions and evaluation methods very easily. Moreover, the studies are presented in
a standardized way which gives a quick overview of the study. Another advantage is
that related studies that evaluate the same system or a system with the same function
are identified quickly.

We hope that this database will become the central contact point for researchers
who are planning empirical evaluations of their adaptive systems and invite every-
body to enhance EASy–D by submitting studies or giving feedback.
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4. A Framework for the

Evaluation of Adaptive

Systems

Based on the systematic overview of current evaluations, we developed a framework
that both categorizes existing studies and offers a systematic approach for evalua-
tions.

4.1. Objectives and Scope of the Framework

In developing a framework for the evaluation of adaptive systems, we pursued two
objectives: First, to specify what has to be evaluated to guarantee the success of
adaptive systems, and second, to have a grid that facilitates the specification of cri-
teria and methods that are useful for the evaluation.

The first goal is very obvious. Currently, there is no guideline or comprehensive evaluation

targetsoverview of what and how to evaluate an adaptive system. A framework like the
one proposed here could help to systemize current approaches and offer hints how
to identify failures and misconceptions in systems.

The second goal is important to encourage further evaluations. Once suitable encouraging

evaluationscriteria and methods have been specified and collected it becomes much easier to
establish an evaluation of a new system. Researchers can choose the required study
design. This, in turn, could make evaluations more comparable which would even
allow comparisons of different systems.

As far as we can see, the framework is applicable to all adaptive systems with no
limitation of the domain or inference mechanism. Probably, systems with explicit scope

user models and simple inferences can be evaluated more easily, because failures
can be backtracked in a straightforward way.

Both, formative and summative evaluations are supported (Scriven, 1967). While formative and

summative

evaluations
parts of the framework can be used even in very early stages of the software engi-
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neering process even before anything else has been implemented, other parts look at
the performance of the complete system. Thus, the framework can be integrated with
existing software engineering models to identify very early failures and aberrations
in the architecture and design.

Certainly, this framework focuses on empirical evaluations. Other software eval-
uation issues such as verification of algorithms are excluded. We do not doubt the
advantages of formal methods for software testing. However, when evaluating the
real world value of an adaptive system an empirical approach is inevitable.

In summary, we propose a systematic approach for the evaluation of adaptive sys-
tems that will encourage and categorize future evaluations.

4.2. Framework-Structure

The basic idea of the framework is to use the model of adaptive systems, introducedrationale

in chapter 1.2, to evaluate each information processing step on its own (Figure 4.1).
In fact, we distinguish four evaluation steps (Weibelzahl, 2001; Weibelzahl and
Lauer, 2001):

1. Evaluation of reliability and external validity of input data acquisition

2. Evaluation of the inference mechanism and accuracy of user properties

3. Evaluation of adaptation decisions

4. Evaluation of total interaction

4.1 System behavior

4.2 User behavior and usability

The next sections describe these evaluation steps in more detail. All steps together
can be seen as a so called “layered evaluation” (Karagiannidis and Sampson, 2000),layered

evaluation i.e., a previous step is a prerequisite to the following steps. This procedure is outlined
in chapter 4.3.

4.2.1. Evaluation of Input Data

To build a user model the system acquires direct or indirect input from the user (e.g.,
appearance of specific behavior, utterances, answers, etc.). These data are the basis
of all further inferences. Thus, its reliability and validity are of high importance.

While in some cases the reliability of the input data is unquestionable, there mayreliability of

input data arise serious problems in other systems. This is illustrated with two examples: An
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user

system

interface

 user model

input data properties

1

2

3

4

Figure 4.1.: Framework for the evaluation of adaptive systems. Each information
processing step has to be evaluated on its own in a so called layered
evaluation

adaptive user support system (Encarnação and Stoev, 1999) might exploit action
sequences. Registering the number of sessions that the user completed or the number
of undo actions is probably highly reliable. There is no subjective judgment or other
noise involved in this observation. As opposed to that, an adaptive news broker
(Billsus and Pazzani, 1999) has to care about the reliability much more. For example,
users might provide feedback about a specific news story by selecting one of four
categories: interesting, not interesting, I already know this, and tell me more about

this. But the answer depends on many uncontrollable factors. The user might have
read the story only roughly and might have overlooked some new facts. Or she
might read the same story somewhere else afterwards. Or, just for the moment, she
might not be interested in this kind of stories. Several other threats to reliability do
arise here, and further inferences might be highly biased if the data quality is neither
assured nor considered in the inference process.

Similar problems occur in terms of external validity. For instance, in adaptive validity of

input datalearning systems, visited pages are usually treated as read and sometimes even
as known (Brusilovsky et al., 1998; de Bra and Calvi, 1998; Weber, Kuhl and
Weibelzahl, 2001). However, users might have scanned the page only shortly for
a specific information, without paying attention to other parts of the page. Relying
on such input data might also cause maladaptations. Again, it is important to check
the validity in order to know which inferences are allowed or possible.
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Anyway, in some systems the external validity is not of importance. For example,
the number of mouse clicks is assessed objectively and no further interpretation is
required to use this data as input for the inference of user properties.

For testing the data reliability the empirical test theory offers sufficient criteria and
methods. The reliability of questionnaires, test items, and user feedback is assessed
with retest- or split-half reliability measures. For instance, users of the news story
broker could be asked about the same story after a while again. If the users’ interest
remains stable the data are assumed to be reliable. By observing the users’ interact-
ion with a learning system or by asking questions about the content of a read page it
is possible to assure that read pages are actually known.

4.2.2. Evaluation of Inference

Based on the input, properties of the user are inferred. The inference itself is derived
in many different ways ranging from simple rule based algorithms to Bayesian Net-
works or Cased-Based Reasoning systems. Similar to the first step we can evaluate
the validity of the inference, too. In fact this means to check whether the inferredvalidity of

inference user properties do really exist.

An interesting method to do this, has been used in some of the evaluations listed
in chapter 3.2 (e.g., Encarnação and Stoev, 1999; Green and Carberry, 1999; Sison
et al., 1998; Virvou and du Boulay, 1999). Comparing the system’s assumptions
about the user with expert ratings or an external test may uncover false assumptions.
For example, a system that adapts to key press errors (Trewin and Pain, 1997) can be
evaluated in at least two ways. The system should either be able to detect different
groups of users (e.g., subjects with disabilities vs. control group) or its assumptions
about the users must be congruent with an expert’s assessment. The assumptions
of an adaptive learning system about the user’s knowledge may be assessed in an
external knowledge test.

The decision whether an a-priori or post-hoc approach is chosen depends on the
availability of measurements and user groups; e.g., a knowledge test must be applied
after the treatment, because the interaction influences the user’s learning gain.

The quality of this comparison strategy certainly depends on the validity of the
external test. There might be user properties that cannot be assessed directly or that
cannot be assessed in another way than the one that is used by the system.

Note that this evaluation step checks the ‘correctness’ of the system’s assumptions
only. The usefulness of the properties is completely ignored here.
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4.2.3. Evaluation of Adaptation Decision

During the so called downward inference, the system decides how to adapt the inter-
face, e.g., how to change the layout, what additional information should be provided,
which commands to offer, or how to tailor the presentation.

Usually there are several possibilities of adaptation given the same user proper- comparing

adaptation

decisions
ties. Besides the way the system adapts usually it is often possible to ignore the user
model completely or to use a single stereotype for all users. In addition, for most
systems there are even more adaptation decisions. For instance, a product recom-
mendation system might have inferred a strong preference for a specific product. It
might now either recommend this product to the customer, only limit the possible
selection to this product, indicate that there is a suggestion without naming it, or
even recommend another product randomly. Comparing these alternative decisions
might help to explore a kind of baseline that indicates what usual (non-intelligent)
behavior could achieve and whether adaptation really has advantages. Most current
evaluations compare the adaptive system with a non-adaptive version. However, this
comparison might not be fair, because the non-adaptive version might be worse than
what can be achieved with standard methods.

The aim of this evaluation step is to figure out whether the chosen adaptation de-
cision is the optimal one, given that the user properties have been inferred correctly.

4.2.4. Evaluation of Total Interaction

The last step evaluates the total interaction and thus, it assesses the whole system in
a summative evaluation. We can observe the system behavior and the user behavior,
i.e., the usability and the performance.

System Behavior

Several dimensions of the system behavior may be evaluated. The most important
is probably the frequency of adaptation. How often does adaptation occur during frequency of

adaptationthe interaction? For instance, an adaptive help system for UNIX (Virvou and du
Boulay, 1999) might be perfect in identifying certain typing errors, but if these kinds
of errors never occur in usual interactions the system cannot adapt.

Moreover, the frequency of certain adaptation types is important, too. For exam- frequency of

adaptation

types
ple, a system might always chose the same adaptation decision. A product recom-
mendation system might always come up with the same product, even if users differ,
and different user properties are inferred, because not all combinations of user prop-
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Table 4.1.: Hypothetical example of adaptation frequencies. Even if possible cus-
tomer types would receive different product recommendations, empirical
results might show that the same adaptation is chosen all the time

customer

type
price quality

recommended

product
frequency

type 1 high high A 30%
type 2 high low B 0%
type 3 low high A 70%
type 4 low low C 0%

100%

erties actually occur in real interactions. Table 4.1 illustrates this issue with a simple
example. While theoretically three different products are recommended, empirical
results might show that in fact only product A is chosen, because customers of type
2 and 4 never occur in real settings. Thus, the inference of user properties might be
perfect, but because the adaptation is in fact static the user model is not required.

Other dimensions of system behavior include technical parameters such as re-
quired computation time, reaction time or delay of reaction and stability.

User Behavior and Usability

The user behavior can be evaluated separately, and is in fact the most important part.
The adaptation is successful only if the users have reached their goal and if they are
satisfied with the interaction. Thus, this final step has to assess both task success
(respectively performance) and usability.

Task success is domain specific and there are systems where the goal is not clearlytask success

identifiable. While for example learning systems obviously aim at improving the
learning gain, an adaptive camera control system will always come up with a so-
lution. Thus, in this case, task success is not a useful criterion but the subjective
quality gains relevance.

For some systems the performance of the users in terms of efficiency and effec-performance

tiveness is crucial. For example, the success of an adaptive learning system depends
on the users’ learning gain (besides other criteria).

Usability can be measured in different ways and may be broken down to veryusability

different domain specific measures (see Chapter 2.4). Most of the current evaluations
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use duration of interaction and non-standardized questionnaires for the assessment
of user satisfaction and subjective system preference.

As additional criterion we will introduce behavioral complexity which is a new behavioral

complexitymeasure that is especially tailored for adaptivity success (see Chapter 4.4.3).

4.3. Evaluation Procedure

The evaluation steps of the framework should be seen as a so called layered evalu- layered

evaluationation (Karagiannidis and Sampson, 2000). The evaluation of all previous steps is
prerequisite to the current step. For example, we might find that a system infers in-
correct user properties. This might have two reasons: either the inference itself has
a failure, or the input data are unreliable. Thus, we first have to evaluate the input
data, and will then be able to trace back the incorrect user properties to one of these
reasons. The same holds for the evaluation steps 3 and 4. If there is no difference
between an adaptive and a non-adaptive version of a system, this might be caused by
wrong adaptation decisions, incorrect user properties, or unreliable input data.

In some systems one of the steps might be redundant. For example, a system might
acquire the number of mouse-clicks as input. These data are probably perfectly
reliable and of high validity. In this case an empirical evaluation of this step is not
required.

In summary, while step 1 through 3 are part of a formative evaluation that provides
hints for shortcomings, step 4 represents a global summative evaluation of the com-
plete system. All four steps are interdependent and are required for a full evaluation.

4.4. Methods and Criteria for the Evaluation

Framework

The Chapter Current Methods and Criteria (3.2) has already listed many of the pos-
sibilities that may be applied within this framework. The following chapter cat-
egorizes these criteria according to the framework and introduces two new criteria,
structural characteristics of the domain model of adaptive hypermedia, and so called
behavioral complexity. Recently, the computation of several structural characteris-
tics of the domain model in adaptive hypermedia has been proposed to evaluate the
adaptivity degree of these systems. Thus, these measures could be useful for the
evaluation of interaction (step 4 in the framework) in adaptive hypertext systems.
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Behavioral complexity may be used both for the evaluation of the adaptation deci-
sion, when comparing different adaptations, and for the evaluation of the interaction.
Both criteria are validated empirically and discussed in terms of their usefulness for
the evaluation of adaptive systems.

4.4.1. Categorization of Current Methods and Criteria

The criteria, found in current evaluations (Chapter 3.2) may be assigned to the steps
of the evaluation framework. An overview is given in Figure 4.2 and 4.3. Moreover,
we added some criteria and methods that have been mentioned in the description of
the evaluation framework. Certainly, some criteria apply for more than one evalu-
ation step. In fact, the criteria for the evaluation of adaptation decision and for the
evaluation of interaction are equal. These steps differ mainly in the methods and ob-
jectives. For example, while decision evaluation might compare the usability of four
different adaptive versions of a systems, the interaction evaluation might estimate
the system’s usability in real world use for different user groups.

Of course, both tables overlap to a certain degree. Methods and criteria are not
orthogonal, and some methods are closely coupled with a criterion. For instance, the
comparison of user properties with an external assessment are measured in terms of
congruency of both values.

4.4.2. Structural Characteristics of the Domain Model

Metrics for characteristics of the domain structure might be interesting criteria for
the evaluation of adaptive hypermedia.

One of the central components of adaptive hypermedia systems is the underlying
domain model. Different relations between the knowledge concepts determine the
adaptation mechanism. Predicting the adaptivity degree of a system based on struc-
tural characteristics of the domain model, without empirical tests, would be very
comfortable. At least two purposes could be accomplished in an easy way:

First, structural characteristics could serve as easy criterion for the evaluation ofstructural

information for

the evaluation

of interaction

interaction (step 4 of the proposed framework). Both, the system behavior and usa-
bility could be estimated before any learner interacted with the system. The higher
the adaptivity degree, the better the adaptation to different types of users, and “the
larger will be the amount of users that can use the presentation in a personalized
way” (Cini and de Lima, 2002, p. 498).

Second, such a criterion could be interesting for authoring support. Existing adap-structural

information for

authoring

support

tive learning environments (Brusilovsky et al., 1998; Carro, Pulido and Rodríguez,
2001; de Bra and Calvi, 1998; Murray, Shen, Piemonte, Condit and Thibedeau, 2000;
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Criteria

Evaluation of input data: objectivity of data assessment; retest-
reliability; split-half reliability

Evaluation of inference: accuracy of system predictions; congru-
ency of assumed user properties and external test (e.g., χ2-test);
correct categorization of users; stability of user model

Evaluation of adaptation decision: accuracy, precision and re-
call; amount of required help; amount of requested material; be-
havioral complexity; budget spent; computation time; difficulty
of learning; duration of interaction; fixation times; frequency of
adaptation; number of communications; number of errors; num-
ber of navigation steps; overall impression; rating of solution
quality; similarity of expert rating and system decision; subjec-
tive rating of effect; system preference; task success; usability
questionnaire; user satisfaction

Evaluation of total interaction: accuracy, precision and recall;
amount of required help; amount of requested material; behav-
ioral complexity; budget spent; computation time; difficulty of
learning; duration of interaction; fixation times; number of com-
munications; frequency of adaptation; number of errors; number
of navigation steps; overall impression; rating of solution quality;
similarity of expert rating and system decision; subjective rat-
ing of effect; system preference; task success; usability question-
naire; user satisfaction

Figure 4.2.: Categorization of current criteria according to the evaluation steps in the
framework
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Methods

Evaluation of input data: early exploratory studies: objectivity, re-
liability and stability user assessment method;
controlled evaluation with users: occurrence of adaptation trigger
under experimental conditions (e.g., high workload)

Evaluation of inference: controlled evaluation with users: compar-
ison of assumed user properties with external test, expert rating,
or self assessment; comparison of system predictions with actual
user behavior;
controlled evaluation with hypothetical users: observation of user
model in dependence of different hypothetical behaviors of users;
experience with real world use: observation of change in user
model; comparison of assumed user properties with external test,
expert rating, or self assessment; comparison of system predic-
tions with actual user behavior; registration of frequency of adap-
tation

Evaluation of adaptation decision: controlled evaluation with

users and experience with real world use: comparison of differ-
ent adaptation decisions in terms of efficiency, effectiveness, and
usability

Evaluation of total interaction: controlled evaluation with users:
observation of system and user behavior under different condi-
tions;
experience with real world use: observation of system and user
behavior for different user groups in real world settings in terms
of absolute efficiency, effectiveness, and usability.

Figure 4.3.: Categorization of current methods according to the evaluation steps in
the framework
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Sanrach and Grandbastien, 2000; Weber et al., 2001) offer different degrees of auth-
oring support. However, the more widely these systems are used, the more obvious
is the need for a good authoring tool, because adaptive hypermedia require activities
that are beyond text editing, including several knowledge engineering activities.

Most of the current adaptive hypermedia systems require the specification of at
least two kinds of relations between concepts or pages: is prerequisite of and in- relations

between

concepts
fers. Prerequisite concepts usually have to be learned before the related concept, i.e.,
understanding a concept requires to know a prerequisite concept beforehand. Con-
cepts are inferred by other concepts, if knowing the second concept implies knowing
the first. Note that this terminology is adopted from NetCoach courses. NetCoach
is an authoring system that supports the generation of adaptive online courses (see
Chapter 5.1). We prefer this terminology because most of the evaluation data pre-
sented below are based on courses that were created with NetCoach. Other authoring
systems might use different terms for the same type of relations.

Based on this structural information, it is possible to provide adaptive features
such as adaptive curriculum sequencing, adaptive annotation, and adaptive link hid-
ing.

An authoring tool that is based on structural information of the domain model
could indicate to the author whether and how to increase the adaptivity degree of
their course or material. For example, a low adaptivity degree in terms of few con-
cepts that have prerequisites might indicate that the author should add more prere-
quisites to improve the adaptivity.

Structural Information Measures

Recently, Cini and de Lima (2002) proposed six measures that are concerned with
the structure of the domain model. The exact definitions are listed below. In order to computation

of adaptivity

degree
provide a better overview, we cite the definitions, name each of them and add textual
formulas accordingly:

• The adaptivity degree of the user model in the generation of updates: per-
centile of pages that update other concepts in relation to the total pages of the
presentation

Ahave in f erences =
pages with in f erences

total pages
(4.1)
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• The adaptivity degree in the restrictions of the adaptation model: percentile of
pages that have restrictions for their presentation in relation to the total pages
of the presentation

Ahave prerequisites =
pages with prerequisites

total pages
(4.2)

• The user adaptable behavior degree in the presentation: percentile of concepts
which can be altered directly by the user and are used as requirements to re-
strict other concepts in relation to the total number of concepts which can be
altered directly by the user

Aadaptable =
adaptable concepts that are prerequisites

adaptable concepts
(4.3)

• The content adaptation degree in the pages: percentile of pages that have con-
ditional fragments in relation to the total number of pages

Ahave conditional f ragments =
pages with conditional f ragments

total pages
(4.4)

• The adaptive navigation degree in the pages: percentile of pages that have
conditional links in relation to the total pages of the presentation

Ahave conditional links =
pages with conditional links

total pages
(4.5)

• The existence of an adaptive navigational map

The rational of the Ahave ... measures is, that only pages (or concepts) that have

any relation to other concepts increase the adaptivity. All other pages are static.
However, we argue that adaptivity degree could be interpreted the other way round
as well: the more concepts that are prerequisite of another concept the more different
adaptive suggestions may occur during interaction. Accordingly, the more concepts
that are inferred by other concepts, the more pages might be skipped to reach a
learning objective. Thus, we propose to consider the following Aare ... measures as
well:

• Percentile of concepts that are prerequisites of pages in relation to the total
concepts. The more concepts, prerequisite of at least one concept, exist the
more different guiding suggestions may occur.

Aare prerequisites =
concepts that are prerequisite

total concepts
(4.6)
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• Percentile of concepts that are inferred by pages in relation to the total con-
cepts. The more concepts are inferred by a page the more changes may occur
in the user model.

Aare in f erred =
concepts that are in f erred by other concepts

total concepts
(4.7)

Both, Aare prerequisites and Aare inferred can be influenced by making implicit relations
explicit without changing the structure. For instance, if A is prerequisite of B and B

is prerequisite of C, then A is also prerequisite of C. Adding this last relation would
increase Aare prerequisites, but the domain model would remain the same. Thus, for
the computation of the above measures we also considered these indirect relations,
because NetCoach uses them for the adaptation mechanism as well.

Moreover, we could also compare the number of relations that have been specified
by the author. I.e., instead of counting the concepts that are or have prerequisites we
could register how many prerequisites there are. The absolute number of relations
should be standardized by the number of possible relations.

• Relative amount of prerequisites in relation to the maximum number of possi-
ble prerequisites

Aprerequisite rate =
total prerequisites

Pmax
(4.8)

• Relative amount of inferences in relation to the maximum number of possible
inferences

Ain f erence rate =
total in f erences

Imax
(4.9)

In NetCoach courses, for which we present some empirical data below, the
maximum of prerequisites Pmax and the maximum of inferences Imax that can
be specified depends on the number of concepts n only, while cyclic prerequi-
sites are disallowed.

Pmax = Imax =
n× (n−1)

2
(4.10)

The prerequisite measures obviously require that the user is free to navigate trough
the course. Otherwise a course with the maximal amount of prerequisites would be
completely rigid, and not adaptive at all.
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Empirical Validation of Structural Information Measures

The previous section lists many different measures, but which of them are useful?
Should we urge authors of courses with low adaptivity degree to specify more con-
cept relations to get better adaptivity?

We collected some empirical data from eight different NetCoach courses in dif-empirical

setting ferent domains to answer this question. Most of these courses are part of the PSI
project (Lippitsch, Weibelzahl and Weber, 2003) which develops adaptive online
courses based on the authoring system NetCoach (Weber et al., 2001) to introduce
students to pedagogical psychology. The course subjects include interpersonal com-
munication (Kommunikation), student assessment (Leistungsbeurteilung), empirical
methods (Methoden), social perception (Personenwahrnehmung), cognitive devel-
opmental psychology (Piaget), problem solving (Problemloesen), and psycholgical
fields (Psychologie).

Students had to complete these courses as part of their curriculum. In addition,
all courses, including the HTML-Tutor, which introduces publishing on the web, are
available online for everybody. At the end of each course a questionnaire was pre-subjective

rating sented and the learners had to rate the course in terms of several dimensions, includ-
ing navigation, orientation, adaptation in general, annotation, and page suggestions
on a 10-point scale:

• Navigation: navigating through the course is . . . (difficult . . . easy)

• Orientation: during interaction I knew my current location (chapter, page) in

the course. (never . . . always)

• Adaptation in general: the course adapted to your learning progress. Do you

think this was successful? (not successful at all . . . very successful)

• Annotation: in the table of contents on the left hand side, chapters were an-

notated with different colors in accordance with your current knowledge level.

The system intended to improve your orientation throughout the course by this.

(not successful at all . . . very successful)

• Page suggestions: the system tried to suggest pages to you that are adequate

for your knowledge level. Has this been successful? (not successful at all
. . . very successful)

In addition, the learners had to rate their impression of the interaction with the
system in respect to four dimensions on a 10-point scale: terrible . . . wonderful;
difficult . . . easy; monotonous . . . stimulating; rigid . . . flexible. We will call the mean
value of these four scales overall impression of a course.

The upper part of Table 4.2 shows the mean values of these ratings for all courses.empirical

results
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In addition, we computed six of the structural measures for each course separately.
The other measures cannot be applied to NetCoach courses, because there are nei-
ther conditional fragments, nor conditional links. Moreover, all pages are adaptable
in terms of their knowledge status directly by the user, and thus Aadaptable is equal
to Aare inferred. Both, conditional fragments and conditional links are specific for
AHA! courses, which have been the main targets of Cini and de Lima (2002). AHA!

(Adaptive Hypermedia Architecture) supports authors in implementing adaptive hy-
pertexts, similar to NetCoach. Note that many of the structural measures that are
concerned with inferences are 0. In six of the eight courses it was impossible to
specify any inference. Thus, the following results for the inference measures are
limited. However, other courses in different domains will have few inferences as
well, because the condition of implying a complete concept is hard to fulfill.

Given these data, it is possible to correlate the structural course measures with
the subjective ratings, in order to estimate the relation between these variables. The
results are shown in Table 4.3.

Despite the very big sample size, all bivariate correlations are quite low (|r| ≤ .1),
i.e., only r2 < 1% or less of the variance in one variable can be explained by the other.
Taking an effect size of r = .1 for granted (which is very low) the correlations have
a test power of 1−β > .95, i.e., even very small effects would probably have been
detected. Nevertheless, four correlation are significant, all of which are very low.
In summary, we found some statistically significant correlations, but the empirical
effect size is probably not of importance for educational purposes.

Discussion of Structural Information Measures

There are at least three possible interpretations of these results. First, the fact that
we failed to find considerable relations between the learners’ subjective ratings and
the structure of the courses might indicate, that all of the proposed measures are
useless for authors. The specified content structure does not provide hints for further
improvement of course adaptivity. At least it seems not to be related to the subjective
impression of the users. Nevertheless, adaptivity degree might be useful for authors
to get a kind of summary of their presentation.

However, and this is the second interpretation, the subjective ratings might have
been useless to indicate what the structural measures should detect. The learners’
answers in the questionnaire might have been influenced by the overall impression
of the system regardless of the factual adaptivity success. As shown in Table 4.3, the
overall impression correlates highly with the subjective adaptivity success measures,
but not with the structural measures. However, a partial correlation with control for
overall impression improves only slightly the relation between subjective ratings and
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Table 4.2.: Mean values of subjective ratings and structural information of eight Net-
Coach courses on a 10-point scale (0-9). The sample sizes for the subjec-
tive ratings are shown in table 4.3
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Aare prerequisites 0.63 0.96 0.97 0.92 0.72 0.76 0.96 0.95

Ahave prerequisites 0.97 0.98 0.97 0.95 0.95 0.96 0.96 0.92

Aprerequisite rate 0.79 1 1 0.95 0.79 0.83 1 0.88

Aare inferred 0 0 0.15 0 0 0 0 0.37

Ahave inferences 0 0 0.13 0 0 0 0 0.1

Ainference rate 0 0 0.02 0 0 0 0 0.04

64



4.4. Methods and Criteria for the Evaluation Framework

Table 4.3.: Correlations of structural measures with subjective ratings of course
users. The bivariate correlation and the sample size are reported. Statis-
tically significant results are indicated with ∗ (p < .05) and ∗∗ (p < .01).
For all correlations the power is 1−β > .95, given α = .05 and an effect
size r = .1. In addition we report the correlation of overall impression
with subjective ratings (last column) and with the strutural measures (last
row)
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course structure. The highest bivariate correlation (Ahave prerequisite correlated with
annotation) is raised to .095. All partial correlations with other structural measures
are negative. This is, in fact, an implicit problem of the evaluation of adaptivity. The
perfect adaptation is not even noticed by the user and can thus not be reported.

Third, we have to consider the fact, that adaptation is never independent of the
content. As opposed to the idea, that more concept relations and a higher adaptiv-
ity degree result in a better course, each content might have its own ideal structure.
Adaptivity degree might be an inherent property of a content that cannot be influ-
enced. While some contents have many internal dependencies, others might have
only very few. Increasing the adaptivity degree by specifying additional relations
will not improve the adaptivity any more, or might even yield mal-adaptations.

Thus, the proposed structural measures might be interesting to compare the degree
of possible adaptivity across contents, but our data do not support the claim, that they
are useful for authoring support and evaluation.

A better way of supporting authors in specifying relations might be to visualize
the domain (e.g., as a network or a matrix) or to check the relations for consistency
automatically (Wu, Houben and de Bra, 1999), in order to avoid loops and other
failures that would disturb the adaptation process.

4.4.3. Behavioral Complexity

Several of the evaluations report only weak differences between adaptive and non-
adaptive versions of systems in terms of measures like duration or learning gain
(Specht, 1998; Weber and Specht, 1997a). Many criteria suffer from low reliability
or at least have not shown to be reliable. Thus, we claim that only those criteria that
are specific for adaptivity and that are validated are acceptable.

The basic idea of our approach is that adaptivity aims at reducing the complexityreduction of

interaction

complexity
of interaction. The users should achieve their goals more easily. Adaptivity shifts the
division of labor between user and system (Jameson, 1999). The system may take
over routine tasks, such as planning-, sorting-, or selecting tasks or it may reduce the
complexity of the task itself. Here are some examples that illustrate what is meant by
complexity reduction. An adaptive help system (Encarnação and Stoev, 1999) may
infer the user’s current goals and select help texts accordingly. Thus, an overview of
all the topics is not forced upon the user. An adaptive product presentation system
(Jörding, 1999) simplifies the search for information by offering the products in the
most suitable way. An adaptive learning system (Specht, 1998) supports the user’s
navigation by link annotation and curriculum sequencing. Thus, learners do not have
to pay attention to the navigation itself and may focus on the learning task.
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Device Representation

To control a device the user needs a cognitive representation of the device. This is
sometimes called a mental model (Norman, 1983). According to Schoppek (2002)
two main types of knowledge are discussed in the literature for controlling a dynamic
system: first, input-output knowledge (I-O-knowledge) represents specific input val- I-O-knowledge

ues together with the corresponding output values. Second, structural knowledge is
defined as general knowledge about the variables of a system and their causal rela-
tions. The author proposes that both knowledge types are required, but the impact of structural

knowledgeeach type depends on the system size, and in turn its complexity. While for very large
systems with several thousands of states general knowledge about the structure can
be helpful for controlling it, for rather small systems it appears to be sufficient to ac-
quire I-O-knowledge. Experimental results show that uninstructed subjects did not
even try to identify general rules, while I-O-knowledge is acquired spontaneously
(Schoppek, 2002). In accordance with this approach, Broadbent, Fitzgerald and
Broadbent (1986) describe the interaction with small systems as a kind of lookup
table, where the users try to reach their goals by anticipating the device behavior
based on the result of previous interaction steps.

Most of the adaptive systems described in this thesis probably belong to the small
or mid-sized system, thus I-O-knowledge is probably very important here. Its role
is even more emphasized if we consider, that many adaptive systems are single-
use system, i.e., they are used only once to complete a certain task, e.g., learning
a specific content or finding a product. Often the interaction is too short to extract
explicit rules.

If we accept that I-O-knowledge is crucial (though of course not sufficient) for
defining the user’s device knowledge, a description of the interaction behavior be-
comes important. According to Kieras and Polson (1999) the concrete behavior of
a user can be described as a state-transition-network. The system changes its current interaction as

state-

transition

networks

state when the user initiates an action. For example, mouse-clicks, commands, or
the selection from a menu initiate such a transition and the system enters a new state
or returns to a previous visited state. Text-editing skills can be modeled with such a
network (Bovair, Kieras and Polson, 1990).

The analysis of protocol data yields an individual transition network for every user. protocol

analysisUsers that are familiar with the system are able to find the shortest path through the
network to reach the final state (Borgman, 1999). Other users that have incomplete
or even incorrect knowledge have to enrich the entire concrete task solving process
with a lot of heuristics or trial and error strategies (Rauterberg and Fjeld, 1998).
They will return to a previous state if they realize that the chosen transition did not
result in the effect they wanted.
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Figure 4.4.: Example of an state-transition-network for the interaction of a user with
the product recommendation system CASTLE. States are represented by
rectangles, transitions by ellipses

By exploring the system the users can increase their knowledge about the sys-
tem’s functions, but this exploration also results in a more complex network with an
increased number of states and transitions, an increased number of cycles within the
network, and a higher network density.

Figure 4.4 shows an example of a state-transition-network for the interaction of
a user with an adaptive online product recommendation system called CASTLE
(Weibelzahl, 1999). Basically, each state represents a page with different search
forms or presentation modes. The user navigates between the states with different
links, e.g., a search button. Note that this is not an one-to-one representation of the
interaction. State and transitions that have been used more than once result in a sin-
gle node only. Thus, the same network is derived regardless of whether the user used
the same path once or several times.

Other methods have been proposed to model the knowledge that is required for
controlling a device, and the user’s goals and tasks, referred to as cognitive task
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analysis (de Haan, van der Veer and van Vliet, 1991; Dix et al., 1998; Grant and cognitive task

analysisMayes, 1991). Some of these methods, such as Goals, Operators, Methods and Se-

lection , GOMS (Arend, 1991) or the task action grammar, TAG (Reisner, 1984),
might help to identify the relevant states and transitions. However, they are lim-
ited to error-free behavior and might thus fail to represent the complete interaction
(Rasmussen, 1997). State-transition-networks allow for representation of more than
one best way of task completion, which means they are able to distinguish between
task and activity (Juvina, Trausan-Matu, Iosif, van der Veer, Marhan and Chisalita,
2002).

In summary, we propose to model the interaction between user and system as a
state-transition-network, which allows inferences about the user’s knowledge. We
claim, that adaptivity aims at reducing the interaction complexity which can be mea-
sured by means of these networks.

Measurement of Behavioral Complexity

If adaptivity reduces the interaction complexity, adaptivity effects can be measured
by assessing the complexity of the state-transition-networks.

Rauterberg (1992) compares four different complexity measures, that are derived complexity

measuresfrom graph theory (Curtis, Sheppard, Milliman, Borst and Love, 1979; McCabe,
1976). The most simple measure is Cstate. Here, complexity equals the number of
states found in a network.

Cstate = S (4.11)

But obviously, complexity of devices must consider the relations between the states,
too. Otherwise, a system that bundles all functions on a single page would be cate-
gorized as less complex, while intuitively at least clusters of functions that belong
together should be separated to improve the usability. Thus, Cfan computes the rela-
tion of states and transitions, which represents a kind of structural complexity.

C f an =
T

S
(4.12)

The third measure extracts the number of cycles in the network. Thus, it indicates
how often a user returned to a previous state.

Ccycle = T −S +P (4.13)

For the examples cited throughout this thesis the constant P always equals 1, and is
used for correction purposes only.
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The fourth complexity measure (Cdensity) shows the network’s density in relation
to the maximal possible density.

Cdensity =
T

S× (S−1)
(4.14)

The following equations compute these four complexity measures for the example
network shown in Figure 4.4. The number of states equaling S = 6, and T = 8

transitions have been used.

Cstate = 6 (4.15)

Cfan =
8

6
= 1,33 (4.16)

Ccycle = 8−6+1 = 3 (4.17)

Cdensity =
8

6× (6−1)
= 0,27 (4.18)

All four measures have been applied to software-evaluation. According to Rauter-software-

evaluation

with

complexity

berg (1992) all of them discern between novices and experts. The latter showed less
complex behavior when completing a task with a database system. However, op-
posed to what was expected, Cstate and Cdensity varied with different tasks, i.e., they
are only useful for experimental settings with constant tasks. Comparing different
tasks with these measures is impossible. For the evaluation of adaptive systems this
is not a serious limitation, because adaptivity aims at simplifying a constant task.

Empirical Validation of Behavioral Complexity

In a laboratory experiment Weibelzahl and Weber (2000) compared four measures
of complexity for the interaction with an adaptive product recommendation system.
CASTLE recommends vacation homes in France (Weibelzahl, 1999; Weibelzahl
and Weber, 1999). It adapts to the user’s needs and preferences by referring to the
experience with similar customers. It will suggest vacation homes that are similar to
those that have been booked by customers who have indicated similar preferences.

Participants were ask to find a suitable vacation home under one of two conditions.method

While group 1 was supported by the user modeling component, group 2 received no
individual recommendations but was allowed to use the same functions as the first
group when searching the electronic catalog. Afterwards, both groups had to fill in
selected items of the Questionnaire of User Interaction Satisfaction, QUIS (Chin,
Diehl and Norman, 1988).
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Table 4.4.: Comparison of four complexity measures for two groups of users. Par-
ticipants in group 1 were supported by an adaptive version of CASTLE,
while group 2 received no individual recommendations. Sample size (N),
mean (x), standard deviation (σ ), statistical significance of the mean dif-
ference (α), and effect size (d) are reported

group N x σ α d

Cstate

1 25 18.36 3.28
.029∗ 0.71

2 17 20.70 3.31

Cfan

1 25 1.47 0.17
.985 —

2 17 1.47 0.21

Ccycle

1 25 9.88 4.05
.003∗ 0.99

2 17 13.88 4.04

Cdensity

1 25 0.087 0.015
.029∗ 4.27

2 17 0.100 0.023

The experimental group required less time to find a suitable home and was more
satisfied with the interaction. However, the results of this first evaluation study were
not statistically significant.

The same data set was reanalyzed in terms of behavioral complexity. Table 4.4 results

reveals the differences between the groups for the four complexity measures.

Users who had been supported by the adaptive system produced behavior of re- treatment

effectsduced complexity compared to users that completed the same task (“Find a suitable
vacation home in this electronic catalog”) with a non-adaptive version. Certainly,
the absolute value of the measures does not matter, only the differences between
the groups is of importance here. In fact, Cstate, Ccycle, and Cdensity can discern the
different treatments.

For further validation of the measures we explored the relation of behavioral com- external

validityplexity to the total duration of interaction and to the subjective satisfaction with the

interaction based on the QUIS items. Higher values indicate higher interaction satis-
faction. Furthermore, we expected that participants who are experienced in the use
of computers and the internet will show less complex behavior. Subjects assessed
their experience on a five grade scale.
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Table 4.5.: Correlation of the four behavioral complexity measures with the inter-
action satisfaction (QUIS), duration of interaction, and experience with
computers and internet (N = 42). Statistically significant results (p < .05)
are marked with ∗

computer internetsatisfaction duration
experience experience

Cstate .15 .50∗ .17 .23

Cfan −.04 .53∗ −.25 −.22

Ccycle −.04 .57∗ −.17 −.15

Cdensity −.33∗ −.07 −.29 −.47∗

As shown in Table 4.5, Cdensity correlates highly with interaction satisfaction,
while the other measures are related to duration only. All measures with the ex-
ception of Cstate relate to computer and internet experience in the expected way.

Discussion of Behavioral Complexity

While traditional criteria, such as duration of interaction and interaction satisfaction,
indicated only a vague difference between the adaptive and non-adaptive versions,
three of the complexity measures were able to discern the groups. Cfan did not show
the expected effect and is thus probably not very useful for the evaluation of adaptive
systems. On the other hand, Ccycle and Cdensity appear to be interesting measures, as
they correlate with experience in the expected way. Especially Cdensity is encourag-
ing for evaluation purposes, because it is strongly related to subjective satisfaction
but circumvents the problems of asking the user directly.

A major advantage of behavioral complexity is that very different systems can
be compared. For the evaluation of adaptive systems, not only adaptive and non-comparing

systems adaptive versions might be used, but also different adaptation decisions (see section
4.2.3) might be compared. The problems of defining adequate control groups (Höök,
2000) are in this way alleviated.

The correlation of Cdensity with interaction satisfaction and internet experience

suggests that behavioral complexity is based on differences in the users’ device rep-
resentations. However, at least three preconditions have to be fulfilled for such anpreconditions

interpretation. First, the states and transitions have to be represented on the same
level of granularity. A system might have many states that can be discerned theore-
tically from a technical point of view, but behavioral complexity refers to the states
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and transitions that are perceived by the user. For hypertext systems the definition
of states and transitions is not too complicated, because web pages are usually static
and clearly separated. In stand-alone applications, with a continuous interaction,
states and transitions have to be defined carefully. Cognitive task analysis suggests
adequate granularity.

Second, all users must solve the same task, i.e., aim for the same goal state. Think-
ing aloud or explicit instruction assures this fact. Otherwise the complexity measures
become useless for comparisons.

Third, the complexity measures imply that all transitions have the same costs, i.e.,
all transitions can be learned equally. In CASTLE the transitions are very simi-
lar. But an adaptive system could in principle replace three easy to learn steps by
one very difficult to learn command, e.g., offering a command-line interface instead
of several selection forms. Obviously, the aggregated version would result in lower
behavioral complexity, but from a cognitive point of view the selection task is prefer-
able. Thus, we either have to make sure that the transitions have the same costs, or
the complexity formulas have to be extended by weights for different transitions.

Several other metrics have been proposed to assess the complexity or the structure related work

of navigation behavior in hypertext (see e.g., Pitkow and Pirolli, 1999, and Herder,
2002, for an overview). Most of these measures are designed to assess the structure
of a complete site. However, if we see the user behavior as an overlay of the site-
structure, the same metrics are applicable for individual navigation as well.

Similar to the graph density (Cdensity), Botafogo, Rivlin and Shneiderman (1992)
introduced a compactness measure which is based on the distance between all pages.
The stratum metric indicates the linearity of the graph which is similar to the number
of cycles (Ccycle). Moreover, the depth of a node (Botafogo et al., 1992), i.e., the
distance from the root node, and the size of the cycles in the graph (Buckley and
Harary, 1990) might be important characteristics of the behavior, especially because
shorter navigation paths can improve the user satisfaction (Smyth and Cotter, 2002).
The usefulness of these measures for the evaluation of adaptive systems needs to still
be explored.

4.5. The Framework as Categorization Grid

The evaluation framework can be used as both, a structured approach for evaluation
studies, and a categorization grid for existing studies. We categorized the current
evaluation studies in accordance with this framework to see which evaluation steps
have been applied regularly, and where we can identify omissions.
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4.6. Related Work

As shown in Table 4.6 almost all studies evaluate either the inference mechanism

or the total interaction. Different adaptation decisions are examined only for adap-
tive learning systems. In other words, for all other systems it has not been considered
that the same user properties could have been used in another way than the one al-
ready implemented.

Three studies are related to the evaluation of input data. These studies are con-
cerned with visual search, access log analysis and keyboard skills. Only the last one
is part of an existing system.

However, the synopsis did not contain studies about the evaluation of input data
for any other task. For instance, for an adaptive product recommendation system
utterances are not always that clear and customers might even try to cheat the system.
Thus, some basic studies about the reliability of customer data is urgently required,
but also for other user properties.

This analysis suggests two important requirements for further evaluations. First, input data

evaluationsthe input data of adaptive systems are evaluated in only a few studies. More in-
vestigations that demonstrate the quality of these data are necessary for all kinds of
adaptive systems. The assessment of input data is the first information processing
step and all further inferences rely on this data. This is actually a lack in current
evaluations that should be considered in the future.

Secondly, different adaptation decisions need to be evaluated on a larger scale, too. adaptation

decisionWhile there are some studies for adaptive learning systems, evaluations for other
system functions are completely missing. In fact the chosen adaptation decision
often seems obvious, but only by looking at alternatives can it be revealed whether
this is the optimal decision. A recent study (Jameson and Schwarzkopf, 2002)
demonstrates that users may differ markedly in their responses to different adaptation
decisions.

4.6. Related Work

Recently, two other frameworks for the evaluation of adaptive systems have been
proposed (Brusilovsky et al., 2001; Paramythis et al., 2001). The main idea be-
hind all three frameworks is to break down the monolithic evaluation process into
several components which can be evaluated separately. Early thoughts on how to
define different measures for different components of the adaptation process have
been formulated by Totterdell and Boyle (1990).

The main difference between the three approaches is the number of components
that are identified. Brusilovsky et al. (2001) demonstrated the benefits of the layered Brusilovsky,

Karagiannidis

and Sampson
evaluation approach with two evaluation steps. The authors distinguish the interact-
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ion assessment from the adaptation decision. The evaluation of the first layer covers
both the low level monitoring (i.e., the observation of the user) and the high-level
inferences. Thus, this approach is very similar to the one proposed in this work,
though we claim that several distinctions that are found in our framework only (e.g.,
input data assessment vs. inference of user properties) are relevant and should not
be skipped.

Paramythis et al. (2001) proposed distinguishing five components that are veryParamythis,

Totter and

Stephanidis
similar to the steps found in our framework: interaction monitoring, interpretation

/ inferences, modeling, adaptation decision making, applying adaptation. Thus, in
comparison with our framework there are two differences. First, inferences and mod-

eling are two distinct components here. However, the authors are not quite clear in
respect to the fact that inference module represents a process while the modeling
module is a component. Second, the last component (applying adaptations) has been
subsumed under adaptation decision in our model as it is done usually in the litera-
ture as the authors admit. However, in some cases a distinction of these components
might be feasible. In addition to these ‘standard components’ the authors specify
three ‘optional components’. Two of them can be seen as shortcuts in the standard
cycle (explicit provided knowledge instead of inferred knowledge and transparent

models instead of automatic adaptation decision making). The third additional com-
ponent is used for systems with second level adaptation (Totterdell and Rautenbach,
1990). Thus, the underlying model of this approach is very similar to our framework
though it provides some additional modules for special system architectures. How-
ever, the proposed evaluation procedure is a little bit different. Instead of the layered
evaluation approach, the authors define eight ‘modules’ consisting of one or more
components that could be evaluated in combination. Finally, even these modules
may be evaluated in combination. In fact, the main difference to our framework is,
that this approach is more explicit about involved components and procedures, but
ends up with a confusing amount of different modules.
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Adaptive Web-Based Learning

Course

In order to demonstrate the usefulness of the evaluation framework and to show
which kind of failures are detected by which methods and criteria, the framework
has been applied to an existing adaptive system. The HTML-Tutor, an adaptive
learning course for HTML and publishing on the web, was object of several eval-
uation studies. First, we will introduce the underlying architecture of this adaptive
system. Afterwards, we present the results of evaluation studies for each step of the
framework.

5.1. NetCoach Courses

The HTML-Tutor is based on the authoring system NetCoach. A considerable num-
ber of courses has been developed by this tool. Though, the appearance of the Net-
Coach courses may look very different, the underlying structure and the inference
mechanism is always the same.

NetCoach is an authoring system that supports the generation of adaptive online
courses (Weber et al., 2001). It is derived from ELM-ART1, one of the first and
by now most comprehensive adaptive web-based educational systems (Weber and
Specht, 1997a).

While authors generate the content by filling in templates and forms, the course
functions including user management, adaptation, communication facilities, and tu-
toring is provided by NetCoach. All NetCoach courses share the same structure.
Similar to chapters and subchapters in a book, the learning material (i.e., texts, im-
ages, animations) is stored in a hierarchical tree-structure of concepts. Learners may
navigate through this structure freely.

1cogpsy.uni-trier.de/projects/ELM/elmart.html
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Figure 5.1.: Snapshot of the HTML-Tutor

Figure 5.1 shows a snapshot of the course interface for learners. The chapterlearners’

interface overview on the left hand side unfolds and folds depending on the currently visited
part. The links are annotated with colored bullets. The panel of buttons in the upper
part of the window is visible at all times and provides functions such as searching, in-
specting the glossary, and help texts. The main frame displays the learning material,
tests, and suggestions on which page to go to next.

In fact, the courses adapt to the learners’ knowledge, to the learning objectives,adaptive and

adaptable

features
and to the navigation behavior. This adaptation mechanism is detailed in the follow-
ing sections. Moreover, the courses are adaptable to individual preferences such as
colors, warnings, etc.. For example, a learner might adjust whether she gets a warn-
ing when she visits a page that requires additional prior knowledge. Table 5.1 gives
an overview of the adaptive and adaptable features.
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Table 5.1.: Adaptive and adaptable features of NetCoach

adapting to what? how?

preferences learner may change colors, the kind of warnings

and annotations, etc.

learning objective learner decides which predefined learning objec-

tive to fulfill (e.g., complete course, overview, spe-

cific contents only)

knowledge learner has to answer test items (in pre-test or

post-test) that check whether a concept is known

or not

navigation all visited pages are registered. As long as no

other information is available (i.e., a test group),

visited pages are assumed to be known by the

learner.

5.1.1. Assessing the learner

The courses assess the learner’s objective, they administer pre-tests and tests and
register the navigation behavior (see Figure 5.2).

In the beginning of a course the learner is asked about her objective. A learning objectives

objective consists of a set of concepts that have to be successfully worked on by the
learner. Thus, objectives are especially useful for learners who do not want to com-
plete the whole course. For instance, the objective I want to get an introduction on

this topic might include the introductory high level chapters only, while the second
objective I am familiar with . . . but I want to know more about . . . would omit the
first chapter and guide the learner to more advanced sections directly.

The crucial parts of NetCoach to assess the learner’s knowledge are the so called tests

test groups. A test group consists of a set of weighted test items that are related to
a concept. There are forced choice, multiple choice, and gap filling items. All of
them are evaluated online automatically. The same items can be administered either
as pre-test or as post-test. Pre-tests are presented optionally before the content of a
chapter has been presented (If you already have prior knowledge about this chapter

you may want to complete the pre-test). Post-tests are administered after the learner
has read a chapter, usually in small groups of items (e.g., two in a row). These tests
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Figure 5.2.: Architecture of NetCoach courses illustrated with the evaluation frame-
work. The courses acquire input data from specified learning objectives,
pre-tests, and tests. Based on these data the learner’s current knowledge
is inferred. Finally chapter links are annotated and chapters are sug-
gested in dependence of this knowledge

assure that the content of a chapter is actually known. For both, pre-tests and post-
tests, the items are presented randomly (besides the fact that not yet presented items
and incorrectly answered items are preferred).

5.1.2. Inference Mechanism

The inference of the learner’s knowledge is based on the tests, described above, and
on relations between concepts, that are stored in the knowledge base.

The knowledge base contains two kinds of relations between concepts. First, theknowledge

base author can decide which other concepts must be learned to understand the current
concept. The system will guide learners to theses prerequisite pages before suggest-prerequisite

ing the current concept. Prerequisite concepts might themselves contain prerequisite
concepts that are called indirect prerequisites.

Second, a concept might infer another concept, i.e., the fact that the learner knowsinference

concept A implies that she also knows concept B. Note that prerequisites and infer-
ences are related but are not equal. For example, knowing A might be required to
understand B, but if one knows B this does not necessarily imply that A is known.

In addition to these relations between concepts the knowledge base contains rela-
tions between test items and concepts. Test items may not only test one concept but
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also assess aspects of other concepts. Thus, it is possible to quantify the inference of
test items to other concepts.

The results of the test groups are treated in the following way: users achieve points test groups

for correct answers and loose points for false answers until they reach a critical value.
Hints for further reading and explanations support those users who have a lack of
knowledge.

A concept is supposed to be learned if one has reached a critical value. If there
are already some inferences from test items of other concepts, the learner is closer
to this critical value and has to solve less test items in this test group.

Based on the descriptions in the concepts, all pages are computed individually user model

with respect to the learner’s user model. The user model used in NetCoach is a multi-
layered overlay model (Weber, 1999). Individual information about each learner is
stored with respect to the concepts of the course’s knowledge base (as described in
the previous section). The first layer describes whether the user has already visited
a page corresponding to a concept. The second layer contains information on which
exercises or test items that are related to this particular concept the user has worked
at and whether she has successfully worked on the test items up to a certain criterion.
The third layer describes whether a concept could be inferred as known via inference
links from more advanced concepts the user has already successfully worked on.
Finally, the fourth layer describes whether a user has marked a concept as already
known. That is, the user model can be inspected and edited (Bull and Pain, 1995).
Sometimes, this is called a cooperative user model (Kay, 1995). Information in
the different layers is updated independently. This leads to the fact that information
from each different source does not overwrite others. For example, if a student
unmarks a concept because she realized that she has not enough pre-knowledge about
it, the information about tests on this concept is still available. See Figure 5.3 for
an example of a student’s overlay model. A concept is assumed to be learned if
it is either tested to be known, inferred from other learned concepts, or marked by
the user. In case no test group is available the concept is assumed to be learned
if it has been visited. In other words, the visited layer and the test layer are applied
alternatively. For instance, Concept 6 of the students’ model is assumed to be learned
because the test group has been solved, though it also has been marked as known,
i.e., the system trusts the first information more than the second one.

Finally, NetCoach summarizes the learner’s current knowledge by assigning one learning state

of six states to each concept. Table 5.2 lists the states and describes the conditions
of assignment. The current configuration of states is called a user’s learning state.
As it is computed on the fly for each user individually, the learning state models the
idiosyncratic learning process during the interaction.
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Table 5.2.: Possible states of a concept with a test group. The states are computed
individually during interaction in dependence of the user’s behavior

state condition annotation

not ready there are prerequisites for a concept (e.g.,

concept A has to be learned before con-

cept B) that are not fulfilled

red ball

suggested all prerequisites are fulfilled green ball

solved the learner completed the test group of

this concept successfully

grey ball with tick

inferred the learner solved a more advanced con-

cept first and thus the current concept is

inferred to be already learned as well.

ball with tick

known the learner marked the concept as known

without solving the test group

crossed ball

other the learner may access this concept, be-

cause all prerequisites are fulfilled, but it

is not part of the current learning objec-

tive

orange ball
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1 2 3 4
concept

visited

tests

inferred

marked

learned

5 6

Figure 5.3.: Example of a student’s overlay model. NetCoach infers the student’s
current learning state from four independently updated layers. Concepts
without tests are treated as learned if they have been visited. Adopted
from Weber et al. (2001)

In summary, the inference of a user’s current learning state is done in three steps.
First, the items of the pre-tests and tests are evaluated. Points are weighted by a
factor and accordingly assigned to test groups . Second, if a test group has been
solved because the critical value has been reached, that chapter is assumed to be
learned and other chapters might be inferred to have been learned in accordance with
the knowledge base. Third, each chapter is assigned to one of six learning states that
describe the learner’s knowledge of that concept.

5.1.3. Adaptation Decision

Finally, the learning state is used for adaptation. The two adaptation decisions used
in NetCoach courses are adaptive link annotation and adaptive curriculum sequenc-

ing.
Links to other concepts in the overview (left hand side in Figure 5.1) are annotated link annotation

with colored bullets that correspond to the learning state. Thus the learners can
see, which concepts are assumed to be learned, which are recommended, and which
are not yet ready. Table 5.2 gives an example of the default color configuration.
However, NetCoach authors are free to predefine other colors.
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Table 5.3.: Adaptation decisions in adaptive learning systems. Comparison of auth-
oring systems for adaptive hypermedia courses in reference to different
adaptation decisions that are used for adaptation

Net-

Coach
AHA

ECSAI-

Web

Inter-

book

Meta-

Links

adaptive guidance yes yes yes yes yes

adaptive annotation yes yes yes yes yes

adaptive hiding of links yes

adaptive navigation maps yes yes

adaptive text presentation yes yes

In addition, NetCoach suggests the next concept to be learned. The system selects
the next concept in the hierarchy with the state suggested, i.e, that has no unfulfilledcurriculum

sequencing prerequisites, and that is part of the learning objective. Concepts that are assumed
to be learned are skipped. The learner can either choose a link to the recommended
concept (Continue with the next suggested page) or follow the suggested-arrow in
the navigation bar on each page. Learners who visit a page with the state not readywarnings

get a warning and are informed that the system assumes that they should study the
prerequisites first.

Several systems have been proposed that apply intelligent inference mechanisms
to adapt to learners, e.g., AHA! (de Bra and Calvi, 1998), Hyperbook (Henze and
Nejdl, 1999; Henze et al., 1999), ECSAIWeb (Sanrach and Grandbastien, 2000),
Interbook (Brusilovsky et al., 1998), and MetaLinks (Murray, 2000).

As shown in Table 5.3 NetCoach implements the most commonly used adaptive
features, but does not adapt the text presentation (as e.g., AHA) and refrains from
hiding links. We argue that the student should have full freedom of navigation and
content access while the adaptive system should provide hints and suggestions only
to scaffold the learner (e.g., Hübscher and Puntambekar, 2002).

5.1.4. Overview of existing courses

Several courses have been developed with NetCoach. They are used at different uni-
versities in Germany and in some companies. Up to now, most courses are written
in German, though some are written in English, French, Spanish, and Italian. Net-
Coach does not require any programming knowledge, thus many different authors
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from many disciplines developed courses in different domains including program-
ming, spelling rules, cognitive and pedagogical psychology, medicine, and product
presentation. At the University of Education in Freiburg, students develop simple
courses on their own and test these courses with pupils in secondary schools. Net-
Coach has been used for ‘learning on demand’ settings, as well as for supplementing
courses at universities and adult education. For instance, two courses on program-
ming LISP and HTML are available world-wide for training purposes, while several
courses on pedagogical psychology are used by students to prepare lessons and ex-
ams (Lippitsch et al., 2003). The students can thus work at their own pace until they
acquired enough knowledge to attend the seminar session. The teachers save time
because they do not have to present the complete content and can thus start at once to
answer open questions and to discuss further issues. Nevertheless, they may control
the performance of every student with the tutor interface. Other courses are used for
further education in big companies, e.g., to inform the staff about the features of new
products.

According to these different learning settings, the courses differ widely in terms of
the offered functions. For instance, while document sharing is an interesting feature
for closed groups, such as university seminars, this function is switched off for public
courses like the HTML-Tutor. NetCoach is very flexible in terms of changing the
interface in accordance with the requirements of learner groups and the courses may
look quite different on the surface but in fact, the adaptation works in the same way
for all of them.

The following empirical evaluations mostly focus on the HTML-Tutor, but many
of the results might thus be generalized to the other NetCoach courses, too.

5.2. The HTML-Tutor

Before outlining the evaluation studies that we performed with the HTML-Tutor, the
content and structure of the course is described in more detail.

5.2.1. Course Description

The HTML-Tutor teaches programming HTML and publishing in the Internet. It is
based on a static online version written by Partl (1999). The 138 concepts (which
equals about 120 printed pages) of the static version were extended by 125 test items.
A table of contents is shown in Appendix A.1.

The topic has two properties that make it especially suitable for online courses. concept

relationsFirst, there are very clear relations between concepts. For example, to understand
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Table 5.4.: Comparison of the HTML-Tutor with other NetCoach courses. Note that
for the computation of the number of prerequisites per concept pure test-
concepts were excluded

HTML-Tutor RR2000 Piaget

concepts 138 141 42

learning objectives 12 11 1

test groups 49 110 13

test items 125 1399 63

prerequisites per concept 1.50 0.99 1.05

how to format a paragraph in HTML learners should know how HTML pages are
structured in principle and what HTML tags look like. In turn, a learner who knows
how to format a paragraph obviously has some knowledge about the syntax of tags.
Accordingly the HTML-Tutor implements a prerequisite relation between the chap-
ters ‘structure of HTML files’ and ‘paragraphs and line breaks’, as well as an infer-
ence relation between the latter chapter and ‘format of markup tags’.

A total of 207 prerequisites and 52 inferences has been specified. The structure of
prerequisites is outlined in Appendix A.2. For each chapter (shown in the table rows)prerequisite

structure a dot indicates for which other chapter (columns) this chapter is a prerequisite. Dots
are spread over the upper right half of the table only, because NetCoach forbids to
set a subsequent chapter as prerequisite. A diagonal means that the structure is very
linear, because, in this case, the previous chapter is always prerequisite of the sub-
sequent one. Structures that are very close to this diagonal can be found in courses
like Piaget, an introduction to the developmental psychology of Jean Piaget, where
the inherent dependencies are much weaker. The HTML-Tutor obviously deviates
from this linear structure considerably. Accordingly, the number of prerequisites per
concept is lower in other NetCoach courses. See Table 5.4 for a comparison of the
HTML-Tutor to Piaget and RR2000, which is a course for learning the new German
spelling rules.

The structure of inferences is outlined in Appendix A.3. It looks quite differentinference

structure from the prerequisite structure because an inference relation is usually specified from
summary chapters in the end of a larger content block which results in a kind of
vertical lines. There are no inferences for the last chapters, because these sections
provide a kind of supplemental information (history of HTML; future perspectives;
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1. Which of the following statements about markup tags is correct?

◦ markup tags can be found both in HTML and SGML

◦ markup tags are always surrounded by ‘<’ and ‘>’

◦ markup tags are always paired

◦ markup tags might have attributes

◦ markup tags have to be in lower case characters

2. Where in the HTML file is the definition of the so called <meta>-

tags?

• at the beginning of the file before the <head>-tag

• between <head> and </head>

• between <body> and </body>

• anywhere

3. Small images that are used as preview of large images are

called .

Figure 5.4.: Example of three test item types: a multiple choice, a forced choice and
a gap filling item from the HTML-Tutor. The correct solutions are: 1a,
b, d; 2b; ‘thumbnails’

references) that is not as strongly related to HTML programming as the previous
content.

A second property makes HTML especially suitable for online courses: People
who access such a course probably differ in prior knowledge. Opposed to very differences in

prior

knowledge
specialized topics (e.g., the developmental psychology of Piaget), HTML is often
learned in packages where new demands of a task require the learner to acquire
additional knowledge. Thus, the HTML-Tutor implements a total of 12 different
learning objectives, including e.g., I want to work on the complete course and I do

know much about the WWW and want to learn more about the HTML tags now.
As supplemental functions the HTML-Tutor offers a chat and a discussion board. functions
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Which of the following statements about markup tags is correct?

The answer was false.

A: your answer

C: correct solution

A C

× markup tags can be found both in HTML and SGML

× × markup tags are always surrounded by ‘<’ and ‘>’

markup tags are always paired

× markup tags might have attributes

markup tags have to be in lower case characters

Reason: Markup tags are part of the syntax of HTML as well as of

other languages like SGML. All tags are surrounded by ‘<’ and ‘>’.

Usually the tags are paired, however there are several exceptions,

e.g., <li> or <br>.

Some markup tags contain supplemental attributes. This is written as

<tag attribute=value>.

Markup tags are usually written in lower case characters, but this is

optional.

Figure 5.5.: Example of a feedback to a false answer with the correct solution and
an extended explanation
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However, both are used sparsely. Moreover, learners may search for a term in the ma-
terial, browse the table of contents and inspect their user model (see Section 5.1.2).
Finally there is a glossary that explains the most important terms.

The 125 test items are forced choice, multiple choice and gap filling. Figure 5.4 test items

shows translations of examples for the three item types. In case of a false answer
the answer is presented to the user again in conjunction with the correct solution and
with an extended explanation (Figure 5.5).

The course has been online since September 2000 and has been accessed by sev-
eral thousand users. For evaluation purposes we used both this online version with
additional experimental conditions as well as an almost identical seminar version
with different learning objectives.

If not specified otherwise, the following studies rely on the online users who have
visited the course until the 23th of November 2001. For some of the studies we
excluded learners who had worked with the course for less than 15 minutes in order
to filter persons who just wanted to have a look at the course, but did not really
interact with it.

5.2.2. Overview of Evaluation Studies with the HTML-Tutor

The evaluation studies described in this work were designed to form a complete
evaluation of the HTML-Tutor according to the proposed framework. Thus, each
study is assigned to one of the four evaluation layers.

The input data were evaluated by computing the difficulty and retest-reliability
of test items. We found that the item difficulties are equally spread across the full
range. The retest-reliability of some items is low which might be caused by the
measurement design.

The inference mechanism was evaluated in two studies. First, we compared the
assumptions of the HTML-Tutor about the learners (i.e., the user model) with the
results of an external assessment. The congruence of these measurements is consid-
erably high, though a few incongruencies were uncovered. Second, we demonstrated
that users who had worked on a page in one of five NetCoach courses, including the
HTML-Tutor, made more mistakes when answering test items on this page if they
were assumed to be not prepared for this page according to the user model.

Two aspects of the adaptation decision are evaluated. First, we were able to show
that adapting to prior-knowledge by pre-tests saves time for the users, but keeps the
learning gain stable. Second, we compared four different adaptation decisions that
are all based on the same information in the user model.

Finally, the interaction in general is evaluated in terms of several dimensions of
the system behavior, the user behavior, and the interaction quality.
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Table 5.5.: Overview of evaluation studies with HTML-Tutor in respect to their de-
sign and criteria

evaluation layer chapter study design criteria

evaluation of

input data

5.3 observation of online-

users of HTML-Tutor

difficulty and retest-

reliability of test items

evaluation of

inference

5.4.1 assessment of users in

seminar

congruence of user model

and external assessment

5.4.2 observation of online-

users of five NetCoach

courses

comparison of test item

answers and user model

evaluation of

adaptation

decision

5.5.1 observation of online-

users of HTML-Tutor

with and without pre-

tests

duration of interaction and

knowledge of users

5.5.2 observation of online-

users of HTML-Tutor

and RR2000 with

different adaptation

decisions

behavior, knowledge and

feedback of users

evaluation of

interaction

5.6 observation of online-

users of HTML-Tutor

system behavior, user be-

havior, interaction quality
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5.3. Evaluation of Input Data

The HTML-Tutor takes three types of input data into consideration: learning objec-
tives, navigation behavior, and responses to test items (cf. Figure 5.2). Objectives
and navigation can be regarded as reliable, at least there is no evidence that these
two kinds of data are seriously threatened. Learning objectives are seldom changed. learning

objectivesWhile most users selected only one objective (Table 5.7), 21% of the users changed
the objective at least once. Most users decided to work on the complete course any-
way (Table 5.6). On average each user selected 1.33 objectives. Looking at the
interaction duration, this equals a changing about 0.63 times per hour of usage, i.e.,
the objectives of the users were very stable.

The observation of the navigation behavior is completely non-reactive, as the navigation

behaviorusers’ traces are recorded without any impact. Despite the fact that slips might occur
due to the nature of the internet when learners use the back-button of their browser,
the server has complete control over the material that is presented to the user. In
other words, the HTML-Tutor can record exactly which material has been requested
by which learner.

However, the reliability of the third kind of input data, the responses to test items,
requires a closer look, because the assessment of knowledge is the crucial part of the
NetCoach course and the computation is not as straightforward as for the other two
kinds of input data.

5.3.1. Method and Criteria

The most preferred way of testing the reliability of single test items is the retest reli-
ability. However, a pilot study showed that participants of a seminar who were tested
twice—once when registering for the seminar and the second time at the beginning
of the seminar—did not differ in previous knowledge at all. None of them was able
to answer any of the items, although simpler items had been selected. Thus, we de-
cided to measure retest reliability by registering items that had been answered twice
during interaction.

First of all, the difficulty of each test item was determined empirically by comput- item difficulty

ing the relation of correct answers to the total number of answers. A total of 55189
responses (x̄ = 445.07 responses per item; σ = 36.07) were included. Figure 5.6
shows that the items are spread equally over the full range. These difficulty values
were fed back to the course. All test groups, i.e., the collections of test items that
are presented after a chapter (see Section 5.1.1), rely on these empirical difficulty
values, as the achieved points per item (vi) depend on the item’s weight (wi) and its
difficulty (Pi).
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Table 5.7.: Number of selected learning objectives. 1714 users selected 2197 ob-
jectives. The table shows how many users selected how many of the 12

learning objectives during the interaction with the course

objectives frequency

1 1349

2 222

3 99

4 32

5 10

6 1

7 0

8 1

> 8 0

Σ 1714

NetCoach computes the user’s score S in a test group t in the following way:

vi = ai×wi× (Pi +0.5) with

vi score for test item i
ai ∈ {0;1}, 1 if answer was correct, else 0
wi ∈ [0.5;1.5] weight of test item i
Pi ∈ [0;1] difficulty of test item i

St =
nt

∑
i=1

vi with
St score for test group t
nt number of answered test items in test group t

The score in a test group equals the sum of scores that has been achieved by ans-
wering test items in this test group so far. Note that the adjustment of the difficulty
values by 0.5 is used to simplify authoring, as the default values (wi = 1 and Pi = .5)
result in a score of 1× 1× 1 = 1 per item, which is easier to handle. Computation-
ally it has no impact. Negative scores for false test items can be achieved by setting
ai to negative values in the case that the answer is not correct, but the HTML-Tutor

registers positive evidence only (i.e., ai = 0 for false answers).
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Figure 5.6.: Empirical difficulty of the 124 test items. For a better overview, the
items have been sorted according to the difficulty value

5.3.2. Results

Retest reliability of test items was computed based on 7535× 2 item responses of
1286 users who had answered at least one item more than once. The last two answers
were correlated. Figure 5.7 shows the retest reliability of 98 out of 124 test items.
The remaining 26 items had to be excluded due to too small sample sizes (N < 10)
or due to a lack of variance (σ2

i = 0).
The reliability for most test items is low, but positive and ranges between 0 and .8.

Several items have been identified that had a negative correlation, i.e., the first and
the second answers to this item frequently differed. The overall values are too low in
terms of a regular diagnostic instrument. However, we underestimated significantly
the item reliability, because our experimental design does not control for learning
effects. While knowledge might be stable between answering the item in a test
group during the interaction and in a final test at the end of the course, there might
be learning effects if the item was answered twice in the same test group. Then
the answer pattern will usually equal ‘false,correct’, because the item was presented
again after a false response.

The test items with the negative reliability belong to different test groups. Ob-
viously, the users have more difficulties to solve these items in the second attempt.
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Figure 5.7.: Retest reliability of 98 test items. 1286 users answered 7535 × 2 items
(x̄ = 76.89 users per item, σ = 69.13). 26 items were excluded due to
too small sample sizes or lack of variance
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Which of the following tags does not make the image visible on the

current page, except when it is requested with a ‘click’?

◦ <img src="bild.gif" alt="Bild">

◦ <a href="bild.gif">Bild</a>

◦ <img href="bild.gif" alt="Bild">

◦ <a src="bild.gif">Bild</a>

Figure 5.8.: Example of a multiple choice test item from the HTML-Tutor. In the
test-retest design it correlated -.33 with itself. Correct solution: b

Figure 5.8 shows the item with the lowest correlation. It was impossible to identify
any factors that were responsible for this fact. Neither item type (multiple choice,
gap filling, forced choice), nor content seem to be related to the retest reliability.

5.3.3. Discussion of Input Data

In summary, the measured retest reliability of some test items is pretty low, however,
we argue that this is an effect of the empirical design. The real reliability of the
input data should be sufficiently high to allow the further inferences, especially if
we consider the fact that usually at least three items are aggregated in a test group.
The previously intended study design of measuring two separate points in time (e.g.,
registration and beginning of seminar) with stable knowledge of the users would
have been better from a statistical point of view, but it is more difficult to find an
appropriate sample for this design.

5.4. Evaluation of Inference

Are the assumptions about the learner, called the current learning state, inferred
correctly from the input data? We conducted two studies. The first study investigates
the learning state itself. We compared the assumptions of the HTML-Tutor about the
learners’ knowledge with an external assessment. The second study compares the
assumption of the HTML-Tutor with the actual behavior of the learners.
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5.4.1. Assessing the Learner’s Current Knowledge

If the current learning state is a valid model of the learner’s knowledge it should be in congruence of

user model

and external

assessment

congruence with an external independent assessment. An external test can validate
the user properties that are stored in the user model. A perfect user model is fully
congruent with reality and thus, it should also agree with a valid test.

Method and Criteria

We assessed 32 students who took part in one of three compact-seminars between
April 2001 and April 2002. The 10 male and 22 female students are studying at the
University of Education in Freiburg for 0 to 9 semesters (x̄ = 3.55). Their studies
included different academic areas, most frequently teaching. The announced re-
quirement for taking part in this seminar was general familiarity with the usage of
computers and to be ability to browse the Internet. The last requirement was checked
by setting an obligatory online registration for the course. In fact, all participants had
sufficient computer skills to follow the instructions during the sessions.

The seminar consisted of 20 lessons on HTML and publishing in the Internet.
During the seminar the students had to learn with the HTML-Tutor at least twice.
After the seminar the students had to take part in a test. This test was designed to external

knowledge

assessment
assess their performance as exactly as possible and consisted of three parts: first, the
students had to generate an HTML page that fulfills certain conditions. Using their
computer they had to produce source codes that yield a given layout and functions,
e.g., clicking on the image should link to the homepage. Second, a paper and pencil
test included three questions on more comprehensive knowledge, e.g., they had to
explain why HTML is not very suitable to produce a specific layout. Third, they had
to identify and correct errors in a given source code. A copy of the complete test is
shown in Appendix B.

The test was evaluated individually in regards to the concepts of the HTML-Tutor.
Given a learner’s test performance we decided which concepts are already known
or unknown. The test collects different data types (source code generation, open
questions, source code correction) and it can thus be assumed to be a good estimator
of the ‘real’ domain knowledge. However, it is obviously not a perfect test which
might bias the results. In fact, the proposed congruency approach can be seen as
a kind of parallel test reliability. If the external test was not reliable the expected
congruency would be reduced. We tried to improve the test’s external validity by
including different task types and by considering as much information about the
learner’s performance as available. That is, in a qualitative analysis for each concept
we decided whether the learner has complete knowledge about it.

97



5. Empirical Evaluation of an Adaptive Web-Based Learning Course

Table 5.8.: Frequencies of congruence and incongruence of assumptions about the
learner’s knowledge in the HTML-Tutor and an external test. The HTML-

Tutor assumes a concept either to be solved or inferred, otherwise there
is no information whether the concept is known or not

user model

solved inferred no information Σ

known 129 2 129 260

external test unknown 9 0 23 32

no information 601 261 382 1244

Σ 739 263 534 1536

The results of this analysis were contrasted with the system’s assumptions aboutsystem’s

assumptions the learners in the user models. These assumptions relied on answers to test items
during the seminar when the students were interacting with the HTML-Tutor and
on 40 randomly selected test items that had to be completed after the external test.
The HTML-Tutor overlay model is designed to consider positive evidence about the
learners’ knowledge only. In other words, the user model represents the learners’
knowledge but not their misconceptions. Thus, there is no direct counterpart in the
user model for the unknown category in the external assessment.

Results

We found that most assumptions were in congruence with test performance (see Ta-congruence

ble 5.8). 131 concepts were assumed to be either solved (i.e., the learner completed
the test group successfully) or inferred (i.e., a higher concept had been solved be-
fore), while the external test also indicated that these concepts were known.

The high number of concepts that were not covered by the external assessment
results from the fact that the time for such a test is limited. Compared to the 20 hours
of teaching one hour for testing can obviously assess only a few selected aspects.

However, we identified nine incongruencies, i.e., there were nine cases where theincongruence

system’s assumptions about the knowledge of a chapter differed from the result of the
external knowledge assessment with the test. These incongruencies were caused by
three concepts, namely the chapters 1.6, 2.3, and 2.5 (see Figure 5.9). For all three
concepts we were able to show that the test group did not measure the same kind
of knowledge as the external test did. For instance, in five cases the external test
indicated that the learners do not encode German umlauts correctly. Nevertheless
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Figure 5.9.: Frequencies of congruence and incongruence of HTML-Tutor assump-
tions about the learner and an external test, grouped by concepts. The
nine identified incongruencies (Table 5.8) were caused by three different
concepts
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they were able to respond to test items on this topic correctly. Obviously there is
a mismatch between the declarative knowledge (as measured by the test items) and
the displayed performance in real world settings. Similar results were found for
the second concept (chapter 1.6): in test items the students were able to produce a
correct structure of an HTML page, but when they had to work on their own, two
students skipped the header of the page which resulted in an incorrect page. The third
concept (chapter 2.3) introduces the line break tags (<br>). One student encoded
them correctly when answering the test items, but sometimes forgot to do so when
generating a page.

Evaluations of adaptive learning systems usually observed the impact of adaptivity
on the user’s behavior (e.g., Brusilovsky and Eklund, 1998, or Weber and Specht,
1997a) or the learning gain (Specht, 1998). Contrasting the user model and the
external assessment provides important information about the system’s quality. The
study gave valuable hints for further improvements: it will be necessary to measure
performance knowledge in test groups if we want to guarantee that the learners will
apply their knowledge afterwards. Comparing assumed user properties with external
assessment results provides important information about mal-adaptations.

To get a measure of how close the relation of user model and external assessmentcontingency

is, it is possible to compute the χ2-contingency-coefficient based on the data given
in table 5.8 (the exact formulas are listed in Appendix C). A contingency-value of
Ccorr = .24 suggests, that the two assessment methods are related, but do not measure
the same. However, this coefficient must not be interpreted in the same way as usual
correlations. We suggest to use Ccorr for comparisons of different adaptive systems
or of different versions of the same system, to estimate which system’s user model is
closer to the external assessment. However, from a formative evaluation perspective
it is more important to know which concepts are incongruent rather than how close
the assessments are related, because this provides hints for further improvements.

5.4.2. Assessing the Learner’s Behavior

Adaptive link annotation and adaptive curriculum sequencing try to prevent learners
from working at inadequate material. Users should perform worse on concepts that
have the status not ready in the user model. In an online experiment we observed the
behavior of subjects in reference to their current learning state.

Method and Criteria

We collected data from five online courses in different domains that had all been de-
veloped with the NetCoach authoring tool. These courses included the HTML-Tutor
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as well as four introductory courses on psychology such as problem solving (Pro-

blemloesen), Piaget’s developmental psychology (Piaget), communication (Kommu-

nikation), and interpersonal perception (Personenwahrnehmung). 3501 users (both
students and visitors from the internet) interacted at least 15 minutes with one of
the courses. Everyone was free to choose which concepts to work at. For each comparison of

test item

answers and

user model

concept, we observed both the learners’ behavior and their learning state. For each
test group we specified the minimum number of items that were required to solve the
test group. The mean proportion of correct answers (c) was computed for those who
were assumed to be prepared for this concept (pre) (i.e, the current learning state of
this concept was either suggested or solved) and for those who were assumed to have
some missing prerequisites (¬pre) (i.e., the current learning state of this concept was
not ready).

Experimental Results and Discussion

Figure 5.10 shows that learners who are supposed to be prepared for a concept per-
formed better on the test items than those who were not fully prepared. Note that all
students had the same information about the concept, the only difference between
the groups is that the latter did not fulfill all prerequisites for this concept, because
the learners did not follow the suggested path. For two courses (Piaget and Problem-

loesen) we were not able to demonstrate a statistical difference between the groups
(see Table 5.9). However, the statistical analysis makes obvious that the effect is not
in the opposite direction.

From a statistical point of view, it would have been desirable to reduce the variance
within the groups to get a clearer picture of the relevant effects. A considerable
amount of variance is probably caused by varying difficulties of the test groups.
While some test groups are easy to solve and therefore the mean proportion of correct
answers is high, other test groups are more difficult. Thus, we computed separate
t-tests for every concept in the HTML-Tutor as well. Naturally, not all users worked
on every concept which decreases the sample size rapidly and statistical significance
becomes difficult to reach. The 38 concepts can be categorized in reference to the
direction of the mean difference and to the significance of the result. As shown in
Table 5.10 most concepts conformed with our hypothesis. Note that a concept-wise
analysis for the other courses was not possible because sample sizes were too small.

In summary, the study suggests that NetCoach courses model the learner’s know-
ledge correctly. The assumed learning state predicts at least parts of the learner’s
performance. However, the effect sizes are rather small. But if it was possible to im-
prove the learning process by adapting to the user’s knowledge this approach should
at least be considered when a new learning environment is designed.
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Figure 5.10.: Mean proportion of correct responses to test items for learners that
were assumed to be prepared or not prepared for this concept. The
error bars indicate ± one standard deviation. See Table 5.9 for detailed
results
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5. Empirical Evaluation of an Adaptive Web-Based Learning Course

Table 5.10.: Frequency of result types for 38 concepts in HTML-Tutor. We expected
that the proportion of correct responses should be higher if the learner
was prepared to work on this concept (cpre > c¬pre). While most results
were conform with this hypothesis only three of them were statistically
significant

cpre > c¬pre cpre < c¬pre Σ

significant 3 0 3

not significant 24 11 35

Σ 27 11 38

5.4.3. Discussion of Inference

These two studies (Section 5.4.1 on the congruence of system assumptions and exter-accuracy of

user model nal assessment and Section 5.4.2 on the displayed behavior of learners) outline a way
for the evaluation of adaptive learning systems in general. The evaluated NetCoach
courses seem to assess the learning state correctly. We were able to show that it is
possible to evaluate the accuracy of assumptions about the user. Such evaluations
might point to possible (and otherwise indiscoverable) improvements of adaptation.

The studies above evaluate the inference of user properties. Obviously, we do not
generally measure adaptivity success. Assuring a correct user model is a prerequisite
for the further adaptation process.

5.5. Evaluation of Adaptation Decision

Given that the user model is correct, different adaptation decisions are possible. In
this section we explore two kinds of adaptations. First, we demonstrate that it is
useful to skip chapters that are assumed to be learned based on a pre-test, because
learners may save much time without deficits in the learning gain. Second, we com-
pare the effects of different annotation and sequencing combinations.
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5.5.1. Adapting to the Learners’ Prior Knowledge

Online learning courses are used by people that differ widely in prior domain know-
ledge. Especially in further education and learning on demand settings, some learn-
ers will have a partial background of the course-topic while others are complete
beginners.

However, regardless of prior knowledge, everyone should have the same know- opportunities

ledge after course completion. On the one hand, users might get bored if they have
to work on topics that they are already familiar with. On the other hand, they are
probably not able to estimate whether they do really know everything on a topic of
a course without having seen the chapters. Thus, letting users decide on their own
whether they have enough knowledge or not might result in incomplete knowledge
acquisition.

Moreover, prior knowledge has an impact on the learning gain. When constructing
a hypertext, authors should consider the users’ prior knowledge (Park and Hannafin,
1993). It might be useful to adapt the hypertext’s structure (McDonald and Steven-
son, 1998) or to provide different advisements (Shin, Schallert and Savenye, 1994).

In any case, such adaptations require the assessment of prior knowledge. Net-
Coach courses provide both a mechanism to assess the user’s prior knowledge and
to adapt the course accordingly. We evaluated the pre-test mechanism, i.e., the adap-
tation decision to skip chapters based on a pre-test, with the HTML-Tutor.

Method and Criteria

We observed a total of 140 users who accessed the public course from all over the
world. Two groups of users were distinguished: the first group (no pre-test) ignored pre-test

conditionsthe pre-test and completed the chapters as usual, while the second group (pre-test
presented) decided to answer the pre-test. A random selection of test items from
subordinated chapters was presented to this group. Consequently most of them were
advised to omit at least some subchapters.

At the end of the course, users completed a final test that included several test knowledge

testitems on the pre-test chapters. If the pre-test assessment was successful the second
group should know as much as the first group about the chapters, even though they
did not read the contents. Moreover, we computed the time that each learner required
to complete the chapters.

Obviously, 140 users are only a small subset of those observed in the previous
studies. However, for this evaluation we had to select those who completed the final
test, i.e., they completed the whole course, which takes a least 6–8 hours. Most
users cancel before they reach this final objective. This is typical for online courses,
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Figure 5.11.: Duration of interaction (seconds) in depending on the pre-tests. Peo-
ple who solved the pre-test on one of the three chapters required less
time to complete these chapters. The error bars indicate one standard
deviation (±σ )

because users visit the site voluntarily and are often interested in finding the answer
to a specific question (‘how can I include a picture in my HTML page’) opposed to
learning the complete offered content. As the course can be visited for free, many
users just check out what the course is about and leave again.

Experimental Results and Discussion

We found that the pre-test group completed the chapters much faster than the stan-
dard group. For all three pre-tests that have been included in this analysis the mean
duration of interaction was lower (see Figure 5.11). A 2-factor multivariate analy-
sis of variance (MANOVA) yielded significant differences between these groups in
terms of the required time for completing the chapters (see Table 5.11).

However, the analysis of the post-test shows that the pre-test users had at least as
much knowledge on these chapters as the standard group. The MANOVA shows,
that the pre-test group even scores slightly better. Their relative number of correct
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Figure 5.12.: Relative number of correct responses in the post-test in dependence of
pre-tests. People who solved the pre-test on one of the three chapters
gave equally or more correct responses to test items in the post-test.
The error bars indicate one standard deviation (±σ )
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Table 5.11.: Statistical results of 2-factor MANOVA for the effects of pre-test pre-

sentation and chapter on the duration of interaction and knowledge. A
sample of 140 subjects was observed. For each factor the F-value (F),
the degrees of freedom (dfeffect, error), the statistical significance (α), and

the effect size (η2) are reported

factor F df α η2

duration F1: pre-test presentation 31.07 1,134 .000 .19

F2: chapter 6.56 2,134 .002 .09

F1*F2 5.54 2,134 .005 .08

knowledge F1: pre-test presentation 3.58 1,134 .061 .03

F2: chapter 0.69 2,134 .503 .01

F1*F2 0.18 2,134 .839 .00

responses was even higher for chapter 1 (subsequent t-test t(71) =−2.05, α = .044).
The remaining chapters did not differ significantly due to the small sample size (see
Figure 5.12). Probably, the pre-test group was very familiar with the topic while the
standard group forgot some aspects of the content while working at other chapters.

In summary, the pre-test group had at least as much knowledge about the chapters
although they spent less time browsing these chapters. Note that the users saved
up to 80% of the interaction duration, but performed about 10% to 20% better in
the post-test. This could be an especially important benefit for learning on demand
settings where people want to learn specific contents as efficiently as possible.

Our results show that the HTML-Tutor assesses the prior knowledge correctly, and
that it is thus adequate to suggest to skip the already known chapters. Despite the
fact, that people were adaptively guided to omit those chapters, they were able to
answer test items on the chapter’s contents even better than the standard group.

Thus, assessing knowledge with test items facilitates interesting adaptation op-
portunities. Adapting to prior knowledge is an important approach to increase the
effectiveness and efficiency of learning courses and might even increase the users’
satisfaction.

108



5.5. Evaluation of Adaptation Decision

5.5.2. Comparison of Different Adaptation Decisions

To estimate the effect that stems from the adaptation, it is possible to compare dif-
ferent adaptation decisions. In principle a wide range of different decisions may be
applied, however, in this study we only compared four combinations of annotation
and sequencing.

Method and Criteria

In a 2×2-factor design we observed how users behave with and without annotation,
and with and without curriculum sequencing. Between July and September 2002, all
online users of the HTML-Tutor were assigned randomly to one of these four con-
ditions. When annotation is switched off, all links to chapters are presented in the
same color regardless of the users’ current knowledge. In the without sequencing

condition the system behaved in quite the same way as the standard HTML-Tutor

version besides the fact that the ‘next’ button was not available, and the system did
not suggest pages in any other way. As the fourth condition (with both annotation
and sequencing) is identical to the standard version, we included the data of the pre-
vious sessions in the analysis, too, after checking that the mean values and variances
of the two samples were equal.

First, the number of dropouts was registered. We counted the number of users dropouts

who completed the seven subsections of the first chapter. The completion rate was
computed for each subsection separately.

Second, we observed the user behavior in terms of the number of concepts that number of

conceptshave been visited during interaction. Moreover, we computed the number of con-
cepts that have been visited in relation to the duration of interaction.

These measures were also assessed for RR2000, the course on German spelling
rules. Between October 1999 and June 2000 a total of 5703 users visited the course.
Analogous to the HTML-Tutor sample they were assigned randomly to one of the
four conditions. We expected that the more linear structure of RR2000 (as shown in
Table 5.4) will result in smaller differences between the adaptation conditions.

In addition, we evaluated the feedback questionnaire that was presented at the end overall

impressionof the HTML-Tutor. As already described in Chapter 4.4.2, we extracted the users’
overall impression of the system by computing the mean value of four usability rat-
ings on a 10-point scale. The satisfaction with the adaptation was assessed by the
mean value of four questions that are concerned with the effect of different adapta- subjective

adaptivity

success
tion aspects (see Chapter 4.4.2 for the exact formulation of these rating scales). The
users had to rate the success of the adaptation in terms of the page suggestions, the
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annotation, and the number of items in a test group, as well as the general adaptivity
success.

Experimental Results and Discussion

We only found slight differences between the four adaptation conditions. The distri-
bution of dropouts across the subsections with test groups in the first chapter is showndropouts

in Figure 5.13. Though the non-adaptive condition (without annotation and without

sequencing) yields the most dropouts, there is no statistical difference between the
four groups (repeated measurement ANOVA with N = 13733 for annotation and se-
quencing). Obviously, the adaptation did not stimulate the users very much to keep
on working. In RR2000, the no-annotation-groups even completed slightly more
chapters (repeated measurement ANOVA with N = 5703, F1, 5699 = 6.57, α = .010,

and η2 = 0.001). The peaks in the dropout curve (Figure 5.14) result from the fact
that some users skipped subsections and turned directly to subsequent sections.

For the analysis of the number of concepts and the subjective ratings users who
interacted less than 15 minutes were excluded to get a more homogenous sample and
to assure that the users really worked with the courses.

The number of concepts that have been visited was equal for all four adaptationnumber of

concepts conditions. While the mean values differ slightly (Table 5.12), the analysis of vari-
ance reveals that users in all conditions requested about the same amount of material,
i.e., they visited a equivalent number of concepts (Table 5.13).

Surprisingly, the number of concepts per minute is increased if people receiveconcepts per

minute annotations but no sequencing. The statistical analysis manifests this difference,
though the effect size is very small. In RR2000, the adaptation conditions had no
impact at all. In other words, the users in this course requested the same amount
of material and browsed the chapters at the same pace regardless of the adaptation
(Table 5.14).

These results do not agree with previous studies. While Klein (2000) found noprevious

studies difference for different types of sequencing and annotation conditions, Weber and
Specht (1997b) report that especially unexperienced users benefit from annotation
and sequencing. However, even a sample split according to the self reported expe-
rience with computers and the internet did not change our results. All three studies
have been conducted with NetCoach courses in different domains. While Klein
(2000) implemented a huge course on cognitive psychology (INCOPS), Weber and
Specht (1997b) explored programming in LISP. The different contents, its structure,
or characteristics of the samples might be responsible for these inconsistent findings.
Nevertheless, the value of adaptive annotation in hypermedia has been reported sev-
eral times (see Eklund and Brusilovsky, 1998, for an overview) with similar ex-

110



5.5. Evaluation of Adaptation Decision

1.1 1.2.4 1.3 1.4.3 1.5 1.6 1.7.3 1.9.6
0%

5%

10%

15%

20%

25%

30%

35% no suggestions / 
no annotation

no suggestions / 
with annotation

with suggestions / 
no annotation

with suggestions / 
with annoation

chapter

c
o
m

p
le

te
d

 b
y
 p

e
rc

e
n
ta

g
e
 o

f 
u

s
e
rs

Figure 5.13.: Percentage of users who completed (i.e., solved) the eight subsections
of chapter 1 in the HTML-Tutor with a test group, categorized by the
adaptation condition (N = 259 + 252 + 283 + 10218 = 11012 in the
same order as in the legend)
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Figure 5.14.: Percentage of users who completed (i.e., solved) the 25 subsections of
chapter 1 in RR2000 with a test group, categorized by the adaptation
condition (N = 1392+ 1381+ 1418+ 1512 = 5703 in the same order
as in the legend)
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Table 5.13.: Statistical results of four 2-factor ANOVAs for the effect of adaptive
annotation and curriculum sequencing in the HTML-Tutor on four vari-
ables: First, the number of concepts that have been visited by the users.
Second, the number of concepts that have been visited by the users in
relation to the duration of interaction. Third, the overall impression of
the course computed by the mean of four usability ratings on a 10-point
scale. And finally, the mean satisfaction with the adaptivity, measured
with four questions on a 10-point rating scale. For each factor the F-
value (F), the degrees of freedom (dfeffect, error), the statistical signifi-

cance (α), and either the effect size (η2) or the test power (1−β ) for an
effect size f = 0.25 and α = .05 are reported

factor F df α η2 1−β

concepts F1: annotation 0.343 1,2750 .558 1.000

F2: sequencing 0.099 1,2750 .753 1.000

F1*F2 3.306 1,2750 .069 1.000

concepts per minute F1: annotation 1.798 1,2750 .180 1.000

F2: sequencing 2.503 1,2750 .001 .004

F1*F2 2.937 1,2750 .087 1.000

overall impression F1: annotation 0.440 1,112 .509 .760

F2: sequencing 0.006 1,112 .938 .760

F1*F2 0.202 1,112 .654 .760

successful adaptation F1: annotation 1.366 1,103 .245 .726

F2: sequencing .142 1,103 .707 .726

F1*F2 .605 1,103 .439 .726
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Table 5.14.: Statistical results of two 2-factor ANOVAs for the effect of adaptive an-
notation and curriculum sequencing in RR2000 on two variables: First,
the number of concepts that have been visited by the users. Second, the
number of concepts that have been visited by the users in relation to
the duration of interaction. For both factors the F-value (F), the degrees
of freedom (dfeffect, error), the statistical significance (α), and either the

effect size (η2) or the test power (1−β ) for an effect size f = 0.25 and
α = .05 are reported

factor F df α η2 1−β

concepts F1: annotation 0.049 1,1508 .825 1.000

F2: sequencing 0.457 1,1508 .499 1.000

F1*F2 0.449 1,1508 .503 1.000

concepts per minute F1: annotation 0.206 1,1508 .650 1.000

F2: sequencing 1.272 1,1508 .260 1.000

F1*F2 0.669 1,1508 .414 1.000

perimental designs. We argue, that further explorations are required to identify the
underlying mechanisms.

Neither overall impression nor subjective adaptivity success differed across the subjective

ratingsfour conditions (Table 5.13). However, the sample size for this analysis was quite
small due to a data assessment failure and thus the test power remains too small for
definite statements. Nevertheless, asking the users for adaptivity success seems to
induce weird effects. The group who interacted with a completely non-adaptive sys-
tem (without annotation and without sequencing) rated the success of the adaptation
very high. In other words, though this group could not observe anything that actually
adapted, they were quite satisfied with the result. We argue, that subjective ratings
are obviously not useful for evaluation here, because there is no baseline of what is
successful or unsuccessful as long as the users have not seen another version that
behaves differently.

5.5.3. Discussion of Adaptation Decision

In summary, the differences between the various adaptation mechanisms are small in
terms of the explored criteria. Even if we take into account that adaptation strategies
like annotation and sequencing are quite simple, and that the used criteria might be
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misleading, it is somewhat surprising that even the no-adaptation condition scored
well. We argue that this emphasizes the necessity of the evaluation framework and
of the selection of adequate criteria even more. As the previous evaluation step
has shown, the inferred user properties are correct the results suggest to test other
adaptation decisions that are based on the same user properties as well or to define
more specific criteria that are able to extract the underlying effects better than the
measures that have been used here.

However, the effects of the adaptation to prior knowledge are evident. This is a
clear advantage of the adaptivity that is especially of importance in settings were
learners differ widely in prior knowledge, e.g., in further education. This might
become a crucial field of application for adaptive learning systems.

5.6. Evaluation of Total Interaction

As a final evaluation step, we present some summative data how the system and the
users behave in real world settings and how this influences the usability.

5.6.1. System Behavior

First, we observed the system behavior in real interactions. Does the system really
adapt to the user or is the behavior still quite static, because learners do not differ as
much as expected?

We observed a total of 2438 users, who interacted with the HTML-Tutor for at
least 900 seconds. This time limit was chosen to sort out visitors who were looking
for different contents and to assure, that the users really learned with the system.

856 of these learners had at least one concept in their user model that was solvedsolved

concepts but not read, i.e., they never visited this page. This happens if users work on pre-
tests. Thus 35% of the users had an advantage of the adaptation, because they were
allowed to skip these chapters.

379 of the learners in the sample had at least one concept in their user model thatinferred

concepts was inferred to be learned but that was neither solved in a test group nor visited. That
is, 15% of the users profited directly from these inferences, because they had not to
work on these chapters to reach the learning objective.

The 2438 users worked on 84702 chapters. 2144 (2.5%) of these chapters were
inferred from other chapters and have never been visited. 4754 (5.6%) chapters were
solved in pre-tests and have not been visited. Thus, the system made predictions for
8.1% of the chapters.
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Table 5.15.: The number of pages (p) that have been requested by 1833 users is cate-
gorized according to the state of that page in the user model. The mean
number of pages (p̄) and the relative proportion of each category is re-
ported as well. The exact meaning of the states is described in Table 5.2
on page 82

p̄ p proportion

ready 4.95 9073 22.3%
visited 1.22 2234 5.5%

suggested 9.98 18294 45.1%
solved .71 1294 3.2%

inferred 0.09 174 0.4%
not ready 4.78 8755 21.6%

other .43 783 1.9%

Σ 22.15 40607 100.0%

Moreover, it is possible to categorize the pages that have been requested by the
users in terms of the state of the page in the user model. Due to technical reasons, requested

pagesonly 1833 users are included in this evaluation. Table 5.15 shows that 21.6% of the
requested pages were not ready. Thus, in one of five cases the system warned the
user that there are prerequisites for this page which were not yet fulfilled. As seen
in chapter 5.4.2, users who visited a not ready page score worse on the test items.
Thus, these warnings were obviously justified.

These data are important, because the previous evaluation steps have shown that
the inferred and solved chapters are actually known. The descriptive data reported
here show that under real life conditions the system actually adapts to the learners,
and that thus these users probably have or at least might have an advantage from
this adaptation. The impact of the adaptation is considerable: one of five pages were
supplemented dynamically with a warning that the system assumes that there are

missing prerequisites for this page and another 8.1% of the pages was assumed to be
solved before the learners visited these pages. Thus, adaptivity in the HTML-Tutor is
not just a theoretical consideration of what should be adapted but is actually relevant
in real world interactions, because the system obviously behaves quite different to a
static system.
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5.6.2. User Behavior and Usability

On average the users interacted with the course for 60.5 minutes, while some learn-duration of

interaction ers worked for up to 14 hours. Usually, the users followed the system suggestions
(45.1%), and only few returned to pages that they had seen before (see Table 5.15).

In Chapter 5.5.1 we already demonstrated that many learners benefited from the
adaptation to prior knowledge, because they saved much time without skipping re-
levant content. The number of dropouts and the amount of requested material has
been reported in Chapter 5.5.2: the users worked on 13.68 concepts on average and
completed 1.30 concepts per minute.

By evaluating the subjective feedback we found that the learners rated the sys-
tem quite good. The overall impression of the system on a 10-point scale (0–9)overall

impression equals 6.17 (Table 5.12) which is better than the feedback of users to other Net-
Coach courses (Table 4.2). The rating of the adaptivity success is also quite goodadaptivity

success (6.04), though the variation of adaptation conditions showed no effect here (Chapter
5.5.2).

5.6.3. Discussion of Total Interaction

In summary, the subjective ratings are good, but it is not clear whether this is an
effect of successful adaptivity or just an overall impression, because the different
adaptation conditions did not differ in terms of these ratings. As already outlined
above, subjective ratings are problematic for the evaluation of adaptivity success if
the users do not have any baseline or scale of what successful or unsuccessful means.

However, it is evident that the adaptivity has an important impact on the system
behavior, i.e., the interaction changes considerably due to the assumptions of the
system.
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6.1. Generalization of experimental results

Finally, we discuss the implications of the results reported above for other NetCoach
courses and other adaptive learning systems as well as for adaptive systems in gen-
eral.

6.1.1. Implications for Adaptive Learning Systems

The results differ in terms of their impact. While the effects of adaptation to prior
knowledge are rather high, adaptive annotation and guiding seem to influence the
users only slightly. However, we did not expect that changing the color of but-
tons would have an extreme impact on the learning gain, though some findings on
these adaptation techniques are rather encouraging (Eklund and Brusilovsky, 1998).
Learning depends on many factors and supporting the navigation and sequencing of
material is only one of many aspects that are important for a smooth interaction and
the learning process.

The HTML-Tutor seems to assess the learner’s knowledge correctly. We found,
that the congruence of the user models with an external assessment is pretty high,
and the adaptation to prior-knowledge would not be that successful if there were
important misinterpretations. Thus, other adaptation decisions than the used ones other

adaptation

decisions
might be considered. For example, instead of just pointing out that there are miss-
ing prerequisites the system could provide short summaries of the prerequisite pages
(Lippitsch, Weibelzahl and Weber, 2002). This could help the learner to estimate
whether she is already familiar with the topic or not. This can be seen as a general
trend: current intelligent systems tend to support the user and ask for confirmation
of assumptions instead of patronizing the learner as if the system was omniscient.
Furthermore, adaptation decisions that are based on the learners’ knowledge include
different ways of guiding (e.g., forcing the user to go to the suggested page or expli-
citly explaining, why a certain page is suggested). These adaptation decisions should
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be tested not only with NetCoach courses but with other adaptive learning systems
as well.

Second, the fact that NetCoach assesses the knowledge properly imposes the ques-
tion whether techniques that are used in other systems are equally successful. Theother

assessment

methods
studies reported above demonstrate that test items may assess the learners’ know-
ledge correctly. Simple methods like “visited pages are known” might fail here, but
empirical evidence is required for such a claim. On the other hand, more complex
techniques, such as modeling the user’s knowledge with an adaptive test that is based
on the item response theory (Guzmán and Conejo, 2002) need to support their claim
that these systems assess the knowledge more exactly.

Third, some of the studies report results across domains. However, it is not obvi-generalization

across

domains
ous which domains the results are transferable to. HTML is a very structured con-
tent with clear knowledge dependencies. Other contents are much more linear, and
guiding and annotation will probably be of less importance there. For instance, the
RR2000 course on German spelling rules is for the most part a collection of subjects
that are quite independent. Only some subchapters are interdependent, e.g., several
sections are prerequisite for a summary with a test group.

We claim that a formal method that could categorize a content in terms of its
usefulness and appropriateness for adaptation would be highly appreciated. It would
allow for estimations of whether a domain or subject should be presented in an adap-
tive way or not. However, as long as such a method is not available (and we doubt
whether the development of such a method is possible at all) empirical evaluations in
different domains are still required and absolutely necessary. Adaptive learning sys-
tems will become standard only if their usefulness and efficiency has been proved.
We hope that the reported studies and especially the evaluation framework will en-
courage further investigations.

Finally, the studies contribute to the discussion of costs and benefits of adaptivecosts and

benefits learning systems. Throughout this work we explored and discussed the accuracy
and success of adaptivity. Apart from this scientific point of view, in economic
settings the relation of efforts and achievements is of importance. Do the results
that are reported here justify the efforts that are needed to implement the adaptivity?
Annotation and curriculum sequencing as a supplemental feature seem to have only
a small impact, which is not sufficient to be added to an existing system. However,
there are two important exceptions.

First, the additional efforts that are needed to generate a NetCoach course are very
little. As described above, the authoring system supports the complete course gener-
ation process. Authors prepare the material as usual. The only additional task is to
write test items and to specify prerequisite and inference relations between chapters.
Thus, the efforts for adaptivity in NetCoach courses (and probably other author-
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ing systems) are pretty low, and a good course should be based on such relations
implicitly, anyway. Even for big courses like the HTML-Tutor the specification of
relations required low efforts in comparison to the authoring of the material. The
possible benefit will justify these efforts and the individual feedback is definitely a
comfortable feature for the learners.

Second, curriculum obviously has a high potential in terms of adaptation to prior
knowledge. We demonstrated that learners might save a lot of time if they are advised
to skip chapters that are already known. For on-the-job training and further education
this is a factor of high relevance, because the efficiency of learning is considerably
increased. We claim that the adaptation to prior knowledge will be an important field
of application for adaptive learning systems.

6.1.2. Implications for Adaptive Systems in General

It might be surprising for some readers, that the straightforward adaptation tech-
niques that are used in NetCoach yield quite good results. This challenges more
complex techniques that require more knowledge engineering or more costly imple-
mentations. Are there user properties that actually require a more complex approach,
because a simple rule based technique is unable to model it exactly? And is this ex-
actness of importance for the interaction? For example, it is possible to adapt to the
problem solving skills of learners by simulating the learning process with a cogni-
tive model (Corbett and Anderson, 1992). For teaching programming this approach
yielded impressive results (Corbett, 2001). However, a less elaborate approach could
also support the learners to a certain degree. Is it really necessary to run a full blown
cognitive model in the background to adapt to the learner? We argue, that the eval-
uation framework could be useful to answer these questions by comparing different
modeling approaches (or inference mechanisms) in terms of their correctness (eval-
uation of inference) as well as in regard of the impact on the interaction (evaluation
of interaction). This would allow to estimate the effects that are actually achieved by
the adaptation in different ways.

6.2. Discussion of the Evaluation Framework

This work applied the complete evaluation framework to an adaptive learning sys-
tem. In this chapter we summarize our experiences with the framework and consider
the applicability of the framework to other adaptive systems.
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6.2.1. Experiences with the Framework

Undoubtedly, good evaluations require a certain amount of efforts, and an elaboratedefforts of

evaluation

studies
and detailed evaluation as it is presented in this work is certainly impossible for every
adaptive system. However, we argue that the complete procedure is not required
all the time. Once evaluations become more frequent, it would be possible to take
previous evaluations of the same system or of other systems as a basis for further
investigations. For example, if several studies proved that knowledge on HTML can
be assessed very accurately with test items, subsequent evaluations of other systems
with the same assessment method could focus on different variations of adaptation
decisions.

Furthermore, in our experience step 3, the evaluation of adaptation decisionoverlapping

steps (Chapter 5.5), and step 4, the evaluation of interaction (Chapter 5.6), are very simi-
lar. The main difference is the perspective on the results, but the methods and criteria
might overlap. While the first one compares different possibilities, the latter is a kind
of summary that estimates the quality of the total interaction. Thus, it might be dif-
ficult to categorize some studies definitely. However, the framework aims at the
opposite direction: What has to be done to guarantee successful adaptivity? The
framework gives clear answers to this question.

Finally, the layered evaluation has passed the test. Especially for the last two steps,layered

evaluation

approach
the results were much more non-ambiguous to interpret because the previous studies
demonstrated that the underlying data are accurate. For example, the description of
the system behavior gets much more importance if the high frequency of adapted
pages refers to adaptations that are proved to be valid and useful.

6.2.2. Applicability of the Framework to Other Systems

In general we claim that the evaluation framework should be applicable to all adap-
tive systems. We present some minor limitations that might be of interest for plan-
ning further evaluations.

As already stated above, in some cases the evaluation of input data is not re-evaluation of

input data quired because the reliability is guaranteed anyway. For example, the number of
mouse clicks is well defined and can be assessed without limitations objectively and
reliably.

Second, there might be limitations in the evaluation of inference for some kindsevaluation of

inference of inference mechanisms. For example, adaptive systems that are based on machine
learning algorithms do not represent the user properties explicitly, but connect input
data and adaptation decision directly, separated for every adaptivity feature (e.g.,
Krogsæter, Oppermann and Thomas, 1994; Pohl, 1997, 1998). Thus, it is obviously
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not possible to compare the user model with an external assessment and step 2 (eval-
uation of inference) and 3 (evaluation of adaptation decision) have to be integrated.
However, in these systems the evaluation of input data is probably even more impor-
tant, because the inference rules have also been learned on the basis of these data.
As second example we introduce adaptation techniques that use Bayesian Networks.
It might be difficult to test the complete assumptions of these networks, i.e., not only
parameter values of user properties but probability distributions. For example, a sys-
tem might infer a .95-probability of the fact that the user knows the command ‘more’
(Jameson, 1996). An external assessment would usually categorize this user prop-
erty as either known or unknown without any probabilities. However, these systems
usually use a cut-off value for the subsequent adaptation decision, i.e., only if the
probability exceeds .90 it is assumed that the user actually knows the command and
the adaptation takes place regardless of the exact probability value. Thus, a com-
parison of user model and external assessment could also be limited to these cut-off
values.

Different adaptation decisions are probably applicable in all adaptive systems. In evaluation of

adaptation

decision
some cases the possible variation might be little, but it will still help to estimate the
effect that stems from the adaptivity.

Finally, the implementation of EASy–D (Chapter 3.4) demonstrated that many
different evaluations can be categorized according to the framework which supports
our claim that the framework is independent of the domain and system type.

6.3. Future Perspectives

As future perspective on how the approaches that are described in this work could
proceed we outline four aspects.

First, as introduced before, the NetCoach courses as well as other adaptive learn- exploring

adaptation

decisions
ing systems might be improved if different adaptation decisions are compared in
more detail. Adaptive annotation, adaptive curriculum sequencing, adaptive feed-
back, or adaptive testing might take place in different flavors and with many un-
derlying rationale. The appropriateness of these adaptation decisions for different
kind of learners, in different setting with different contents could improve adaptive
systems considerably.

Second, we claim that future evaluations should emphasize at the same time the evaluating

across

different

contents

consideration of different contents. For instance, evaluations of adaptive learn-
ing systems should include courses of different topics and evaluations of adaptive
product recommendation systems should contain different product categories. The
quality of the results and the possibility to generalize the effects is obvious. We
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strongly encourage this kind of investigations, because this would not only demon-
strate the adaptivity effects but also explore how much the adaptivity depends on the
context. As adaptivity may depend on the domain or topic this kind of design would
help to abstract from this factor or at least help to explore the limits of an approach.
We guess that this dependency is much stronger than sometimes suggested, though
the empirical basis for this claim is currently quite thin (Chapter 5.5.2).

Third, in addition to the adaptive support of the user it will be more and moreadaptivity for

everyone important to support those people who implement and maintain these systems. This
holds especially for adaptive learning systems, where authors as well as tutors need
to understand and predict how the adaptivity mechanism will behave and how they
can use these functions. For example, a tutor might observe that a learner skips
several subsections after working on a pre-test. The tutor should be advised whether
the system suggested to skip these sections or not. Authors must be able to predict
how the system behavior will change if they add new concept relations. But also
editors of an adaptive news system, authors of adaptive help texts etc. should be
supported. In some cases this might be in an adaptive way again (e.g., by considering
the authors experience), in other cases a more appropriate way might be to visualize
or explain the adaptivity results. For instance, an adaptive learning system might
provide the structure of concept relations (similar to the tables in Appendix A.2 and
A.3), which might help to understand the system behavior.

Finally, we propose to announce a kind of competition for the best adaptivity ap-adaptivity

competitions proach. Certainly, this is a major but also appealing task. A procedure that has been
found to be successful in other communities, could become a regular approach for
the user modeling and adaptive hypermedia scientists, too. Standard domains or
tasks as well as suitable criteria are announced and different adaptation mechanisms
and approaches can be compared directly. This would both allow to explore advan-
tages and disadvantages of different approaches as well as making adaptivity more
popular (or at least noticed by a broader audience) as the results of these competi-
tions are much easier to explain to non-experts than a conglomerate of studies that
are not directly related. We would highly appreciate it if such competitions could be
established at future User Modeling Conferences.
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A. Description of the HTML Tutor

A.1. Table of Contents

We provide the complete table of contents of the HTML-Tutor. The numbers are
identical to those used in the text when referring to a specific chapter. The label
[T] indicates that this chapter has a test group and thus the learners’ knowledge is
assessed with test items.

1. Grundlagen

1.1 WWW - Was ist das? [T]

1.2 Inhalt

1.2.1 Was darf ich im WWW veröffentlichen?

1.2.2 Was soll ich im WWW veröffentlichen?

1.2.3 Frisch geplant ist halb gewonnen!

1.2.4 Test [T]

1.3 Inhalt und Form [T]

1.4 Richtige HTML

1.4.1 Was ist richtig?

1.4.2 Weltweite Zusammenarbeit oder Firmenabhängigkeit

1.4.3 Test [T]

1.5 Format der Markup-Befehle (HTML-Tags) [T]

1.6 Aufbau eines HTML-Files <head> <title> <body> [T]

1.7 Organisation der HTML-Files

1.7.1 Aufteilung der Information auf einzelne HTML-Files

1.7.2 Filenamen und Directories

1.7.3 Test [T]

1.8 Wie kann ich meine Web-Pages erstellen?
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1.8.1 Statisch oder dynamisch

1.8.2 Methoden und Software für HTML-Files

1.8.3 Integrierte Systeme und Umwandlungsprogramme

1.8.4 Verwendung von MS-Word

1.8.5 Direktes Editieren, Muster-Files und Nachbearbeitung

1.8.6 HTML-Editoren

1.8.7 Test [T]

1.9 Wie kann ich meine HTML-Files im WWW veröffentlichen?

1.9.1 Erstellen der HTML-Files

1.9.2 Testen und Validieren

1.9.3 Abspeichern der HTML-Files

1.9.4 Bekanntmachen der HTML-Files

1.9.5 Aktualisieren der Informationen

1.9.6 Löschen von HTML-Files

1.9.7 Test [T]

2. Textelemente

2.1 Aufbau des HTML-Files <head> <title> <body> [T]

2.2 Absätze <p> und Zeilenumbruch [T]

2.3 Zeilenwechsel <br> [T]

2.4 Seitenwechsel [T]

2.5 Buchstaben und Sonderzeichen [T]

2.6 hervorgehobene Wörter <em> <strong> [T]

2.7 hervorgehobene Absätze <blockquote> [T]

2.8 Überschriften <h1> <h2> <h3> [T]

2.9 Listen und Aufzählungen [T]

2.9.1 nicht numerierte Listen <ul>

2.9.2 numerierte Listen <ol>

2.9.3 Beschreibungen <dl>

2.9.4 Test [T]

2.10 formatierte Texteingabe <pre> [T]

2.11 Tabellen <table> [T]

2.12 Mathematik und Chemie <sub> <sup> [T]
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3. Hypertext-Links

3.1 Verweise zu anderen Informationen <a href> [T]

3.2 URL (Uniform Resource Locator)

3.2.1 absolute URLs im WWW

3.2.2 relative URLs im WWW

3.2.3 URLs für andere Internet-Services

3.2.4 Test [T]

3.3 Listen von Verweisen

3.4 Markierungen innerhalb eines HTML-Files <a name> [T]

3.5 Inhaltsverzeichnisse [T]

4. Bilder und Töne

4.1 Bilder - ja oder nein? [T]

4.2 die Wirkung auf die Menschen [T]

4.3 Inline-Bilder <img> <object> [T]

4.4 Inline-Objekte <object> [T]

4.5 externe Bilder, Töne, Filme [T]

4.6 kleine und große Bilder (thumbnails) [T]

5. Layout und Spezialeffekte

5.1 Schönes Layout mit HTML - wie geht das?

5.1.1 Logisches Markup und Layout-Hinweise

5.1.2 Wenn die Glocken locken...

5.1.3 Norm oder nicht Norm, das ist hier die Frage

5.1.4 Test [T]

5.2 Klassen (class) und Style-Sheets <style> [T]

5.3 Spezialeffekte

5.3.1 Schrift

5.3.1.1 Schriftarten

5.3.1.2 Schriftgrößen

5.3.1.3 Test [T]

5.3.2 Farben

5.3.2.1 Wie werden Farben sichtbar?
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5.3.2.2 Farben mit <em> <strong> class <style>

5.3.2.3 Farben mit <body> <em> <strong> <font>

5.3.2.4 Test [T]

5.3.3 Anordnung (align)

5.3.3.1 linksbündig, rechtsbündig, zentriert

5.3.3.2 Chaos oder Harmonie

5.3.3.3 unten, oben, neben Bildern

5.3.3.4 Test [T]

5.3.4 Abstände

5.3.4.1 horizontale Abstände

5.3.4.2 Einrückungen

5.3.4.3 vertikale Abstände

5.3.4.4 Test [T]

5.3.5 Trennlinien <hr> [T]

5.3.6 Numerierungen <ol> [T]

5.3.7 Frames <frameset> <frame> <noframes> [T]

5.3.8 Navigationshilfen <link> [T]

5.3.9 Schlagwörter für Suchhilfen <meta> [T]

5.4 Interaktion mit dem Benutzer - mehr Leben ins World Wide Web

5.4.1 CGI-Programme am Server

5.4.2 Aktionen am Server (CGI, SSI, ASP)

5.4.3 Zugriffe zählen

5.4.4 Formulare <form>

5.4.5 Image-Maps <map> usemap

5.4.6 Aktionen am Client (Java, JavaScript, Active-X, DHTML)

5.4.7 Java-Applets <applet> <param> <object>

5.4.8 JavaScript <script> <noscript>

5.4.9 Paßwort-Schutz und Sicherheit (SSL, https)

5.4.10 Dynamische Web-Pages und Datenbanken

5.4.11 Electronic Mail (mailto)

5.4.12 Test [T]

6. Geschichte und Geschichten

6.1 Vom Elektronengehirn zum World Wide Web

• Ein Auto im Dschungel?
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6.2 Von der Textverarbeitung zur Hypertext Markup Language

6.3 Test [T]

7. Entwicklungen für die Zukunft

7.1 XML - die einfachere SGML

7.2 XHTML - die neue HTML

7.3 MathML für Mathematik

7.4 CML für Chemie

7.5 WAP und WML für Handys

7.6 Test [T]

8. Referenzen

9. Abschlußübung

9.1 Teil 1 [T]

9.2 Teil 2 [T]

10. Abschlußtest [T]

• Anhang

– Copyright

– Kurs drucken

– Liste der HTML-Befehle

– Wanted: neue Testfragen

• Feedback
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A.2. Structure of Prerequisite Relations

Structure of prerequisite relations in the HTML-Tutor. Each row and each column shows one
of the 138 chapters (main chapters 1 to 10; subchapters are not labeled). A dot ( ) indicates
that this chapter (vertical) is prerequisite of another chapter (horizontal). Certainly, the table
cannot list all chapter names, thus a list of the complete names is presented in Appendix A.1

. . . is prerequisite of chapter

1 2 3 4 5 6 7 89 10

chapter . . .

1

2

3

4

5

6

7

8
9
10
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A.3. Structure of Inference Relations

A.3. Structure of Inference Relations

Structure of inference relations in the HTML-Tutor. Each row and each column shows one of
the 138 chapters (main chapters 1 to 10; subchapters are not labeled). A dot ( ) indicates that
this chapter (vertical) is inferred by another chapter (horizontal). Certainly the table cannot
list all chapter names, thus a list of the complete names is presented in Appendix A.1

chapter. . .

1 2 3 4 5 6 7 89 10

. . . infers

1

2

3

4

5

6

7

8
9
10
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B. Post-Test

Chapter 5.4.1 contains a study on the assessment of the learners’ knowledge with an external
test. Below we give a translation of this test. Afterwards, the original version is display on
pages 136 to 138.

Final Test

1. Please, create an HTML file called abschluss1.html. When looking at this file with a
WWW browser, this page should look similar to Figure 1.

• The horizontal line takes one half of the page width.

• Style-sheets are not required. It will be sufficient to use simple HTML tags.

• Section ‘Kapitel 3’ is a little bit tricky. Only those who like riddles should try
to solve it.

2. Create a second HTML file called abschluss2.html, please. When looking at this file
with a WWW browser, this second page should look similar to Figure 2.

• The link ‘Tabellen’ points to the table (‘Kapitel 2’) in abschluss1.html.

• Include the picture logo.gif in your file. You will find this image in the directory
public_html/schluss/img on your network drive.

• Clicking on the image will direct the user to the Homepage of the University of
Education Freiburg.

3. Transfer the files abschluss1.html and abschluss2.html to the directory pub-

lic_html/schluss on your network drive.

4. Please explain, why HTML is not appropriate for enforcing a specific layout.

5. Listing 1 shows the source code of a HTML file. Please, identify all mistakes. Indicate
the line number and the correct syntax (or what was probably meant).

Example: line 27: <p>this is correct</p>

135



B. Post-Test

136



137



B. Post-Test

138



C. The C-Contingency-Coefficient

The χ2-contingency-coefficient C is designed analogous to the product-momentum-
correlation but for two categorial variables. It is based on χ2-contingency tables. For two
categorial variables with G respectively H categories, given the expected (e) and empirical
(n) frequencies in all cells, the coefficient is computed in the following way:

C =

√

χ2

χ2 +N

where χ2 =
G

∑
g=1

H

∑
h=1

(ngh− egh)
2

egh

and egh =
ng ·nh

N

C may reach values C > 1. It has thus to be normalized with the maximal value of C. Given
G > H, the corrected coefficient Ccorr is computed by

Cmax =

√

G−1

G

Ccorr =
C

Cmax
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