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A B S T R A C T  
While Partial Discharge (PD) measurements are widely used 
in testing power apparatus after manufacture, there is now a 
trend to extend them to on-site measurements. The major 
problem encountered in the latter measurements is the strong 
coupling of external noises particularly from discrete spectral 
interferences (DSI) e.g. broadcasting stations as well as im- 
pulsive disturbances. A critical study of the performance of 
several digital filters for rejecting DSI is reported. The fil- 
ters are evaluated with particular reference to distortion intro- 
duced on successive PD pulses. A new digital filtering method 
based on a cascaded 2nd order IIR lattice notch filter has been 
proposed. The study showed that, for similar performance, 
methods based on linear prediction required longer filter or- 
ders when compared to cascaded IIR notch filters. The non- 
adaptive methods were found to be stable against impulsive 
disturbances while adaptive methods were unstable. The new 
method proposed in this paper gave the best performance, low 
distortion to a sequence of PD pulses, good stability and fast 
filtering time. The performance at higher sampling rates, even 
with PD pulses of long widths was also found to be superi- 
or. Further, the method is implementable using fixed-point 
arithmetic leading to faster processing. Hence, the proposed 
method can be suggested for on-site PD measurements. 

1. INTRODUCTION tivity of the measured PD and even prevent meaningful 
measurements. Although bandwidths below 500 kHz are 

ARTIAL discharge (PD) measurement is a very pow- P erful tool to detect defects in the insulation structure 
during manufacture and to  indicate design inadequacies. 
While these measurements are now carried out in shielded 
laboratories with filtered power supplies, there is a trend 
to extend these to  energized equipment such as trans- 
formers. The major problem with on-site measurement 
is the strong coupling of various noises into the PD mea- 
surement circuit. These noises greatly reduce the sensi- 

chosen in the present-day P D  detectors to  reduce external 
noise, their use in on-site conditions cannot reject all the 
noises present. Also, better diagnostics can be achieved 
by increasing the PD pulse resolution, i.e. by having a 
larger bandwidth. 

In order to  increase the bandwidth and simultaneously 
reduce the noise effects, flexible noise reduction meth- 
ods have to  be used. These are very difficult to  be im- 
plemented using analog circuits. Fortunately, with the 
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advent of VLSI, fast and accurate A/D converters have 
become commercially available and the PD signal can be 
digitized. The digital da t a  can be processed using digital 
signal processing techniques for noise reduction. 

Common interference that is coupled into on-site mea- 
suring circuits in the frequency range < 1.5 MHz is caused 
by 

1. Discrete spectral interference (DSI), e.g. communica- 

2. Repetitive pulses, e.g. from power electronics or other 

3. Random pulses, e.g. from infrequent switching opera- 

4. Other noise sources such as ambient and amplifier noise. 

tion and AM Radio emissions. 

periodic switching. 

tions or lightning. 

In addition, corona discharges on external metal parts 
of other substation apparatus as well as internal P D  can 
cause noise. However, this can be minimized by proper 
choice of coupling circuits and grounding arrangement. 

I z- plane 

The subject of digital filters is very mature and is be- 
ing applied in fields such as communication technology, 
speech enhancement, radar, etc. and a variety of struc- 
tures and algorithms are available to design and realize 
the filters. Only two of these techniques have been uti- 
lized in on-site P D  measurements. In 1988, Feser et al. [l] 
ha.ve suggested a FFT-based approach to eliminate DSI; 
however, it is computationally intensive. AS an alterna- 
tive, Borsi and Hartje [2] in 1989, used an adaptive digital 
filter to suppress the DSI. A critical study and evaluation 
of all the filtering methods, which are efficient in identi- 
fying and rejecting DSI in P D  measurements is reported 
in this paper. The performance of suitable digital filters 
has been compared including the techniques proposed in 
[I] and [2]. In addition, a new and efficient method for 
rejecting DSI has been identified and proposed in this 
work. The methods for rejecting pulse interference are 
being reported separately. 

2. DESIGN OF DIGITAL 
FILTERS 

HE spectral characteristics of the DSI and P D  sig- T nals are very different; the former has a narrow-band 
spectrum centered around dominant frequencies, while 
the latter has a broad spectrum. This difference is used 
in designing digital filters for rejecting the DSI. 

Figure 1. 
(a) Pole-zero plot of 2nd order IIR notch filter. 
(b) Frequency response of 2nd order IIR notch 
filter. 

2.1 AVAILABLE DIGITAL FILTERS 
FOR REJECTING DSI 

In a broad sense, the methods for realization of digital 
filters can be divided into two classes: nonrecursive and 
recursive. The nonrecursive filters are also called finite 
impulse response (FIR) filters. The FIR filters considered 
in this work are transversal, multistage lattice and linear- 
phase filters. A detailed description of these FIR filters 
is given by Oppenheim and Schafer [3]. The recursive 
filters are called as infinite impulse response (IIR) filters 
[3]. A particularly efficient IIR filter for rejecting DSI is 
the IIR notch filter. In this filter, the zeros are made to 
lie on the unit circle (complex z-plane) a t  an angle equal 
to  the input discrete frequency which has to be rejected. 
The pole is constrained to lie inside the unit circle, a t  
the same angle, and as close as possible to  the zero. A 
zero pole of such a 2nd order IIR notch filter is shown 
in Figure l(a). As the pole radius approaches unity, the 
bandwidth of the notch reduces as shown in Figure l (b) ,  
due to  the narrow bandwidths achievable, they are very 
efficient in rejecting DSI. 
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2.2 METHODS OF OBTAINING 
F I LT E R CO E F Fl  Cl E N TS 

If the frequency of interest is limited to 1 MHz, then 
the sampling period has to be 6 500 ns. At this sampling 
rate, real-time processing is difficult due to  hardware lim- 
itations. Hence, block processing methods have to  be 
adopted. Thus, a long record containing the P D  signal 
(extending over a few power frequency cycles) is digitized 
and later processed to  remove the interferences. Since the 
time frame is small and the DSI bandwidth is narrow, the 
record can be considered as stationary. Therefore meth- 
ods applicable for stationary signals can be used in this 
situation for obtaining the filter coefficients. 

Input data record output 
P 

t t t t  
I 

(Ilgorithn to 
C O M  ute filter 
FoePficients (4 Y initially I 
i 

/- - i feedback 
Adaptive 
algorithn 

Figure 2. 
Filtering methods. (a) Nonadaptive. (b) Adaptive 

The coefficients of the required digital filter can be ob- 
tained by different methods. These can be divided as 
nonadaptive and adaptive. In nonadaptive methods, Fig- 
ure 2(a), a small block of the record is initially used and 
its characteristics are calculated. Then, a fixed digital 
filter is designed for eliminating the DSI optimally. In 
contrast, the adaptive methods have a closed loop config- 
uration (Figure 2(b)) in which the filter coefficients are 
varied to reduce the DSI. Here, the pertinent interference 
characteristics are not estimated explicitly; rather, the 
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Figure 3.  
Classification of different digital filtering methods 
for rejection of DSI. 

filter accomplishes the objective by automatically updat- 
ing the filter coefficients with the availability of each new 
sample of the data. After processing a number of sam- 
ples in this way, the algorithm evolves the optimum filter 
coefficients after which the adaptation can be stopped, if 
necessary. A detailed study of the applicable filters for 
eliminating DSI was made. The resulting classification 
is shown in Figure 3. Only the essential details of these 
methods are given in this paper in the interest of brevity. 

3. DIGITAL SIMULATION 
SETUP 

3.1 NEED FOR SYNTHESIS OF 
INPUT SIGNAL 

OR studying the performance of any digital filter for F this application, it is necessary t o  know both the input 



76 Nagesh et al.: Evaluation of Digital Filters in On-site PD Measurements 

4 I n p u t  d a t a  

r e c o r d  

and output signal sequences. Hence, the input signal to 
the digital filter containing the P D  pulses and DSI needs 
to  be synthesized in a realistic manner. This approach 
is widely used in signal processing work. Another advan- 
tage of this approach is that  it facilitates reproducibility 
of the input signal by other researchers. Furthermore, the 
number of DSI and its amplitude a t  any location where 
on-site P D  measurements are performed, depend on the 
service areas of the emitters; these also vary with respect 
to time: day or night. Feser et al. [l] and Borsi et al. 
[2] have reported the presence of several emitters. Hence, 
in order to  evaluate the different filtering methods when 
many emitters are present, the DSI signals were syntheti- 
cally generated. In addition, the ever present background 
noise (which exists even in shielded laboratories) has to  
be modeled, because many digital filters behave strangely 
in their presence. In the absence of definitive statistics, 
this noise is modeled as white noise. 

10 Bit  A/D 

i 

P D Pu\ses 
W h i t e  

Transformer noi se  

f, kHz 
INR,dB 

W h i t e  
noise 

200 300 450 500 620 700 800 980 
1.77 10.0 -0.75 2.94 10.4 -6.2 2.1 -6.2 

1 f - 1  

The block diagram of an on-site P D  measurement sys- 
tem is shown in Figure 4 and the same is simulated. The 
input signal is synthesized by superposing pulses of known 
shape with other interferences like DSI, random impulsive 
disturbances and a small background noise. The param- 
eters chosen for simulation are discussed below. 

3.2.1 BACKGROUND NOISE 

The white noise generators N1 and Nz are used to  simu- 
late the background noise only. I t  is uncorrelated with the 

DSI and remains even after filtering the DSI. The white 
noise generator NI simulates external ambient noise (oth- 
er than the DSI) and N2 simulates the small noise of the 
amplifier. The ratio of the power of noise N1 to  the power 
of noise N2 a t  the input to  the digital filter was 1.3. 

3.2.2 P D  PULSES 

The number, shapes and time intervals of PD signals 
measured a t  terminals of HV apparatus vary widely ac- 
cording to  the type of PD, coupling circuit and transmis- 
sion path. A good filter should reproduce these PD pulses 
with minimum distortion even when the height, duration 
and time intervals between the pulses are small. In order 
to  consider realistic P D  pulses in a capacitive appara- 
tus, an exponentially decaying pulse with time constant 
of 50 ns (similar to  that in oil-paper insulation) has been 
used. Other P D  pulse shapes such as exponentially decay 
with time constant < 2 ps (oil gaps), as well as oscilla- 
tory pulses (transformers and cable systems) have been 
considered in Section 5.2. To simulate the effect of the 
coupling circuit on this pulse it was convolved with the 
impulse response of 1st order Butterworth bandpass filter 
(30 to  300 kHz). The method used is similar to  that sug- 
gested by Zaengl et al. [17], except that  they have used a 
2nd order bandpass filter. The use of 2nd or higher order 
bandpass filter would have resulted only in slightly longer 
output pulse widths and rise times. 

In order to study the pulse resolution performance of 
the filter, a sequence of pulses has to  be used. The time 
interval between successive P D  pulses in a practical setup 
is random. Following Steiner and Weeks [18], who mod- 
eled it as a Poisson shot noise process, the time interval 
between P D  pulses are generated here by using a Poisson 
distribution with a mean of 10 ps. The amplitude of all 
the PD pulses were chosen to  be equal. The number of 
pulses were chosen to  be 40 in each half cycle to represent 
considerable P D  activity. A P D  pulse height of approx- 
imately three times the white noise (NI and Nz) level 
(without the DSI) was chosen to  represent an acceptable 
sensitivity as in a shielded laboratory. 

Table 1. 
Power levels of DSI used in simulation 

3.2.3 DSI 

To understand first the effect of DSI, the input signal is 
synthesized with only modulated DSI, P D  pulse and back- 
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ground noise. The DSI generator synthesized eight AM 
sine waves with 40% modulation with a constant mod- 
da t ing  frequency of 1 kHz. The ratio of the power of 
any DSI to  the background noise (NI and N2) power a t  

when different input sequences (generated with different 
random number sets) are processed by the digital filters, 
the mean MSE of five such input signals were taken as 
representative values. 

the input to  the digital filter is named the interference 
to noise ratio (INR). The INR for the eight different DSI 
used in the simulation are given in Table 1. The indi- 
cated power levels were chosen to  represent a worst-case 
scenario. Hence, in addition to  a few DSI with high INR 
near the center of the frequency spectrum, many DSI with 
low INR, well distributed in the frequency spectrum were 
added. It is very difficult to  detect and reject DSI with 
low INR and more so if the frequencies are very near the 
Nyquist frequency. 

3.2.4 IMPULSIVE DISTURBANCES 

In on-site measurements, it is difficult t o  avoid the pres- 
ence of large random impulsive disturbances. This has 
been reported recently by Konig et al. [16]. Measure- 
ments done by the authors using using wide-band antenna 
also have confirmed this. Therefore, the effect of impul- 
sive disturbances should be considered in any simulation. 
Details in this regard are given in Section 4.3. 

3.3 BASIS FOR COMPARISON O F  
FILTER PERFORM AN C E 

As mentioned earlier, a good filter should reject as 
much as possible the DSI, without distorting the P D  pulse 
heights, shapes and the time intervals between the puls- 
es. In order to compare the performance of digital filters 
identified here, it is necessary to  have a measure for the 
distortion produced in filtering. The distortion in the fil- 
tered output is that  of the P D  pulse introduced by the 
digital filter and the residual DSI present. The normal- 
ized mean square error (MSE) between the input and 
output sequences X and Y is defined as 

where n is the number of samples for which X is defined 
(PD pulse region), and ui the total power of background 
noise (NI and Nz) a t  the input to the filter was chosen as 
the normalization factor. If the filter is ideal in rejecting 
all the DSI, then the MSE will approach the power of 
noise a t  the filter input i.e., tend to  unity. The MSE will 
increase if residual DSI are present or if the P D  pulses 
a t  the output are distorted. MSE measure was chosen 
in this study because it is very sensitive to  the presence 
of residual DSI and PD pulse distortion; in addition, its 
calculation is easy. As the MSE was found to  vary slightly 

Table 2. 
Procedure and parameters used for simulating all the filters 

Method 
A 

B 

C 

D 

E 
F 

G 

H 
I 

J 

K 
L 

M 

N 
KO = - cos(w), w 

Procedure and parameters 
The DSI frequencies were estimated 
using [6], the coeff. KO is calculated foI 
each stage of the cascaded lattice IIR 
notch filter CY = 0.98 
The auto-correlation lags were comput- 
ed using the first 4000 samples 
The auto-correlation lags were comput- 
ed using the first 4000 samples 
The auto-correlation lags were comput- 
ed using the first 4000 samples 
p = 0.002 
Double precision arithmetic was used 
for stability, X = 1.0 
X = 0.9995, 0 = 1, KJ = Kb for all 
stages 
X = 0.9995 
A cascade of 2nd order notch filters was 
used instead of a higher order notch 
filter for stability, p = 0.96, po = 0.7, 
p = 2, p was reduced in steps of 0.005 
per sample 
p = 0.01, K2 was reduced from 0.5 to 
0.05 in steps of 0.0002 per sample 
CY = 0.96, X = 0.995 
Double precision arithmetic was used 
for stability, X = 1.0, p = 0.96 
The preset threshold in F F T  was 
chosen t o  give minimum MSE 
a = 0.995 
I the DSI frequency to be rejected 

by a single stage 

4. RESULTS AND DISCUSSION 

HE input signal generated by the method outlined T earlier was applied to  the various filters described in 
Section 2 (Figure 3) and their performance was investi- 
gated. In addition, those suggested by Feser et al. [l] and 
Hartje [4] for rejection of DSI in on-site P D  measurements 
(designated as methods M and N) have also been evalu- 
ated. Of these, method K [5] uses an adaptive method 
for updating the coefficients of the cascaded 2nd order 
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lattice IIR notch filter. This filter is faster and has better 
discriminating power when compared with other notch 
filters. Hence, it is of interest to  see how this filter per- 
forms when adaptation is not employed. However, for the 
implementation of this idea, the DSI must be determined 
by a separate procedure. This approach is designated 
as method A. The procedures and parameters used for 
simulation of all these filters are listed in Table 2. 

I 

f 
Figure 5. 

Structure of one-stage 2nd order lattice IIR notch 
filter. kl = 1 ,  a1 = a, a0 = ko. 

4.1 CHOICE OF FILTER ORDER 

For realizing a digital filter, it is necessary to  choose the 
filter order. This depends on the number of DSI present 
in the input signal and the filter structure. It should be 
noted that,  as the filter order increases, more DSI can be 
rejected. The variation of MSE of the various nonadap- 
tive and adaptive methods with respect to filter order are 
shown in Figure 6(a) and (b). It can be seen from Fig- 
ure 6(a) that  the MSE of method A exhibits a pronounced 
minimum in the order of 16. This is also the ideal value 
of the filter order required to  track the 8 DSI present in 
the simulated signal (with each 2nd order section in the 
cascade filtering a single DSI independently). That  order 
which results in minimum MSE is the optimal filter or- 
der. A filter with order more than the optimum not only 
eliminates the DSI present completely but also tries to 
track noise present (white) assuming it to be DSI. This 
results in an increase in MSE. In the case of transversal 
and lattice filters (methods B and C), which are based 
on linear prediction [14], the MSE decreases monotoni- 
cally with the filter order. As these filters are sensitive to  
noise, they require larger filter orders to  track low INR 
signals. The linear-phase filter (method D), which is al- 
so based on linear prediction, follows the same trend but 
gives slightly better results. 
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Order of filter 
Figure 6. 

Variation of MSE with filter order. (a) Nonadap- 
tive methods, (b) Adaptive methods. 

In adaptive methods (Figure 6(b)) also, the cascad- 
ed IIR notch filters (methods I, J and K) exhibit pro- 
nounced MSE minima when compared with the canoni- 
cal IIR notch filter (method L). As the linear prediction 
methods (E, F,  G, H) had similar behavior, they have 
been represented by the one having the best performance 
(method F). It can be seen from Figure 6(a) and (b) that 
the performances of both adaptive and nonadaptive linear 
prediction methods is very similar. 

Although methods A and K use the same lattice IIR 
notch filter structure, the minimum in the latter occurs a t  
14 instead of 16 because the adaptive algorithm could not 
track a DSI with low INR. This behavior is also observed 
in method I. Method J (Kwan and Martin [12]) gives 
the best performance among adaptive filters; however, it 
was found to  have a marked sensitivity to  the adaptation 
parameters chosen. The parameters suggested by them 
could not be used because of instability and hence were 
modified as shown in Table 2. The value of the required 
adaptation parameters to  be used depend strongly on the 
input signal and can only be chosen by trial and error. 
Hence, this method does not have the robustness required 
for practical applications. 

Because of the prominent minima exhibited by fhe cas- 
caded IIR notch filters (methods A, I, J and K), the op- 
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timum filter order easily can be chosen as equal to twice 
the number of DSI. In lattice and transversal filters, it 
emerges that the filter order has to  be a tradeoff between 
performance, and time taken to  process the data  which 
increases with the filter order. 

W (4 ,:4 FILTERING 

I r 

. . . . . . . . . .  . . . . . . . . . . . . . .  
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I 

. -  
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Figure 7. 
Illustration of different times involved in process- 
ing. (a) Nonadaptive. (b) Adaptive. 

4.2 COMPARISON OF PROCESSING 
TIMES 

Another equally important criterion is the processing 
time. The input data  record extending over a few pow- 

For convenience, the filtering time expressed as that for 
1000 samples will be used. 

In adaptive filters, Figure 7(b), the adaptation 
is stopped after the output power reached a steady 
minimum value, thereby indicating convergence. If 
the adaptation is continued further, it only results 
in more processing t i r e  without any improvement in 
performance. The number of samples required to reach 
this condition is named the convergence length. It is 
difficult to determine exactly the convergence length, 
because the steady output power to  which it converges, 
is not known a priori. Hence, only approximate 
values will be given. 

In adaptive filters, the total processing time equals the 
adaptation time plus the filtering time. Here again, their 
rate expressed for 1000 samples are used. I t  can be seen 
from Figures 7(a) and (b) that  the filtering time increases 
linearly with the record length and becomes dominant for 
large input records as is the case in PD measurements. 
Hence, only this quantity need be considered. 

The filtering time depends on the digital filter struc- 
ture, i.e.,the number of multiplications, additions and 
register transactions performed on each sample. It is 
difficult to  break this filtering time into its components 
because each of the above operations is performed differ- 
ently according to the speed and architecture of the pro- 
cessor used. Here, the pertinent times taken by an IBM 
PC AT 386 (16 MHz and with Math coprocessor) using 
compiled ‘C’ language program for file input, output and 
filtering, are given. The time taken to perform a file read, 
FFT,  IFFT and file write on a block of 1024 samples on 
the same computer took 1.7 s. This Figure can be used 
for estimating the filtering time on other platforms. 

Figures 8(a) and (b),  show the variation of MSE with 
filtering time for nonadaptive and adaptive methods. It 
can be seen that the lattice and transversal filters, which 
need long filter orders, obviously take longer. Method 
E showed only a broad minimum with high MSE while 
method L takes a long time for acceptable MSE; hence, 
they are not shown in Figure 8(b). The cascade IIR notch 
filters not only have better performance but also are fast. 
Of these, method A using IIR lattice notch filter, gives 
the best results. 

er frequency cycles is usually > 128 k samples due to  
the high sampling rate. Hence, a fast processing filter 
is desired. For clarity, it is convenient to  introduce the 
following terms with reference to  Figure 7(a) and (b) for 
nonadaptive and adaptive methods respectively. In non- 
adaptive filters, the total processing time equals the ini- 
tial coefficient computation time plus the filtering time. 

The summary of all the nonadaptive and adaptive meth- 
ods for best/acceptable performance is given in Tables 3 
and 4. It can be seen that the MSE in methods B, C, D 
(Table 3) and E, F, G, H, L (Table 4) are high and the 
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Variation of MSE with filtering time. (a) Non- 
adaptive. (b) Adaptive. 

Table 3.  
Best acceptable performance of nonadaptive methods 

Method 

A 
B 
C 
D 

Time to  
Filter compute 
order filter f:: coeff (s) 

60 15.0 

time for 

optimum filter order cannot be chosen easily even when 
the number of DSI present is known. Hence, it can be 
concluded that these are not suitable for practica.1 appli- 
cations and only the cascaded notch filters (methods A, 
I and K) emerge as the most suitable. 

4.3 EFFECT OF IMPULSIVE 
DlSTU RBANCES 

In on-site measurements, it is difficult to  avoid very 
large transient pulses; a number of those may occur in 

- - 

- 
E 
F 
G 
H 
I 
J 
K 
L 
M 
N - - 

Table 4. 
Best acceptable performance of adaptive methods 

- - 
'ilter 
xder 

50 
60 
50 
50 
14 
16 
14 
22 

30 

- 

- 

- - 

Adaptation 
time for 

Ik  samples 

2.74 
7.35 
6.2 
11.2 
3.5 
7.85 
1.7 
4.9 
4.5 
4.5 

(5) 

Approximate 
number of 
samples for 
convergence 

3000 
2000 
3000 
2000 
4000 
5000 
7000 
4000 

3000 
- 

time for 

1.37 

4.5 1.4 

each cycle due to persistent arcing, switching, power elec- 
tronics, etc. In order to test the sensitivity of the filter to 
such additional inputs, impulses with amplitude covering 
the full range were superimposed on the input record ev- 
ery 0.5 ms to  represent a severe condition. A study of the 
pertinent output records revealed that the nonadaptive 
method A was stable and tracked all the DSI. However, 
the adaptive methods I and K were found to be sensitive 
and did not track a few of the DSI when these pulses 
occurred during adaptation of the filters. Hence, these 
adaptive methods can only be used when the initial part 
(convergence length) of the record is free from such large 
pulses. The application of these adaptive methods will 
also be limited with much DSI and low INR, as already 
mentioned. 

5. CRITICAL EVALUATION OF 
METHOD A 

5.1 COMPARISONS W I T H  METHODS 
N AND M 

N method A, the detection and resolution of DSI de- I pends on the length of F F T  used for spectral analy- 
sis. A length of 4096 samples was found to be adequate 
in detecting DSI even with very low INR. Hence, when 
compared with other methods, method A has many ad- 
vantages: 

1. good stability against impulsive disturbances, 
2. simple and fast algorithm to compute the filter coeffi- 

cients, 
3.optimal choice of filter order for rejection of all the 

DSI present (even with low INR) resulting in minimum 
MSE and 
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Number 
of DSI 

5 
10 
15 
20 
25 

81 

MSE Filtering time for 
1000 samples (s) 

Method A Method M Method A Method M 
1.2 1.2 0.47 4.65 
1.6 1.56 0.85 4.65 

1.88 1.84 1.25 4.65 
2.28 2.08 1.65 4.66 
2.72 2.16 2.0 4.66 

4. small filtering time. 

It is interesting to  compare the performance of method 
A with the methods proposed earlier by Feser et al. [l] 
and Hartje [4] (M and N) for on-site P D  measurements. 
In method M, the input data  record is split into smaller 
blocks of 1024 samples. The F F T  of each block is taken 
after multiplying it by a window function to  give better 
spectral resolution. The amplitudes of the DSI, which 
exceed a preset threshold, are set to  zero. Next, an IFFT 
is taken on each of these blocks to  get back the P D  pulses. 

In the method N,  an adaptive backward prediction lat- 
tice filter used in speech processing, has been applied to  
reject the DSI. Such adaptive filters, based on linear pre- 
diction, have fast convergence and hence are used widely 
in tracking nonstationary signals like speech. However, 
they are sensitive to noise and cannot track low INR DSI. 
Higher orders had to  be used in these comparisons, due to  
the presence of many DSI. These results are shown in Fig- 
ures 6(b) and 8(b). The behavior of this filter is similar 
to other linear prediction methods. Although its MSE is 
slightly less when compared with other linear prediction 
methods for the same order, the filtering time is longer. 

Filtered output 

Figure 9. 
Filtering of synthesized data by method A. 

The pulse resolution capabilities of methods A, N and 
M are also of interest. Only a two-pulse situation (original 
PD and its reflection) in a cable system has been reported 
by Borsi [15]. Figure 9 shows the input signal as described 
in Section 3 and the filtered output using method A. The 
burst of PD pulses which is not visible in the input, can 
easily be seen after filtering. An expanded view of the 
PD region is given in Figure 10 for methods A, N and M. 
As mentioned in Section 3, a good filter should reproduce 
each of the original P D  pulses with least distortion. The 
distortion in method N is higher when compared to  meth- 
ods A and M as the oscillations which occur after each 
pulse are large enough to  distort the next pulse. This 
prevents many P D  pulses from being recognized, thereby 

0 a 
4 

9 0. 
0 

*F 

0. 
Original Puleea 

1 1 1  

0 160 260 360 400 500 
Tinte, us 

Figure 10. 
Expanded view of PD region shown in Figure 9. 

losing important diagnostic information. Borsi [15] has 
discussed the P D  pulse resolving capability of this filter 
with and without continuous adaptation. Borsi concludes 
that the resolution is better without continuous adapta- 
tion i.e., the adaptation is stopped well before the arrival 
of P D  pulses. However, in the results presented (Figures 
6, 7 and 12 in [15]) there is considerable distortion in the 
pulse shape as well as oscillations after the pulse, even 
when adaptation is stopped. I t  was found that,  on in- 
creasing the filter order, the oscillations decreased. But 
this results in longer processing time. Another disadvan- 
tage of all adaptive methods including method N is that 
the exact time at which adaptation has to  be stopped 
cannot be estimated i??a priori and requires operator in- 
tervention. 

From Figure 10, it can be seen that both methods A 
and M reproduce well the original pulses. This is reflected 
also in their MSE given in Tables 3 and 4. From obser- 
vation, it found that MSE has to  be < 2.0 for acceptable 
pulse distortion. The filtering time taken in method A is 
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small when compared to  method M. As the number of DSI 
increases, the filtering time in the method A increases lin- 
early, while that  in M almost stays constant. In order to  
further study this behavior, another input signal was gen- 
erated using the same method outlined earlier. However, 
for simplicity, the DSI were spaced equally throughout 
the frequency range of 1 MHz and had equal power (INR 
= 3 dB) but random phases. The results are shown in 
Table 5, for different number of DSI. As the number of 
DSI increase, the distortion in both methods and the time 
taken in method A increases. Considering that ,  in on-site 
PD measurements, the number of DSI usually is < 15, 
method A scores over method M. I t  should be remarked 
that in a later paper, Konig et al. [16] have proposed to  
use adaptive transversal filters instead of the continuous 
FFT method (M) in order to  reduce the processing time. 

method A - 
0 .- 

a .- 

% -  method N 

- 

bo :I - 
.- d -  method M 

Original Pulsa 

T -  

I I I I I I ' I  6 1b 2b 3b do 50 60 70 80 
17ime, us 

Figure 11. 
Enlarged view of an oscillatory PD pulse and its 
filtered outputs. 

5.2 EFFECT OF OSCILLATORY PD 
PULSES 

So far, all the simulation and comparisons relate to fast- 
rising narrow P D  pulses having a time constant of 50 ns. 
The behavior of the filtering methods for other types of 
P D  pulses with different widths and oscillations are also 
of interest. This was studied by superposing pulses of dif- 
ferent widths in the synthesized input signal. The pulses 
were generated by passing both exponential and damped 
oscillatory pulses of different time constants through cou- 
pling circuit, simulated by a 2nd order Butterworth band- 
pass filter (30 to  300 kHz). Figure 11 shows a typical 
oscillatory pulse (50 kHz, time constant 20 ps) and its 

filtered output by methods A, M and N. It was seen that 
oscillatory pulses and pulses of larger widths, cannot be 
reproduced by linear prediction methods, while methods 
A and M reproduce pulses of all widths with little error. 

Hence methods A and M can be used for all types of 
insulation systems which may produce P D  pulses of dif- 
ferent shapes. 

Input record 

S O  

f 

Time, m a  

Figure 12.  
Real DSI and filtered output using method A 
(sampling time 500 ns). 

5.3 PERFORMANCE WITH REAL DSI 

The performance of method A was tested with real DSI. 
These signals were recorded outdoor using a wide-band 
antenna (10 to  300 kHz), a t  a sampling rate of 500 ns 
(12 bit resolution). An F F T  of this signal showed the 
presence of 4 DSI with frequency 24.2, 72.6, 612 and 675 
kHz, of which the third was a powerful local radio station 
(20 dB above the rest). Figure 12 shows one such record 
and its filtered output using method A. It can be seen 
that on filtering the DSI, many large random impulsive 
interferences become visible. 

In addition to  the above the effectiveness of method A 
was tested with DSI of large magnitudes. As the ampli- 
tude of the DSI increases, its base in the frequency spec- 
trum relatively increases and therefore requires a wider 
notch for optimal rejection. The increase in the notch 
width was obtained by decreasing CY from 0.98 to 0.95. 
With this notch width, the filter was able to  reject the 
DSI ( l o x  the height of the P D  pulse) sufficiently well 
so that the P D  pulses were visible. Also, the filter was 
tested with an input synthesized by using real modulat- 
ing signals instead of the constant 1 kHz modulating fre- 
quency. These modulating signals were recorded from an 
audio amplifier output. The results were similar to that 
described in Section 4. 
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5.4 EFFECT OF INCREASE IN 
SAMPLING RATE 

In many applications, it is necessary to  study the P D  
pulse shapes in greater detail, for which the sampling pe- 
riod has to  be reduced to < 100 ns. As the sampling rate 
increases, the Nyquist frequency increases. Hence, for a 
given length of data,  the frequency resolution decreases 
and width of the DSI in the frequency spectrum decreases 
relatively. If a filter has to  effectively reject a DSI, then 
the notch width must be reduced to  the required band- 
width of the DSI. The signal distortion increases if the 
notch width is greater than the optimum, as a portion of 
the wide-band signal (PD) is also lost. 

The reduction of notch width can easily be achieved in 
method A (Section 2) by increasing a. For example, if the 
sampling time is reduced from 500 to  100 ns, a change in 
a from 0.98 to  0.995 was found to yield optimum results, 
without any change in the filter length. Such a simple 
mechanism of decreasing the bandwidth of the notch is 
not present in linear prediction methods. A major part of 
the wide-band signal is lost due to  rejection of wide band- 
widths resulting in reduction of amplitude and distortion 
of all the pulses. 

1 Input Record 

method N 

Figure 13. 
Filtered outputs due to real DSI (Sampling time 100 ns). 

A plot of real DSI recorded outdoors using a wide-band 
(10 to 300 kHz) antenna a t  100 ns is shown in Figure 13 
with the corresponding outputs of methods A, M and N. 
The output pulses in method N has drastic reduction in 
amplitudes due to  reasons mentioned earlier and also t o  

the relative increase in the pulse width a t  higher sampling 
rates. 

5.5 PROSPECTS FOR HARDWARE 
IMPLEMENTATION 

In the simulations done so far, floating-point arith- 
metic was used during calculations. This arithmetic in- 
volves long calculation times in comparison with fixed- 
point arithmetic (16 bits). Although the latter requires 
careful attention to  round-off errors and register over- 
flows, calculations are simple and require less hardware. 
In this regard, method A was simulated using fixed-point 
arithmetic (16 bits) and no instabilities were found, with 
the input signal described in Section 3. However, the 
MSE increased from 1.43 to  1.78 due to  roundoff errors 
and necessity to  reduce the pole radii (a = 0.96, Fig- 
ure 5) to  prevent instabilities. Hence, a hardware imple- 
mentation is possible with 16-bit fixed-point arithmetic 
processors (with an ALU of 32 bits), which are faster and 
cheaper than floating-point processors. 

6. CONCLUSIONS 

HE analysis and results presented in this paper leads T to the following conclusions: 

From a systematic study of different adaptive and non- 
adaptive digital filters, i t  was possible to  identify the most 
suitable types for rejecting the DSI present in P D  mea- 
surements. For evaluating these filters, the PD pulse dis- 
tortion introduced by the filter while rejecting the DSI 
and the filtering time have been chosen as criteria. The 
distortion was characterized by the mean square error 
(MSE) between the input and output P D  pulses as it was 
sensitive to  the P D  pulse distortion and the residual DSI. 

The nonadaptive linear-prediction methods (B, C and 
D) do not give satisfactory results (high MSE) when DSI 
with low INR are present. Also, the choice of filter order 
in these methods is based on a tradeoff between the MSE 
and the processing time. The adaptive linear prediction 
methods (E, F,  G and H) also suffer from the same dis- 
advantages. 

Method N,  which is also based on linear prediction has 
similar performance. The P D  pulse distortion is consid- 
erable and long filter orders were required to reduce MSE 
to acceptable limits, which increases the processing time. 

Methods A, I, J and K using a cascaded 2nd order IIR 
notch filter have prominent MSE minima when compared 
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with the canonical IIR notch filter (method L). However, 
the adaptive cascade IIR notch filters (methods I, J and 
K) were sensitive to  impulsive disturbances and also could 
not track low INR DSI, when compared with method A. 

[5] N. I. Cho, C. H. Choi and S. U. Lee, “Adaptive Line 
Enhancement by Using an IIR Lattice Notch Filter”, 
IEEE Transactions on Acoustic, Speech and Signal 
Processing, Vol. 37, No. 4, pp. 585-589, Apr. 1989. 

Methods A and M have good DSI rejection and the [6] 1. Novak, “Statistical Analysis Of High-accuracy 
least PD pulse distortion. But the processing time and 
MSE in the former is less when the number of DSI are 
not more than 15. 

Measurement of Radio-frequency Carrier Signals 
from DFT Spectra”, Conference on Precision Elec- 
tromagnetic Measurements, Ottawa, Canada, June 
11-14, 1990. 

In addition, method A has a simple procedure to com- 
pute the filter order and its coefficients without operator 
intervention, a low MSE, good stability against impul- 
sive disturbances and small processing time. This method 
can be used in applications requiring high sampling rates 
which are necessary for good PD resolution and also for 
diagnostics in various types of insulation systems. For 
speeding up further, it  is also possible to  use fixed-point 
processors for hardware implementation of this filter. 

Hence, the proposed method A emerges as the best for 
on-site PD measurements. 
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