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Abstract. Digital libraries (DLs) are new and innova-
tive information systems, under constant development
and change, and therefore evaluation is of critical impor-
tance to ensure not only their correct evolution but also
their acceptance by the user and application commu-
nities. The Evaluation activity of the DELOS Network
of Excellence has performed a large-scale survey of cur-
rent digital library evaluation activities. This study has
resulted in a description of the state of the art in the
field, which is presented in this paper. The paper also
proposes a new framework for the evaluation of digital
libraries, as well as for recording, describing and analyz-
ing the related research field. The framework includes a
methodology for the classification of current evaluation
procedures. The objective is to provide a set of flexible
and adaptable guidelines for digital library evaluation.

1 Introduction

Digital libraries are complex systems; they can be, and
are, viewed from different perspectives. The methods
and metrics for the evaluation of digital libraries may
vary according to whether they are viewed as institu-
tions, as information systems, as new technologies, as
collections, or as new services.

A DL is a particular kind of information system and
consists of a set of components, typically a collection (or
collections), a computer system offering diverse services
on the collection (a technical infrastructure), people, and
the environment (or usage), for which the system is built.
When designing a DL the starting points are its intended
usage and the corresponding user needs. The model is
based upon the assumption that the user and the user
needs specify the main requirements with respect to the

range and content of the collections. The nature of the
collections will thus predetermine the range of technolo-
gies that are needed. The attractiveness of the collections
to the users and the ease of use of the technologies by
the user group will determine the extent of the usage of
the DL.

DLs are components in several types of applications
in areas such as cultural heritage, health, government,
learning, and science. Technological advances in areas
like information searching and retrieval, information stor-
age, user interfaces, telecommunications as well as the
increasing availability of a variety of multimedia collec-
tions make it possible to offer new and better services for
user groups. As DLs have been around for a few years
now, an increasing number of users have some familiar-
ity with them. The expectations and demands for better
service and functionality from these users are increasing.
Thus the importance of quality in digital library content
and services is higher than ever. However, the quality of
a complex system is never better than the quality of its
"weakest" component. In order to improve quality there
is a need for definitions of what is intended by quality,
and for the appropriate metrics and methods for evalu-
ation.

The design and development of a DL is expensive.
Evaluation results from previous systems can give guide-
lines as well as assist in determining methods for the con-
struction of cost-effective and sustainable new systems.
"Doing it right" in the first phases of system develop-
ment is critical for the final result as the quality of an
end-product depends to a great extent on the quality of
early requirements and conceptual models.

The Evaluation Forum of the (2000-2003) DELOS
Network of Excellence on Digital Libraries first proposed
a framework for the classification of Digital Libraries,
and produced the first version of a MetaLibrary of test-
beds to be used in DL evaluation [1]. This was pre-
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sented at the first DELOS workshop on evaluation, the
Budapest workshop [2]. From the Budapest workshop
two broad themes emerged: the complementary needs for
metrics and test-beds, and for evaluation in the context
of specific DL applications. One of the first activities
of the new DELOS evaluation workpackage under the
Sixth Framework Programme was to organize a work-
shop in Padua, Italy, October 4-5 2004 [3]. At the Padua
Workshop an extensive overview of the literature in all
areas of DL evaluation was presented and different as-
pects were addressed: user experiences; DL models; DL
usage; content evaluation; system evaluation; and expe-
riences from the CLEF and the INEX initiatives1. The
workshop provided a good foundation for our descrip-
tion of the state of the art in DL evaluation, and the
identification of major issues for further research in this
area.

The workshop results constitute the context, the aims
and the motivation of this paper. It is recognized that
DLs support specific activities in specific contexts and
that they need to be evaluated to determine how use-
ful, usable and effective they are. Therefore in Section
2 we introduce the principal concepts and conditions in
the DL evaluation domain, and in the following section
(Section 3) we present the state of the art in the domain.
In Section 4, we have employed a revised version of the
first DELOS evaluation framework in order to provide
a model that holistically covers the current state in DL
evaluation. In Section 5 we present a new DL framework,
which operates dynamically at diverse levels. A set of
recommendations is listed in Section 6. A summary and
conclusions are given in the final section (Section 7).

2 Basic Concepts and Assumptions of DL
Evaluation

Although evaluation activities started soon after the first
DL systems were available, the underlying assumptions
and goals of these efforts were quite disparate. Thus,
there is a need for agreement with respect to the central
concepts, assumptions, parameters, and criteria of DL
evaluations. In this section, we pinpoint some of these
issues.

2.1 Evaluating the Interaction between User and
Content

Digital libraries can be used for many reasons, but the
most central set of use cases focuses around information

1 Both the Cross-Language Evaluation Forum (CLEF)
and the Initiative for the Evaluation of XML Re-
trieval (INEX) are sponsored by the DELOS Evalua-
tion workpackage. See http://www.clef-campaign.org and
http://inex.is.informatik.uni-duisburg.de.

access. Finding certain types of content, retrieving spe-
cific information, locating known items, accessing mate-
rial the client does not know enough about, there are
many content-based, more or less goal-directed motiva-
tions that will lead a user to the access terminal of a
digital collection of information.

2.2 Current Evaluation Schemes

The system components that provide the user with ac-
cess to the content of the library are, for the most part,
based on information retrieval technology. This is a tech-
nology that is well researched and has developed its own
tried and tested methodologies for evaluation. Much of
what is known about the characteristics of the central
components of any information system is due to a well-
established and accepted formalization of the tasks they
are designed to perform and a consequent evaluation of
the performance. This established evaluation framework
is laboratory-based and implies a fairly draconic gener-
alization of usage, user task, and user situation. It is
derived from ideas first introduced in the Cranfield ex-
periments [4].

2.3 Current Evaluation: the Notion of Relevance

The target notion of experimental evaluation thus far
has been that of relevance. The concept of relevance is
central to understanding the interactions between users,
usage, information needs and informational content. Rel-
evance - the momentary quality of a text that makes
it valuable enough to read - is a function of task, text
characteristics, user preferences and background, situa-
tion, tool, temporal constraints, and untold other fac-
tors. This has been understood and operationalized as
a relation between documents and assessments made by
a panel of human judges, in partial contradiction of the
everyday use of the word.

Relevance, as measured by information retrieval eval-
uation cycles, does not take into account user satisfac-
tion and pleasure, quality of information, relations be-
tween documents, or reliability of information. Most im-
portantly, it is completely abstracted away from every
conceivable context one might care to investigate. This
includes the various types of contexts in which the item
of information, the user, the producer, and the session
may be engaged.

2.4 Current Evaluation: the Metrics of Precision and
Recall

Given a target notion of relevance, system performance
is evaluated using the well-accepted twin measures of re-
call and precision. These measures have been defined to
model completeness and exactitude of systems, respec-
tively, but not to model user satisfaction, result perti-
nence or system effectiveness for a given task context.
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Even more important, the TREC interactive track has
shown that the results from batch evaluations [5] do not
carry over to interactive retrieval - users are able to com-
pensate most of the differences observed in batch exper-
iments.

2.5 New Demands on Evaluation

In DL research and deployment, new use cases and mar-
ket opportunities beyond those of ad-hoc retrieval are
being developed and introduced, and information access
is being placed in context. When evaluating a DL as
a content-bearing tool, system retrieval performance is
but one component of overall system acceptability and
evaluation must take more than system performance into
account.

Purely laboratory-based approaches will not be able
to fulfil this task. First and foremost, evaluation schemes
must be designed specifically for the DL field. Secondly,
the session must be taken as the unit for evaluation, not
the information request. Users of information access sys-
tems interact with information, with the content of the
systems they use. They retrieve material for a reason;
they continuously evaluate the information they are ac-
cessing; they formulate, reformulate, and change their
goals dynamically as they go; the information they ac-
cess changes their perspective. They judge documents
by perusing them in detail or by assessing them briefly
in comparison with other available documents. An in-
formation access session is a real and perceived item in
information access behavior, but systems typically are
unaware of interaction on levels of abstraction higher
than immediate request-retrieval turns.

2.6 Current Tools and Future Tools - How to Evaluate?

The technological support for many of these interac-
tional aspects of information access does not yet exist
other than implicitly in the system context. Most of the
persistence or continuity in interaction with the system
is provided by the user, rather than the system. Thus,
the scope of an information retrieval component should
be extended so that it is more task-effective, more per-
sonalized, or more enjoyable. In order to evaluate these
systems, new metrics are required which tie together the
disparate and vague notions of user satisfaction, perti-
nence to task, and system performance.

2.7 A New Relevance?

If the concept of relevance is deconstructed and enhanced
to take context into account, and information access sys-
tems are made to model information users, information
producers, information access sessions, and contexts, fu-
ture research will better be able to satisfy the needs of in-
formation seekers, both professional and incidental. Ex-
tending the notion of relevance so that it does not lose its

attractive formalizable qualities is not a straightforward
task, and has been attempted in various research endeav-
ours in the past. It is completely crucial for any extension
to be agreed upon by a large number of researchers. A
well-crafted context sensitive relevance measure will be
a durable contribution to the field, which thereafter will
only be able to ignore context and usage factors at its
peril.

3 State of the art

The goal of this section is to present the various ap-
proaches to DL evaluation taken by system developers,
researchers, mediators and publishers.

3.1 Existing Models for use in DL Evaluation

Digital libraries represent a truly interdisciplinary re-
search domain; existing models from a number of dif-
ferent communities can be applied to components of
the digital library paradigm. For example, the Reference
Model for an Open Archival Information System (OAIS-
RM) formally defines the processes for the archiving,
preservation and access of digital objects [6]. The FRBR
(Functional Requirements for Bibliographic Records) data
schema, developed under the umbrella of IFLA, provides
a framework and conceptual model for creating biblio-
graphic records [7].

The scope of these models goes beyond digital li-
braries, and vice versa, the area of digital libraries is
much wider than what these models cover. How broad
is the definition of a digital library [8,9]? So far, there
is no single accepted definition. At the broadest level,
the following aspects of a digital library have to be con-
sidered: an infrastructure of various networked services,
a structured collection of digital objects and an organi-
zation with different user roles and human interaction
patterns.

Among the models for the DL community, one can
find a reference model for actors and roles in digital
libraries, proposed by a DELOS/NSF working group
[10]. Within this reference model, users, professionals
and agents were identified as the main classes of actors,
and their roles were analyzed in characteristic DL use
cases.

The most general model for digital libraries is the
5S model [11]. According to this model a digital library
consists of a repository, metadata catalogs, services and
a society of users. The 5S refers to streams and struc-
tures for the construction of digital objects, spaces for
the description of digital object collections and their in-
terrelations, scenarios for the definition of how services
and activities change the state of the system, and finally
societies for the interconnection of roles and activities
within the user community. The 5S model is based on a
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mathematical formalism, and has been used in various
case studies, including the generation of a taxonomy of
DL terms. 5SL is a declarative language based on this
model for the generation of DL applications.

Models that relate to digital libraries may contain or
may be extended to contain a formalization of evalua-
tion targets and aspects of quality. The 5S model has
already been extended towards formalizing quality as-
pects of digital libraries. Properties such as accessibility,
preservability, timeliness, and completeness have been
defined mathematically using this model, so that they
are usable as evaluation metrics.

Effectiveness, cost-effectiveness and the cost-benefit
ratio are metrics often used for measuring performance
of library services [12]. Nicholson’s conceptual frame-
work for the holistic evaluation of library services [13]
proposes an evaluation matrix with dimensions of per-
spective (internal - library system and external - user),
and topic (library system and use). This matrix helps
evaluators to choose targets for measurements and meth-
ods for measuring selected targets. In Nicholson’s view,
evaluation implies measurement, and evaluation crite-
ria are calculated combining some of the measurements.
He introduces the evaluation viewpoints of users, library
personnel and decision makers, where evaluations are re-
fined and propagated from users through library person-
nel towards decision makers, and decisions and changes
are propagated in the opposite direction. Optimally, he
argues, changes in the library will induce measurements
of their impact; the evaluation of this will suggest fur-
ther changes and so on. Mapping current measurement
and evaluation activities of a library onto this frame-
work helps to relate these activities to each other and to
decision making in a holistic view.

In addition to models and frameworks, there are also
some practical methodologies and tools that can be used
to measure the value of digital library services. For exam-
ple, the LibQUAL+ methodology is a complete market
survey of user perceptions for identifying gaps in service
delivery [14]. It is used extensively in the U.S. within
the Association of Research Libraries (ARL). The goal
of eVALUEd2 is to produce a transferable model for e-
library evaluation and to provide training and dissemi-
nation in e-library evaluation.

4 Defining a Conceptual Model for DL
Evaluation

The DELOS Working Group on Evaluation has worked
on the definition of a DL conceptual model. The initial
version of the model [1] was discussed at the first DELOS
evaluation workshop held in Budapest, 2002.

This approach (see Figure 1) uses a generic definition
of a digital library as its starting point, and is illustrated

2 http://www.evalued.uce.ac.uk/

by the small circles within the central circle labelled “DL
DOMAIN”. The model falls into three non-orthogonal
components: the users, the data/collection, the technol-
ogy. The definition of the set of users predetermines the
appropriate range and content of the collection (thick
arrow connecting “users” to “collection”). The nature
of the collection predetermines the range of appropriate
technologies that can be used (thick arrow from “col-
lection” to “technology”). The attractiveness of the col-
lection to the users and the ease with which they use
the technologies will determine the extent of usage of
the DL (thin arrows show the human-computer interac-
tions, while the dotted arrows show the collective con-
tribution of user, collection and technology interactions
to observed overall usage).

Fig. 1. A DL Classification and Evaluation Scheme

From this starting point, it is possible to move out-
wards to the domain of the DL researchers (outer ring),
and to use the non-orthogonal relationships between the
principle research areas (users, usage, collection and tech-
nology) to create a set of researcher requirements for a
DL test-bed. Because ’content is king’, the nature, extent
and form of the collection predetermine both the range
of potential users and the required technology set. Eval-
uation criteria are assigned to each of the components,
and metrics are suggested for these criteria.

4.1 The Interaction Triptych Model

At the second DL evaluation workshop in Padua [3],
special attention was given to the relations between the
components of a digital library, i.e. the relations User-
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Fig. 2. The Interaction Triptych Model

Content, Content-System and User-System [15], where
user here represents both the user and the usage nodes
of Figure 1. This is shown in Figure 2. The Content-
System pair is related to the performance attributes (pre-
cision, recall, response time, etc.), the User-System pair
is related to usability aspects (effectiveness, satisfaction,
etc.), and the User-Content pair is related to usefulness
aspects. These pairs represent the relations — interac-
tions among the DL components and define a three-axes
framework for the DL evaluation which we call Interac-
tion Triptych. The following subsections are structured
according to this logical model when discussing various
evaluation aspects.

4.1.1 Users

The users are the first component of any interaction pro-
cess and their characteristics are complex and constantly
evolving [1]. Even in specific evaluation projects, where
research parameters are constrained, the number and the
attributes of the users are many and complicated.

Whatever the particular methodology chosen, when
performing a user-oriented evaluation, the objectives are
to acquire a deep understanding of the user requirements
for technology design and planning, and to receive sys-
tematic user feedback throughout the design process.
Marchionini [16] evidences two important issues that
must be taken into account: evaluation research should
be longitudinal in order to capture a rich and reliable
data set for analysis, and it should be multifaceted us-
ing a combination of methods. Each evaluation may also
have its own set of measures and data collection meth-
ods.

4.1.2 Content

Content is the prime reason for interacting with a digital
library. This component addresses the user’s information
needs. The relation between the user and the content

strongly depends on the informational need of the user.
The perceived usefulness of content is the first selection
criterion for the user. During a search session, the users’
perceptions of the usefulness of the content and their
information needs can change and they may be forced to
reformulate them and re-direct the information strategy
(if any).

Content characterizes the digital library and affects
the consequent processes dramatically. It is indispens-
ably bound with the purposes of the DL and the de-
sired outcomes of its operation and serves the informa-
tion needs of a community. The evaluation of content
must take place under strict rules and standards that
guarantee user access to high quality, appropriate-for-
their-needs information. However, underneath this user-
centered layer of evaluation lie numerous other issues;
issues related to the nature, the structure and the ad-
ministration of the content.

4.1.3 System

The system is the best known component of the inter-
action process, as it is governed by the rationale of the
developer. It consists of various subsystems that per-
form different basic and auxiliary operations. Digital li-
brary systems generally include collections of multime-
dia digitized data and services that help storage, access,
retrieval and analysis of the data collections. The final
aim of a DL system should be that of enabling people
to access human knowledge any time and anywhere, in
a friendly multi-modal way, by overcoming barriers of
distance, language and culture, and by using multiple
Internet-connected devices [17].

In order to fulfill all the requirements on it, a DL
system must be the result of the integration of a number
of different components. Discussions as how to imple-
ment each single component depends on the architec-
tural choices, on the type of data access and retrieval,
on the visualization and personalization of information,
etc. The individual evaluation of such components can be
carried out following evaluation standards already avail-
able in the literature. However, an important issue is the
evaluation of how the individual components interoper-
ate inside a DL. The evaluation of a DL system makes
sense mainly if it is performed in relation with users and
contents.

4.2 Axes of evaluation

As stated, the evaluation process should be based on
the relations of the DL components. These interactions
define our Interaction Triptych which consists of the fol-
lowing axes:

– Usability, which defines the quality of interaction be-
tween the “User” and the “System”. This helps the
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user to manipulate a system effectively, in an effi-
cient and enjoyable way and to exploit all the avail-
able functionalities. A usable system is easy to learn,
flexible and adapts to user preferences and skills.

– Usefulness, which concerns the “User” and “Con-
tent” components. The usefulness of the content and
its relevance to the user tasks and needs are the rea-
sons behind the selection and usage of a digital li-
brary. This relevance is translated into actual rele-
vance, type and level of resource relevance and task
relevance.

– Performance, which is placed between the “Content”
and the “System”. Although it is of crucial impor-
tance, this is an aspect of the system that the user
cannot see or evaluate directly. The performance of
the system depends strongly on the formats, struc-
tures and representations of the content.

4.2.1 Usability and related studies (User-System)

In our conceptual model, usability constitutes a major
research field that derives from the interaction between
the user and the system. It represents a set of principles
that should ensure that the system helps the users to
conduct their tasks in an efficient, effective and satisfac-
tory way. According to the most commonly quoted defi-
nition “usability is the extent to which a product can be
used by specified users to achieve specific goals with effec-
tiveness, efficiency and satisfaction in a specified context
of use” [18]. Usability studies not only the surface repre-
sentation of a system, but also its underlying structures.
A usable system needs to be attractive to the user, but
above all, must be learnable, safe and reliable. Usable
systems need to be error tolerant, consistent, adaptive
to the terminological and operational preferences of the
users, supportive, easy to be remembered and visually
clear. Usability is not only an issue for the digital li-
brary research area. A major part of the market sections
of digital libraries and electronic publishing is investing
a considerable amount of money in the application of
usability principles and methods in order to produce us-
able large-scale systems [19].

Blandford, Buchanan and Jones, in the editorial of a
special issue of the International Journal of Digital Li-
braries on the usability of DLs, underline the danger of
producing digital libraries with novel and advanced fea-
tures, which will be neglected by the users due to the
difficulty of using, learning and understanding their op-
eration [20]. The wealth of research into the usability of
library websites has uncovered the syndrome of “librar-
ians know better” [21]. This syndrome can be found ev-
erywhere and it means that the developers are ignoring
the users’ primary needs, behavioral models, operational
skills and context infrastructure.

Usability evaluation is conceived as “the act of mea-
suring (or identifying potential issues affecting) usability
attributes of a system or device with respect to particular

users, performing particular tasks in a particular con-
text” [22]. In this wide sense evaluation is conceived as
all those processes that (at least) describe and evaluate
the impact of specific interface features on the creation
of a normal and effective interaction between the user
and the system. In any case, usability is the main key
for system developers to address user centered design
issues.

Usability issues are located at different stages of the
development cycle. Formative and summative evaluation
share common techniques but have different perspec-
tives and the results vary with respect to the number
and weight of recommendations. System developers ap-
ply a wealth of techniques that range from fully auto-
matic ones to techniques that necessitate the involve-
ment of real users in controlled environments or oper-
ational contexts. Automated evaluation methods have
been strongly criticized for their lack of ability to pro-
duce interpretable and qualitative data that will help
the evaluators understand the nature of the usability
problem, its severity and the impact it has on the user
interaction. Techniques based on user participation are
described as time and resource consuming. Neverthe-
less, the wealth of usability evaluation techniques can
be grouped into five main categories:

– Automated techniques that use specific usability
evaluation software to produce mostly quantitative
data. In this category we can include transaction log
analysis, a widely used technique that examines the
activity of users in a given time session [23–25].

– Empirical or research based techniques that re-
quire users’ participation, observation and recording
of their actions [26–28].

– Comparative techniques that collate the system
with given standards and guidelines or other operat-
ing systems. This may be performed automatically.

– Text interviews, focus groups, surveys and ques-
tionnaires are the prime methods for collecting qual-
itative data, like user preferences, explanatory opin-
ions and satisfaction rates [29,30]. Multiple varia-
tions exist for each of these techniques, and also for
the way in which they are conducted (online, in per-
son etc) and the level (structured, semi-structured
interviews etc.).

– Analysis techniques that require the participation
of usability experts. They can examine the system,
either alone, or with the cooperation of domain ex-
perts for better results [31].

CALIMERA, a project funded by European Com-
mission’s IST Programme, has done a significant amount
of work on usability [32]. Dicks, quoting Rubin, notes
that usability evaluation has inherent limitations [33].
One of these is the fact that the testing procedure is an
artificial situation. Thus the results of a usability test-
ing will not be fully representative. The HCI community
has struggled to lift these inherent limitations by recom-
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mending the combined application of several methods in
a sequential and repetitive manner [34]. In the DL re-
search field this recommendation has been widely used,
see for example the ADL [35], DeLIver [36] and Envi-
sion [37] projects. The combination of different methods
has taken the form of the “convergent paradigm”, which,
apart from improving system usability, can lead to com-
parative evaluation of the methods themselves [38]

Other ways of minimizing the effects of usability test-
ing exist, such as letting the users perform their own
tasks [39] or developing and practicing techniques that
utilize users’ spontaneous feedback during real time in-
teraction [40].

User Interface Related Studies Generally, the user inter-
face acts as a bridge between the user- and the system-
environment so that the user can interact with the dig-
ital library system. It is also the means by which the
system reveals itself to the user. A digital library must
provide support for interaction. In fact, it must support
different types of interactions and therefore appropriate
evaluation methodologies must be developed to measure
the effectiveness of these interactions.

In a digital library, the complexity of the interactions
is determined by the dimensions of the users, the infor-
mation sources and the objects as well as the complex-
ity of tasks to be performed. Some time ago, Bates [41]
suggested a 4-level approach to search activities (move,
tactics, stratagems, and strategies) that needed to be
supported by an information access system (such as a
digital library) in order for a user to retrieve the infor-
mation needed. Her proposal clearly refers to interface
issues as well as to task-related issues. Cousins [42] sug-
gested an early solution to the problem by proposing a
task-oriented interface for a digital library. This interface
would need to take into account a range of activities and
processes, and in particular the variety of:

– information sources.
– information objects.
– users and groups of users.

Any evaluation of the user interface also needs to
take into account how well the different components and
functionalities are integrated. This will affect the results
of the information handling task.

Task and Context-oriented studies Each domain and con-
text contains a specific set of components that form that
particular digital library environment. The contexts in
which specific information access situations occur are
therefore important. One of the goals of a digital li-
brary will be to support users and communities in their
task performance processes. Criteria that can be used for
evaluation need to be indicated. An example of the group
of studies that is concerned with work-task and domain
related evaluation studies is the Cognitive Framework
for Analysis and Evaluation [43]. Evaluation is a guided

bottom-up approach that focuses on individual as well
as collaborating users and the context of their activities
within the means and ends of their work domains [44].

Within a task-oriented evaluation perspective, as-
pects such as interaction and interactivity should be con-
sidered. Aspects that can be evaluated include:

– Types of tasks and stages of a single task.
– Task performance and task procedures.
– Task complexity and task variations.
– Differences between domains.
– Impact on organizational levels.
– Types of information access systems and processing

activities.

Usage studies Aspects of the evaluation continuum that
have not been sufficiently evidenced regard use and us-
age. When dealing with different types of information
systems, the system design usually ends when the user
has retrieved the required information. But the informa-
tion handling process does not end there. There are other
issues to be examined like: What part of the retrieved
information is actually used and in what way? When
and how is the acquired/accessed/retrieved information
used? What types of information components are used
and what type of outcome is produced.

As Borgman [45] points out, creating, using and seek-
ing information involves a continuing and iterative eval-
uation process, which may involve a variation of eval-
uation methods and measures. The choice between the
various methods is in itself a research question: the last
word on evaluation methodologies has not yet been writ-
ten, neither with regard to the art of methodology de-
velopment nor to the craft of methodology choice for
practical evaluation purposes.

4.2.2 Usefulness (User-Content)

Usefulness is the abstraction of every information need
that stimulates user interaction with digital libraries. It
lies between the content and the user needs and it reflects
how users perceive the relevance of a digital library with
their needs, the width, the breadth, the quality, as well
as the validity of its collection, and the ability to serve
their goals. The assessment of usefulness depends on the
features of both the user and the content components.
User monitoring provides us with an insight into the way
the user seeks information and uses it in the digital li-
brary environment. Two major approaches are followed
when addressing these issues, namely user studies and
information behavior. These are two multidisciplinary
areas that can address different variables of the evalua-
tion process. Either as main evaluation processes, or as
supplementary components (on a priori and/or posteri-
ori stage), they provide valuable tools for assessing the
usefulness of the information content.
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User studies An evaluation of digital library collections
and services must take into account the characteristics of
the user community. User-oriented evaluations are well
known and have been applied in many studies. The eval-
uation of a digital library can serve many purposes in-
cluding understanding phenomena such as human in-
formation seeking behavior and information handling
and refinement. User-oriented evaluation involves many
stakeholders, both individual end-users and librarians,
as well as various groups from the community or society
in general. Criteria used in the evaluation of user-system
interaction include:

– Types of users and their characteristics, such as dif-
ferent levels of knowledge and experience.

– The information needs of the users.
– Different satisfaction factors (functionalities and task

accomplishment, etc.).
– Types of information handling strategies.
– Tasks and task procedures.
– Representation of work domains and environment.
– Collaboration between users and groups of users.

User studies are the most common means to collect
and assess information about the preferences of a user
community. Surveying techniques are used for the collec-
tion of data and to produce statistical representations of
the preferred properties of the digital library content,
the way and the modes of access, etc.

Moreover differences between classes of users are re-
vealed. Individual interests as well as dissimilarities be-
tween user classes constitute informative estimators on
the generalized value of the digital library. Some of the
user studies mentioned in the 2003 CLIR report, by
Carol Tenopir, focus on the profile generation of users
who use electronic resources in a physical environment
[46] We still need to form a clear image of those users
who do not enjoy the advantages of a physical organi-
zation that could help them solve problems encountered
when accessing the digital library.

As mentioned earlier, user studies exploit surveying
techniques, like questionnaires, surveys and online forms
[47]. In the case of small samples more direct meth-
ods are selected, such as interviews and focus groups.
Direct contacts between the evaluator and the partic-
ipant help the former to interpret previously collected
statistical data, to explain behaviors and to check user
concepts [48]. As already mentioned, another practical
method of data collection is the employment of transac-
tion logs. This makes it possible to collect and analyze
all traces of a user’s choices during a work session and
thus create meaningful models of usage. Despite criti-
cisms of the cohesion of transaction log analysis on the
web with cached files, this method is widely used in many
evaluation projects around the digital information globe.
The SuperJournal project investigated the employment
of transaction logs for the extraction of useful behavioral

models and then developed an evaluation framework for
the selection of the appropriate data for collection [49].

Information behavior This research field focuses on the
patterns of behavior that are generated between differ-
ent classes of users and different information systems.
Information behavior is an interdisciplinary field that
involves personnel, methods and applications from psy-
chology and cognitive science, computer science, infor-
mation science etc. [50]. Information behavior investi-
gates the information seeking and retrieval process in
detail. It splits this process into separate stages and an-
alyzes them in correlation with actions, cognitive states
and emotions. Interesting research issues are the mo-
tivations of usage, the affective states of the process
[51], differences between certain classes of users [52], the
structured or unstructured nature of accessing informa-
tion, the serendipitous selection of information seeking
directions [53], the problematic states [54], etc. Methods
for collecting data in information behavior studies are
once again surveying techniques and questionnaires, as
well as interviews [55] and focus groups. Finally obser-
vational studies, including recording of user interaction
and think-aloud protocols, are also used.

Content-related studies The following issues may affect
digital library policy and decisions, as well as the tech-
nology infrastructure and processes (e.g. server technol-
ogy, maintenance, etc). In an interdependent environ-
ment, such as a DL, evaluation cannot study these fac-
tors in isolation; they must be measured in the context
of the entire system. A clear picture of the properties of
the content is an essential part for the DL evaluation on
the axis of usefulness. Apart from acquiring a user popu-
lation profile, we also need to know what kind of content
is available and how access and adoption is affected by it.
The following issues represent the major research areas
regarding the properties of content.

– Content nature
– Form (text, video, images, sounds etc.)
– Language (language(s) used and whether the con-

tent is monolingual, bilingual, multilingual)
– Method of creation (digitized, born digital)
– Type (white, grey literature)

– Content structure
– Level (primary object, metadata)
– Size
– Cohesion (homogeneous or heterogeneous attributes

usually apply at collection level and are connected
with interoperability standards and technologies)

– Delivery mode (hypertext protocols, streaming tech-
nologies)

– Administration
– Collection growth (acquisitions, drop-outs)
– Rights (related to the license mode and content

type, e.g. evaluating policies on thesis acquisition
and provision)
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– License mode (open access, one-off purchasing,
subscription-based with multiple variations such
as e.g. moving walls)

It is obvious that some of these issues are easily re-
solved (for example size), whereas others need specific
tools and applications, and may be related to legisla-
tive parameters. Transaction log analysis may reveal the
rate of preference on each of the content attributes, while
other methods, like Conspectus [56] can assess associa-
tions between collections and inform about the collection
growth.

4.2.3 Performance (System-Content)

Given a general framework of evaluation (or context
as in [57]), in this section we mainly concentrate on a
system-centered approach. This approach is one of the
most prevalent, and involves a study of performance as-
pects. It also includes the assessment of the efficiency
of a feature, a specific design, or a technological com-
ponent. With respect to the classification scheme of a
DL given in [1], we will focus on the System/Technology
view of a DL. In particular, we will concentrate on the
evaluation aspects of information access and extraction.

In general, the evaluation of information systems has
been carried out in controlled settings, using different
criteria and measures, with the aim of providing bench-
marks and improving performance. The performance eval-
uation of a DL is a non-trivial issue that should cover
various aspects, such as: architecture, storage and ac-
cess capability, management of multimedia content, etc.
Although DLs by their nature are distributed modular
systems in which various components cooperate together
using some network capabilities, evaluation campaigns
organized to evaluate DL components rarely exploit this
distributed nature. In this section, we discuss important
issues regarding both classic “off-line” evaluation and
also some of the questions raised by the emerging areas
of distributed access/computing (“on-line” evaluation).

“Off-line” evaluation Current evaluation campaigns pre-
sent the participants with one or more test-bed collec-
tions, a set of tasks to be performed, and a method by
which the performance of their systems can be evalu-
ated with respect to the collections and the tasks. This
kind of approach is found in the most important evalu-
ation campaigns such as: TREC3, CLEF4, NTCIR5 and
INEX6. However, a more mature way of evaluating per-
formance within these campaigns would also take into
consideration the following aspects:

– Every year collections change constantly. The num-
ber of different collections usually increases as well

3 http://trec.nist.gov
4 http://www.clef-campaign.org
5 http://research.nii.ac.jp/ntcir
6 http://inex.is.informatik.uni-duisburg.de

as the total amount of data to be processed. This
constant growth can be seen in relationship with the
capacity of computers to store ever more bytes. How-
ever, comparing system performance in different years
is almost impossible. Therefore we need methods to
make performance analysis comparable over time.

– Together with the question of how to make collec-
tions stable, there is also a problem of a lack of a
historical/temporal vision of system evaluation. De-
ciding whether a maximum level of performance has
been achieved for some specific feature/design/com-
ponent or not is a non-trivial question. Even if the
focus is on one single aspect of a DL, it is not easy to
claim that an asymptotic limit of best performance
has been reached or improvements can still be made.

“On-line” evaluation In the campaigns mentioned in
the previous paragraph the search mechanisms of DLs
are evaluated independently of other architectural fea-
tures. In [58] aspects of how to manage the distributed
nature of DLs were explored in depth. It is clear that
new areas like peer-to-peer (P2P), grid computing, and
service-oriented computing provide new opportunities for
DLs. For example, data management by means of P2P
architectures allows for loosely coupled integration of in-
formation services and sharing of information such as
recommendations and annotations. DLs where multi-media
content is a key-point (such as protein structure display
in biomedical DLs), and an intensive computational load
is required can use a grid computing middle-ware. Other
issues such as describing the semantics and the usage of
information services and combining services into work-
flow processes for sophisticated search and maintenance
of dependencies can be provided by service-oriented com-
puting procedures. This intrinsic feature of a DL sug-
gests that the evaluation process should also be in a sense
on-line, meaning that the evaluation process should ex-
ploit the network and the modularity of a DL.

4.3 Practical issues

In the previous subsections we outlined the components
of a DL and the interactions between them, as well as the
principle directions, methods and techniques for their
evaluation. The following questions refer to the practi-
cal implementation of an evaluation procedure. As in
every evaluation project, the selection of the appropri-
ate method or technique is determined by some, often
inter-dependent, factors. Some of these concern:
– Cost (how much will it cost in terms of money, re-

sources and time?)
– Effectiveness (how effective will it be / how many

problems will be revealed?)
– Time (how much time is required?)
– Personnel (are skilled staff or usability experts needed?)
– Infrastructure (what kind of storage and analysis soft-

ware is needed?)
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– Place (can the evaluation be done remotely/can it
be done in controlled environments or in contextual
conditions?)

– Evaluation timing (at which stage of the development
cycle will it occur?)

– Pace of evaluation (how frequently will it take place,
with what aims and under which circumstances?)

– Collaborative evaluation (are test-bed systems needed
for the evaluation?)
One major aspect that will affect evaluation deals

with the type of experimental framework in which the
evaluation will take place [59]. We analyze the factor
“Place” since DLs have to serve physically remote users
in diverse time periods. This requirement will impact on
the criteria, measures, data collection methods, proce-
dure and outcome. Generally, we apply either a laboratory-
based evaluation or a real-life empirical evaluation set-
ting. Usually, there is a dichotomous relationship be-
tween these approaches but, in fact, they could comple-
ment and support each other at a higher level of evalu-
ation. For this reason, it would be interesting to be able
to integrate statistical data and narratives in order to
assess impact as well as performance and usage. One of
the differences between these two approaches is the ex-
tent to which the evaluation process and outcome are
controlled. In an experimental, laboratory-based setting
we can control what and how we evaluate, whereas in a
real-life situation there can be components of the evalu-
ation setting that we cannot really control and therefore
different sets of data collection methods may have to be
applied.

The process of collecting qualitative data through re-
mote methods is very difficult; so far we have insufficient
evidence with respect to several issues, e.g. how to re-
cruit and stimulate user participation in remote eval-
uation settings. The DLF/CLIR 2002 report on usage
and usability assessment indicates a number of concerns
about assessment methods, for example the need to col-
lect meaningful and purposeful data, the development of
skills to gather, analyze and present user data, etc. [60].
Digital libraries are systems that, even when they have
been developed to serve physically located user commu-
nities, still need to provide a remote and asynchronous
mode of access to information. Thus we need methods
that effectively evaluate them for cases of full remote
access, where the user does not have any physical con-
nection with the DL administration.

The selection of the right evaluation method is de-
pendent on the above mentioned factors and their com-
bination with the type of data that will be collected.
Methods that involve qualitative data collection include
think-aloud protocols, observation, interviews, question-
naires and simulations, while, for quantitative data col-
lection, methods such as transaction log analysis, and
error and time analysis can be used.

Digital libraries are destined to serve user communi-
ties [61]. If unused these systems fall into oblivion and

terminate their operation. This fundamental commit-
ment of digital libraries determines an evaluation of the
role that the digital library plays in serving a community
and its members. The difficult task of this evaluation is
to assess in an effective way the qualitative serving of
this community and its members. There are diverse lev-
els of assessment. In addition to the level of evaluation
(individual/community), other factors like the mode of
use (e.g. collaborative) and the context of use (informa-
tion access, education, research) make the whole process
even more complex. System developers and evaluators
must implement the right evaluation process, so that it
is more efficient and can generate useful system design
recommendations. Therefore a prerequisite of this type
of evaluation campaign should be the careful and ana-
lytical mapping of the evaluation research onto the real
needs and aims. This process must be done in a system-
atic way in order to cover all facets, to address the main
questions and should be finalized in a set of methods,
criteria and metrics that will be used in the campaign.

4.4 A Classification Model of Evaluation

Evaluation Computer model [62], given in Figure 3 is an
analytic mechanism of description and classification of
evaluation procedures. Based on a faceted analysis, the
Evaluation Computer is a framework that can be used
to create comprehensive profiles that could be compar-
atively listed in order to assess the depth and width of
coverage of the current evaluation foci. According to this
model the evaluation process is defined as a selection of
a set of point from a multidimensional space. The space
consists of a set of aspects, namely evaluation, user, or-
ganizational, content and system. Each aspect is divided
in a set of facets. Thus the Evaluation Computer is able
to systematically record the main items regarding the
evaluation process (evaluation aspects), the DL compo-
nents (user, content, system aspects) and the contextual
conditions (organizational aspects).

Fig. 3. A Possible Layout of the Evaluation Computer
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The central section in Figure 3 provides an example.
The first part of the evaluation profile building process
(the inner ring) concentrates on the evaluation aspect.
In the case of this example, it indicates that the na-
ture of the evaluation activity is summative and that the
method selected is transaction log analysis. The second
part of the profile (the next ring) is determined by user
aspects. The evaluation activity here uses logs resulting
from usage by the general public, and there are no ge-
ographical constraints. This worldwide user community
uses the DL for educational purposes (organizational as-
pects). What is evaluated is shown in the fourth ring: the
interaction of users with the content and more specifi-
cally with textual objects in their full format (content
aspects). As shown in the outermost ring, the users in-
teract with the DL through a web interface, while the
distribution parameter is based on the dominant "client-
server" architecture (system aspects).

This example illustrates the ability of the Evaluation
Computer to classify an evaluation activity, both at the
process and at the DL component level. The resulting
classification can be compared against the existing cor-
pus of evaluation studies. This kind of analysis could
help designers to better understand the reasons under-
lying particular decisions in previous studies, the final
results and implications, and the relation between the
results and the undergoing activity.

5 DL Evaluation Framework

It is clear at this point that setting up a framework for
the evaluation of digital libraries is not only a very diffi-
cult task but also quite controversial with so many mod-
els and formalisms already available and so many con-
tributions from related research areas.

We base our work on the framework for DL eval-
uation designed by Tefko Saracevic; in [57], he intro-
duced four dimensions or components (construct, con-
text, criteria and methodology) for describing evalua-
tion activities, which we describe in more detail in the
following. The framework per se acts both as a classifica-
tion scheme for existing evaluation studies and a model
for new ones. In particular, a set of guidelines can be
extracted from it in order to make the overall evalua-
tion experience not only less controversial and complex
but, more importantly, easier to replicate and compare
to similar ones so that, in the future, evaluation experi-
ments and their findings would not be obsolete individ-
ualistic exercises but would serve the entire community
and allow for progress and improvements where needed.
Saracevic’s four dimensions have also proved to be natu-
rally descriptive and sufficiently flexible to describe a va-
riety of studies. This is an essential feature if the frame-
work is to be widely adopted by the DL community. As a
whole, they respond to the most crucial questions raised
within the DELOS Evaluation forum:

– Why evaluate?
– What to evaluate?
– How to evaluate?

The why, what and how questions are immediate
and intuitive to use and understand, but clearly have
some overlaps in terms of their coverage. Furthermore,
taken in isolation, they are open to individual interpreta-
tions and their complexity can grow out of control. This
could make their application to model existing evalua-
tion initiatives or design new ones cumbersome, complex
and inconsistent.

Saracevic’s model has instead proved its usefulness
as it provides four clean cut categories while still main-
taining the rich expressivity necessary for this type of
framework. By using a more concrete terminology, spe-
cific to evaluation, it is easier to classify existing studies
keeping in mind the important questions.

5.1 The Four Dimensions

Construct represents what is being evaluated and how
it can be used both at a high and a low level. For in-
stance, it could be applied in cases where the evaluation
team defines its own interpretation of the DL. Similarly
it can define those aspects and/or components of the
DL that are objects of the evaluation procedure. Con-
struct answers the WHAT question at as many levels as
needed.

Context is possibly the richest of all dimensions as it
accounts for everything that qualifies as motivation and
framework for each evaluation study and as such cov-
ers scenarios, actors, objectives and goals, approaches
and perspective in the study. It could be further de-
veloped into additional dimensions in order to provide
all the necessary elements to describe the framework for
each individual evaluation study. This is where the WHY
question is answered.

Criteria is actually the core of the evaluation study and
covers parameters, factors and measures used to assess
the quality of what is evaluated and every aspect of a
DL being evaluated. It responds partially to the HOW
question.

Methodology together with criteria also answers the HOW
question and provides a means to describe the proce-
dures and protocols followed in both the gathering and
the analysis of data from the evaluation experiment.

None of the four dimensions is independent of the
others but, taken as a whole, they provide a self-contained
environment where the various issues related to DL eval-
uation can be explored and described without the risk
of unnecessary overlap.
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5.2 Proposed Guidelines - How to Adopt the
Framework in the Most Productive Way

The idea behind adopting this high level framework is
to provide designers and evaluators with a better under-
standing of the role and the benefits of a well designed
and structured evaluation experiment. It is also a way
to support evaluators in setting up effective experiments,
so that their findings can be compared with similar or
related studies and thus maximize their utility. The four
dimensions can then be used in a variety of ways, accord-
ing to the level of development of the evaluation and the
needs of its designers. In a very initial stage, in prepa-
ration for the design of the evaluation study, these four
aspects can be used to group similar case studies into
clusters, so that the evaluation designers can obtain a
better understanding of what the rest of the community
is focusing on and what has been neglected.

The next stage for the evaluators is to decide on
which aspects to focus according to their needs and the
project requirements. Here the four dimensions are used
as the basis for a brainstorming process in which design-
ers elaborate and adapt them to their evaluation needs.
They help to structure the answers to the crucial ques-
tions: why, what and how.

– Why evaluate; i.e. determine the aims of evaluation.
In this stage strategic decisions are taken regarding
the constructs, the relationships and the evaluation
itself. For example, how satisfied are the users of
a DL (construct: user) with the effectiveness of an
existing IR system (association: user - system) and
what results do the evaluators expect to be produced
(e.g. a summary of system deficiencies in comparison
with design aims). The Evaluation Computer could
be used to formulate a profile of the evaluation pro-
cess itself through the "Evaluation Aspects" ring.

– What to evaluate; this involves:
– Determining the constructs (components, relation-

ships)
– Determining the type (comparative, formative, sum-

mative)
– Determining the target DL service

The framework presented at the DELOS Padua Work-
shop [15] and shown in Figure 2 indicated the main
constructs of an evaluation procedure, as well as their
associations. The interaction axes represent three main
evaluation foci, which are discussed extensively in
the literature. In conjunction with the Evaluation
Computer, this framework can be used to define the
main constructs and sort their attributes (e.g. divid-
ing content attributes by semantic and morphologic
properties).

– How to evaluate; i.e. decide on the way to perform
the evaluation:
– Planning the evaluation by selecting methods, cri-

teria, metrics, samples (humans, collections etc.)

– Executing the evaluation by selecting and analyz-
ing data (main methods and alternatives)

– Presenting the results

At this point, the process materializes all the deci-
sions taken in the previous stages. The Interaction Trip-
tych model described in Sections 4.1–4.2 presents the
main evaluation criteria and metrics mapped onto the
three interaction axes. This could serve as a starting
point for the evaluators to find the appropriate measure-
ments and to adapt them to the needs and requirements
of their research.

Once the evaluation experiment has been designed
and the operational procedure is defined, the four dimen-
sions can be used for the analysis of the data collected.
This has the twofold advantage of providing direction to
the evaluation and providing results comparable to those
from other studies inside the same framework.

It is worth noting that any tool of this level of expres-
siveness and effectiveness is valuable to a community as
long as it is easy to use and flexible to adapt. The pro-
posed framework has both qualities. The verticality of
the four dimensions permits the incorporation of vari-
ous evaluation frameworks, the analysis of the current
conditions and the proposal of solutions, as has been il-
lustrated in the case of the Evaluation Computer and
Interaction Triptych frameworks.

Overall the four dimensions can be used in a number
of practical and effective ways during the design, im-
plementation and final analysis of any evaluation study.
DLs can be complex systems and their evaluation is a
challenging exercise. Any tool that could help designers
in this task should be carefully considered and adopted
by the DL community if it fulfils their needs. In our opin-
ion, the simple framework proposed above could have a
positive impact in a variety of ways by assisting and sup-
porting designers of DL evaluation studies at different
stages.

6 Recommendations

A number of recommendations emerge from the multi-
faceted analysis presented in this paper and should be
taken into consideration when setting up a DL evalua-
tion activity:

Flexible evaluation frameworks. For complex entities such
as DLs, the evaluation framework should be flexible, al-
lowing for multi-level evaluations (e.g. by following the
six levels proposed by Saracevic [57], including user and
social) and undergo a period of revision and validation
by the DL community before being widely adopted. This
property would avoid obsolete studies, based on rigid
frameworks.
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Involvement of practitioners and real users. Practition-
ers have a wealth of experience and domain-related knowl-
edge that is often neglected. Better communication and
definition of common terminology, aims and objectives
could establish a framework of cooperation and boost
this research area.

Build on past experiences of large evaluation initiatives.
Evaluation initiatives, such as TREC, CLEF, INEX, and
NTCIR, have collected a wealth of knowledge about eval-
uation methodology.

In order to foster evaluation research in general, the
following issues should be addressed:

Community Building in Evaluation Research. The lack
of globally accepted abstract evaluation models and meth-
odologies can be counterbalanced by collecting, publish-
ing and analyzing current research activities. Maintain-
ing an updated inventory of evaluation activities and
their interrelations should help to define good practice
in the field and can also help to build the research com-
munity.

Establishment of Primary Data Repositories. The pro-
vision of open access to primary evaluation data (trans-
action logs, surveys, monitored events etc.) as is common
in other research fields, should be a goal. In this respect,
methods to render anonymous the primary data must
be adopted, as privacy is of strong concern. Common
repositories and infrastructures for storing primary and
pre-processed data are proposed along with the collabo-
rative formation of evaluation best practices, and mod-
ular building blocks to be used in evaluation activities.

Standardized logging format. Further use and dissemi-
nation of common logging standards is also considered
useful. Logging could be extended to include user be-
havior and system internal activity as well in order to
support the personalization and intelligent user interface
design processes.

Evaluation of User Behavior in-the-large. Currently, eval-
uation is focused too much on user interface and sys-
tem issues. The user satisfaction with respect to how far
his/her information needs have been satisfied (i.e. infor-
mation access) must be investigated, independently of
the methods used to fulfil these needs. The determina-
tion of user strategies and tactics is also recommended
(such as search strategies, browsing behaviors). This re-
lates to evaluation in context, and to the question of
identifying dependencies in various contexts (e.g. socio-
logical, business, institutional, etc.). Collecting user be-
havior as implicit rating information can also be used to
establish collaborative filtering services in DL environ-
ments.

Differentia specifica of the Domain of Evaluation. An
important problem is how to relate a possible model of

digital libraries to other overlapping models in other ar-
eas. How does a DL relate to other complex networked
information systems (e.g. archives, portals, knowledge
bases, etc.) and their models? Is it possible to connect
or integrate DL models to the multitude of related ex-
isting models? The answer to this question should also
help to define the independent research area of DL eval-
uation.

7 Conclusions

In this paper we described the state of art in the DL
evaluation research area. In parallel we have attempted
to establish a framework for evaluating DL systems in
a holistic way. Our objective is to formulate a frame-
work that could accommodate as many aspects as can
be found in the various levels of the evaluation proce-
dure. The multitude of evaluation foci and the variety of
perspectives have been a concern during the formation
of the framework. Finally, we have provided recommen-
dations concerning the actions needed and the strategies
to be followed in DL evaluation. It is expected that the
unification of the multi-form and varied DL evaluation
activities within a common framework will need consid-
erable time as DL research and development is still at
an early stage and wide-scale awareness, acceptance and
employment of DL systems is only just beginning. How-
ever, evaluation is and will remain a crucial aspect in
the evolution and acceptance of these systems.
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Terminology used in this paper

Assessment: The process of measuring, quantifying, and
/or describing the attributes of a system covered by
the evaluation

Evaluation: The systematic process of determining the
merit, value, and worth of something. Evaluation is
broader than assessment and involves making a judge-
ment as to the effectiveness of an assessment. Evalu-
ation has a certain goal, methodology and devices or
techniques. The goal suggests some evaluation crite-
ria (e.g. performance), which sometimes break down
to evaluation parameters (e.g. response time, avail-
ability). At times these parameters are qualitative,
at times quantitative. If quantitative, a metric can
be defined. In the case of metrics the values are of
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course comparable over different evaluations. A suc-
cessful evaluation should be transferable (apply to
other contexts) and confirmable (verifiable).

Evaluation, comparative: An evaluation activity that de-
notes the degree or grade by which a system or com-
ponent has a property or quality greater or less than
that of another.

Evaluation, formative: An evaluation activity carried out
in parallel with the development phases of a DL sys-
tem. As a part of development, a formative evalu-
ation aims to minimize system imperfections before
release.

Evaluation, summative: An evaluation activity carried
out at the final stages of the development cycle or
after an initial release in order to measure the per-
formance in real operating conditions.

Evaluation device: Instrument or application that is used
as part of an evaluation process.

Evaluation framework: a defined structure of methods
and supporting devices designed to support the eval-
uation needs of a community.

Evaluation goal: The desired knowledge about a system,
its performance or usability.

Evaluation method: A series of steps or actions taken to
accomplish an evaluation.

Evaluation model: An abstract, general or theoretical
representation of an evaluation approach.

Evaluation parameter: A measurement or value on which
something else in the evaluation process depends.

Evaluator: The person, group or organization that per-
forms the evaluation.

Interactivity: The ability of complex systems to detect
and react to human behavior.

Metric: A unit of measure for some property of a system.
Precision: The fraction of relevant documents in the set

of all documents returned by a search.
Quality: The desirability of properties or characteristics

of a system or process. Quality is contextual.
Qualitative: A type of empirical knowledge. Qualitative

data are unbiased and/or relative.
Quantitative: Quantitative properties can be meaning-

fully measured using numbers; properties which are
not quantitative are called qualitative.

Recall: The fraction of relevant material that is returned
by a search.

Response time: The time a system or functional unit
takes to react to a given input.

Test bed: A collection of resources that can be used for
evaluation purposes.

Use case: A technique for capturing the potential re-
quirements of a system or software. Each use case
provides one or more scenarios that convey how the
system should interact with the end user or another
system to achieve a specific goal.

User situation: A state of the user in which an informa-
tion need emerges. A user situation is formed by the

contextual conditions of the user, both in the envi-
ronment and the domain.

User task: The mental and physical activity of the user
to achieve a goal.

Validation: Testing to ensure the system (or component)
conforms to requirements.

Verification: Testing to ensure proper functioning of the
system (or component) in technical terms.
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