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Summary 
The purpose of this research is to propose an effective color 
metric which can predict the perceptual image quality for 
Retinex method. In this paper, we first give a brief introduction 
of three kinds of typical single Retinex methods to improve the 
color reproduction. And then, we state the process for obtaining 
the observer rating value from the subjective evaluation 
experiment performed under the sRGB illumination condition. 
Next, we introduce the S-CIELAB metric and propose a new 
metric on the basis of S-CIELAB metric that considers the 
gazing information. The average S-CIELAB color differences 
with and without the consideration of gazing information were 
calculated as the objective image quality measures. The 
correlations between the observer rating values and the objective 
image quality measures were calculated. The result shows that all 
of the average S-CIELAB color differences based on the gazing 
information are better correlated to the observer rating value than 
the average S-CIELAB color difference over the whole area. The 
average S-CIELAB color difference weighted by the gazing 
frequency over the gazing area shows the strong correlation with 
the observer rating value. 
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1. Introduction 

The increased availability of color imaging systems, 
computer power and broadband network has changed all 
of our life as a multi media age. In the multi media age, 
many kinds of color images have been widely used for e-
commerce, medicine, recording, printing and so on. In this 
process, it is always required to reproduce natural color 
and tone corrections of the image by using many image 
processing methods, such as tone mapping, gamma 
correction, gamut mapping, histogram transformation, 
Retinex processing and so on. The parameters are adjusted 
by the perceptions of the observers with skill to the most 
suitable image. Thus the standard methods for image 
quality measurement must necessarily rely on the 

psychophysical experimentation. However, the 
psychophysical experiments are very time consuming and 
expensive to complete properly [1]. Therefore, an effective 
metric which can predict the perceptual image quality for 
these image processing methods is expected.  

In this research, we concentrate on Retinex method. 
Retinex method is based on Land’s Retinex model for 
lightness and color constancy of the human eye [2]. It has 
been applied to image processing for color correction 
because it can improve the image quality of the 
underexposure image, the backlight image, and the image 
taken under some illuminant that with a little color, such 
as the standard illuminant A. The image quality of these 
images can not be improved very well by using the 
conventional image processing methods, such as 
histogram equalization, linear operation, and so on. Multi-
Scale Retinex has been reported more effective than 
Single-Scale Retinex [3], the selection of the parameter in 
it, such as the size of the scale, is very important to decide 
the final reproduced color image quality. However, it is 
not easy to decide this parameter. And until now, for 
Retinex method, quality criteria method well correlated to 
the evaluation by those observers are not defined. 
Therefore, in this research, the purpose is to propose an 
effective color metric which can predict the perceptual 
color image quality for Retinex method. We used the 
proposed metric to predict the change of the perceptual 
color image quality of the produced resultant images by 
using the Single-Scale Retinex method with different 
scales whose size is different. And it is expected to be used 
as the quality criteria of the parameter selection in the 
automatic image processing system in the near future. 

The traditional color metric approach to color image 
quality is to measure the color differences of large uniform 
patches between the reproduction and the original (or 
others decided according to the purpose). The results are 
then typically expressed in terms of average color 
differences or with histograms of color differences. The 
metrics utilized include the CIELAB  Euclidean 
color difference formula, the CIE94 color difference 
equation that corrects first-order non-uniformities in the 
CIELAB [4]. Another color metric approach is the S-
CIELAB [5] color metric, which is a spatial extension to 
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the CIELAB color metric that is useful for measuring 
color reproduction errors of digital images. Both CIELAB 
and S-CIELAB are the color difference metrics calculated 
over the whole area. It is well known that an image has a 
particular gazing area [6], and in the experimental results 
and our previous papers [7-9], we found that the total 
image quality is highly influenced by the gazing area. 
Miyata et.al [7] had verified the physical quality criterion 
within the gazing area is well correlated to the observer 
rating value. However, they only discussed the sharpness 
and the graininess characteristics of the observed images. 
And, they considered neither 2-degree visual field of the 
human eye nor the spatial change within the gazing area 
when they analyzed the gazing information. Therefore, in 
this research, we propose a new color metric based on S-
CIELAB metric with the consideration of gazing 
information for Retinex method. The gazing information 
includes both the gazing area considering 2-degree visual 
field and the gazing frequency within the gazing area. 
Finally, the effectiveness of the proposed metric is 
discussed. 

2. Retinex Methods 

Three kinds of typical single Retinex methods are 
considered in this research; the standard non-linear 
Retinex method (NLR) [10], the extended version of the 
non-linear Retinex method (ENLR) [11], and the linear 
Retinex method (LR) [12]. In the ENLR, the original pixel 
value is adaptively introduced into the output to keep the 
color balance. Each method has its own advantages and 
drawbacks respectively. 

2.1 Non-Linear Retinex Method (NLR) 

In the standard non-linear Retinex method, the Retinex 
output is given by 

( ) ( )
( ) ( ) ⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛

⊗
=

yxFyxI
yxI

yxR
mii

i
mii ,,

,
log,,

,
,σ            (1) 

where,  is the image distribution in the ith spectral 
band, in this research,  The symbol “

( yxIi , )
.,, bgri = ⊗ ” 

denotes the convolution operation, m is the size of the 
radius of the scale, and  is the surround function for 
the scale m 
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where, the standard deviation mi ,σ  is the Gaussian 
surround space constant. And K is selected such that 

( )∫∫ = 1,, dxdyyxF mi .                       (3) 

2.2 Extended Non-Linear Retinex Method (ENLR) 

The ENLR is based on the standard Retinex method. It can 
be expressed as  
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where, d is a ratio of the resultant image by the standard 
Retinex method to the original image. In this method, the 
original pixel value Ii is adaptively introduced into the 
output to keep the color fidelity.  

2.3 Linear Retinex Method (LR) 

The linear Retinex with no logarithm processing is simply 
described by 
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where,  is the surround function for the scale m in the 
luminance Y space which is given by 

miS ,

( ) ( ) ( yxYyxFyxS mimimi ,,,, ,,, ⊗ )=σ                (6) 

and the gain function ( )miA ,σ  designed based on the 
Center/Surround histogram is expressed as 
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and 
( ) ( ) ( )mimimiSC yxSyxYyxY ,,, ,,,,, σσ =            (9) 

and the capital letter M is the number of the scale. 
For all of the above Retinex methods, a single gain-

offset was selected which actually clips both the highest 
and lowest signal transitions before transporting the output 
to the display. 

To avoid the influence from the non-linear 
characteristic of the capturing system, the gamma of the 
test images added by the capturing system was corrected. 
After the processing the gamma was added in the LR. In 
contrast, in two non-linear Retinex methods, NLR and 
ENLR, the logarithm processing plays a role of adding 
gamma onto the output; therefore, the clipped value was 
directly transported to the display.  
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3. Subjective Evaluation Experiment 

3.1 Test Images  

                      
(a) Image taken under standard illuminant A   (b) Underexposure image 

    
(c) Backlight image           (d) Image taken under correct exposure 

Fig.1 Test images used in the subjective evaluation experiment. They are 
(a) an image taken under standard illuminant A; (b) an underexposure 
image; (c) a backlight image; (d) an image taken under correct exposure. 

Four kinds of test images (450×300, and 300×450 pixels 
at 8 bits) used in this research are shown in Fig.1. They are 
an image taken under standard illuminant A (from the 
standard spectral image database), an underexposure 
image (taken by using D1X, Nikon Corp.), a backlight 
image (color negative film scanned by film scanner), and 
an image taken under correct exposure (Sony sRGB 
standard image), respectively. These images were selected 
in consideration of the characteristic of Retinex method. 

Test images for the subjective evaluation experiment 
were produced by changing the size of the radius of the 
scale, m, in each Retinex method. Therefore, twelve 
groups of images were produced for the evaluation of 
image quality. The same value m is selected for each 
spectral band. To ensure the subjective visual quality 
increases with the size of the scale monotonously, we 
selected the scales as follows. For the NLR and the ENLR, 
m = 90, 120, 180, 260 pixels. For the LR, m = 70, 90, 120, 
180 pixels.  

Figure.2 shows the example images produced by 
using the ENLR for the subjective evaluation experiment 
of Fig.1 (a) and (c). In Fig.2 (a), the color shift caused by  

    

(1) m = 90      (2) m = 120       (3) m = 180     (4) m = 260  (pixels) 

(a) Resultant images of the image taken under standard illuminant A 

         

(1)  m = 90 (pixels)                     (2) m = 120 (pixels) 

         

(3) m = 180 (pixels)                      (4) m = 260 (pixels) 

(b) Resultant images of the backlight image 

Fig.2 Two groups of resultant images used in the subjective evaluation 
experiment produced by using the ENLR with different scales whose size 
is different. The sizes of the radius of the scale of these images are (1) 
m=90; (2) m=120; (3) m=180; (4) m=260 pixels, respectively. 

standard illuminant A is corrected. In Fig.2 (b), the 
shadow on the face of the woman caused by backlight is 
removed. As shown in Fig.2, the whole appearances of the 
resultant images by using different scales are very similar 
except some striking differences such as the place just 
before the left bottle in Fig.2 (a) and so on. It is verified in 
the following section that these places are frequently 
gazed, and they gave strong influences to the subjective 
judgments of the observers. 

3.2 Subjective Evaluation Experiment 

In the subjective evaluation experiment, images were 
evaluated on BARCO CRT display with high accuracy 
color reproduction characteristic by using the paired- 
comparison method under the standard sRGB illumination 
condition. At a viewing distance of 50 cm, the observers 
were asked to select the image shows more natural color in 
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total image quality from two images presented on the 
display. Subjective image quality was collected and 
analyzed across sixteen observers who are students with 
normal sense of color and visual acuity in our laboratory 
(thirteen males, three females). The psychophysical 
distance was calculated following the assumption of the 
Thurstone’s case V. The normalized psychophysical 
distance is used as the observer rating value in our 
research. The correlation between the observer rating 
value and the calculated objective image quality measure 
is discussed in section 6. 

4. Measurement of Gazing Information 

4.1 Eye Tracking Instrumentation 

The eye tracking system (EMR-NL8B, Nac Image 
Technology Inc) was used in the subjective evaluation 
experiment. The main components of this system include 
an eyeball photography camera which houses an infrared 
LED illuminator and an eye camera, a controller, a LED 
power supply box, a signal conversion box, and a chin 
level. Eye movement is detected by calculating the 
distance between the image of purple and the reflected 
image of an infrared LED illuminator on the cornea.  

4.2 Measurement and Analysis of the Gazing 
Information 

Eye movements of sixteen observers during the viewing of 
the images in the subjective evaluation experiment were 
measured. Eye tracking recordings from six of the sixteen 
observers were discarded due to poor calibration, 
excessive number of track losses, and problems related to 
equipment failure. 

Because the system is based on NTSC video signals, 
sight point is calculated at 60 Hz (video rate). The eye 
mark analyzing software allows for variable field 
averaging reducing signal noise. Gazing point ( )yx,  is 
obtained from the sight points over 8 video fields, which 
yields an effective temporal resolution of 133 msec [13], 
in the way described as follows. If the distance between 
the initial two sight points is within a certain scope, the 
two sight points belong to the same group. From the initial 
two sight points, the first center of gravity (COG) of the 
initial two sight points can be obtained. In the same way, if 
the distance between the first COG and the third sight 
point is within the same scope, the three sight points 
belong to the same group. The second COG which is the 
COG of the first COG and the third sight point can be 
obtained. In this research, we let the scope be 2-degree 
visual field. For such consecutive   sight  points   ( 8>nn

 

(a-1) In case of the used images in the subjective evaluation experiment is 
produced by using NLR 

 

(a-2) In case of the used images in the subjective evaluation experiment is 
produced by using ENLR. 

 

(a-3) In case of the used images in the subjective evaluation experiment is 
produced by using LR 

(a) Results by using the image taken under standard illuminant A 

)
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(b-1) In case of the used images in the subjective evaluation experiment is 
produced by using NLR 

 

(b-2) In case of the used images in the subjective evaluation experiment is 
produced by using ENLR 

 

(b-3) In case of the used images in the subjective evaluation experiment is 
produced by using LR 

(b) Results by using the backlight image 

Fig.3 The normalized gazing frequency map in consideration of 2-degree 
visual field of the human eye across ten observers 

       

(a) Results by using the image taken under standard illuminant A 

   

(b) Results by using the backlight image 

Fig.4 Gazing areas obtained with different threshold. From the left to the 
right, the thresholds are 0.2, 0.1, and 0.05 respectively. (The resultant 
images are the ones produced by the ENLR with a Gaussian scale whose 
radius is 90 pixels.)  

belonging to the same group, (  COG can be obtained. 
The 

)1−n
( )thn 1− COG is defined as gazing point ( )yx,  [14]. 

4.3 Gazing Frequency Map 

Gazing frequency map is an index that shows the gazed 
degree. At each gazing point , the normalized spatial 
gazing frequency

( yx, )
( )yxF ,  is calculated by  

 ( ) ( )
( ) ( ) [ ]         (10) 1,0,

,
,, ∈

⎭
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⎫

⎩
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⎧

= yxF
yxN
yxTyxF
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where, ( )yxT ,  and ( )yxN ,  denote the total gazing time and 
the number of times of gaze, respectively. The subscript 
nol means normalization. Furthermore, from the 
physiologic viewpoint, when a person observes an object, 
not only one point, but also its surrounding is seen 
simultaneously. The scope including the point and its 
surrounding is called visual field. In this field, the 
obtained information decreases if apart from the eye beam 
[14]. We consider this characteristic of the human eye by 
convolving the obtained frequency with a Gaussian filter 
corresponding to the 2-degree visual field of the human 
eye [13]. In this way, a gazing frequency map with 
consideration of the 2-degree visual field of the human 
eye ( )yxF ,′ can be obtained. In this research, the integral 
value of the Gaussian filter is defined to be one. 

Figure.3 shows the normalized gazing frequency 
maps with the consideration of 2-degree visual field of the 
human eye, the higher the gazing frequency of an area is, 
the more frequently the area is gazed at. 
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4.4 Gazing Area 

The gazing area  is obtained from the gazing 
frequency map with the consideration of 2-degree visual 
field of the human eye , it is defined by 

( yx,G )

)( yxF ,′

( )
( )⎩

⎨
⎧

<′
>′

=
θ
θ

yxF
yxF

yxG
,0
,1
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where, the threshold θ  is within [0, 1]. Figure.4 shows the 
images covered by the extracted gazing area with different 
threshold. They are 0.2, 0.1, and 0.05, respectively.   

5. Color metric 

Each Retinex method has its own advantages and 
drawbacks respectively, and it is also difficult to set the 
parameters of the methods to all sample images. To adjust 
the parameters of Retinex method empirically, it takes 
much effort and time. Therefore, an effective metric which 
can predict the perceptual image quality for Retinex 
method is expected. 

In this research, we propose a new color metric based 
on the S-CIELAB color metric with the consideration of 
gazing information. 

5.1 S-CIELAB Metric 

S-CIELAB metric is a spatial extension to the CIELAB 
color metric that is useful for measuring color 
reproduction errors of digital images [5]. Figure.5 shows a 
flow chart for showing how to calculate the S-CIELAB 
error map. 

As shown in Fig.5, the image data are transformed 
into the opponent-color space, which has w/k, r/g, and b/y 
color dimensions. Each opponent-color image is 
convolved with a scale whose shape is determined by the 
visual spatial sensitivity to that color dimension. Finally, 
the filtered representation is transformed using the 
CIELAB formulae to calculate the S-CIELAB error map. 

In this research, for each Retinex method and for 
each image, the S-CIELAB color difference between the 
resultant images by using the smallest scale and the one by 
using any scale in the same group was calculated pixel-to-
pixel. For one group of image, four average S-CIELAB 
color differences could be calculated. The objective image 
quality measure  was obtained by normalizing 
these average S-CIELAB color differences by the 
maximum S-CIELAB color difference in the group. 

CIELABSQ −

5.2 S-CIELAB Metric in Consideration of Gazing 
Information 

In this research, we also considered the gazing information. 
The average S-CIELAB color difference weighted by the  

             
image1                                               image2 

 
 
 

   
w/k image                  r/g image                  b/y image 

 
Fourier transform 

 
 
 

   
Spatial frequency of each opponent color image 

×       ×       ×  
 

                       
MTF of human visual system 

 
 

Inverse  
Fourier transform 

 
L*a*b*                  L*a*b* 

 
 

 
ΔE94

  
 S-CIELAB error map 

Fig.5 Flow chart of calculating S-CIELAB 
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(a) Relationship between  and the observer rating value CIELABSQ −

 

(b) Relationship between  and the observer rating value gfQ

 

(c) Relationship between  and the observer rating value gfaQ

Fig.6 Relationship between the objective image quality measures and the 
observer rating values by using all image groups.  

gazing frequency map over the whole area , and the 
average S-CIELAB color difference weighted by the 
gazing frequency map only over the gazing area  can 
be expressed by 

gfQ

gfaQ

( ) ( )( )

p

CIELABS

gf N

dxdyyxFyxE
Q all

∫∫
Ω

− ×∆
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,,
                 (12) 

and 
( ) ( )( )

p

CIELABS

gfa N

dxdyyxFyxE
Q ga

∫∫
Ω

− ×∆
=

,,
              (13) 

where, ( )yxE CIELABS ,−∆  denotes the S-CIELAB color 
difference at each pixel. gaΩ  and  mean the gazing 
area and the whole area, respectively.  is the pixel 
number of image.  

allΩ

pN

6. Discussions 
The gazing information was introduced into the S-
CIELAB metric for calculating the objective image quality. 
The average S-CIELAB color differences , the 
average S-CIELAB color difference weighted by the 
gazing frequency map over the whole area , and the 
average S-CIELAB color difference weighted by the 
gazing frequency map only over the gazing area  were 
calculated as the objective image quality measures 
compare to the observer rating value obtained from the 
subjective evaluation experiment. For the average S-
CIELAB color difference weighted by the gazing 
frequency map only over the gazing area , the 
threshold   was selected as 0.2. 

CIELABSQ −

gfQ

gfaQ

gfaQ

The relationships between the normalized objective 
image quality measures and the normalized observer rating 
value of all of the images are shown in Fig.6. The 
correlation coefficients are 0.68, 0.84, and 0.87 
respectively. It shows that the average S-CIELAB color 
differences with the consideration of gazing information 
are well correlated with the observer rating value. 

7. Conclusions 

In this research, we propose a new color metric based on 
the S-CIELAB color metric with the consideration of 
gazing information and discuss its effectiveness for 
Retinex methods. The average S-CIELAB color 
differences with the consideration of gazing information 
are well correlated with the observer rating value than 

CIELABS , and the correlation coefficient of gfaQ  is the 
strongest one among them. The result shows that the 
frequency distribution of gazing area in the image gives 
most important information to evaluate the image quality. 

Q −
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It is verified that the proposed color metric based on S-
CIELAB was effective for the evaluation of the images 
produced by Retinex method. 
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