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Abstract To provide coastal engineers and scientists with a

quantitative evaluation of nearshore numerical wave models

in reef environments, we review and compare three common-

ly used models with detailed laboratory observations. These

models are the following: (1) SWASH (Simulating WAves till

SHore) (Zijlema et al. 2011), a phase-resolving nonlinear

shallow-water wave model with added nonhydrostatic terms;

(2) SWAN (Simulating WAve Nearshore) (Booij et al. 1999),

a phase-averaged spectral wave model; and (3) XBeach

(Roelvink et al. 2009), a coupled phase-averaged spectral

wave model (applied to modeling sea-swell waves) and a

nonlinear shallow-water model (applied to modeling

infragravity waves). A quantitative assessment was made of

each model’s ability to predict sea-swell (SS) wave height,

infragravity (IG) wave height, wave spectra, and wave setup

(η) at five locations across the laboratory fringing reef profile of

Demirbilek et al. (2007). Simulations were performed with the

“recommended” empirical coefficients as documented for each

model, and then the key wave-breaking parameter for each

model (α in SWASH and γ in both SWAN and XBeach) was

optimized to most accurately reproduce the observations.

SWASH, SWAN, and XBeach were found to be capable of

predicting SS wave height variations across the steep fringing

reef profile with reasonable accuracy using the default coeffi-

cients. Nevertheless, tuning of the key wave-breaking

parameter improved the accuracy of each model’s predictions.

SWASH and XBeach were also able to predict IG wave height

and spectral transformation. Although SWAN was capable of

modeling the SS wave height, in its current form, it was not

capable of modeling the spectral transformation into lower

frequencies, as evident in the underprediction of the low-

frequency waves.

Keywords Wave-breaking . Coral reefs . Breaking

parameter . Nonlinear waves . Steep slope .Wavemodel .

Wave dissipation

1 Introduction

Historically, nearly all nearshore wave models have primarily

(or exclusively) been developed, calibrated, and tested on

mild-slope sandy beaches. As a result, it is unclear if these

models are suitable to simulate waves in reef systems that

often have steep, sometimes nearly vertical, slopes and com-

plex morphology. Here, we review three commonly used

numerical nearshore wave models and quantitatively compare

the model predictions with data from a detailed laboratory

experiment of wave transformation across a model fringing

reef. This evaluation provides insight into the suitability of

each model to simulate a full range of hydrodynamic process-

es (sea-swell, infragravity waves, and wave setup) within reef

systems as well as an assessment of where eachmodel tends to

break down and thus could be further improved.

Numerical wave models used to investigate field-scale pro-

cesses on the order of kilometers to 10s of kilometers loosely

fall into two categories: phase-averaged and phase-resolving

(Cavaleri et al. 2007). Phase-averaged models simulate wave

processes in a stochastic manner, often based on linear wave

theory with empirical formulations derived from field or labo-

ratory data. Phase-resolving models simulate wave processes
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based on conservation laws (mass and momentum), but may

also include empirical formulations calibrated to field or labo-

ratory data. Phase-resolving models resolve individual wave-

forms, requiring a grid resolution fine enough to capture the

shortest wave length (highest frequency waves) of interest in a

study. This further increases the computational demand of such

simulations, as the maximum allowable computational time

step (dictated by the Courant condition) required to resolve

wave propagation is dependent on the horizontal grid resolution

and depth. Due to this computational demand, the application

of phase-resolving wave models has been largely restricted to

studies of lower frequency motions (e.g., infragravity waves,

tsunamis, and tides), small-scale studies (e.g., a harbor en-

trance) and/or short duration dynamics, or idealized one-

dimensional (1D) studies. Phase-averaged models, on the other

hand, do not have the same restriction on grid resolution or time

steps, allowing much larger scale and longer duration studies to

be conducted. For larger scale and/or longer duration studies,

which require modeling physical processes at a range of

timescales (e.g., wind-waves, tides, and currents), both

phase-resolving and phase-averaged models are often

coupled.

The underlying assumptions embedded in existing

nearshore wave models, e.g., spectral models and

Boussinesq-type, that were originally developed for

mild-slope beach environments are often technically vi-

olated when applied to reef environments (Massel and

Gourlay 2000; Sheremet et al. 2011; Demirbilek and

Nwogu 2007). For example, the steep slopes of coral

reefs may violate the mild-slope assumption found in

many weakly dispersive models (Demirbilek and Nwogu

2007). Additionally, parameterizations of bed stress,

wave-breaking, and other processes developed originally

for sandy beach environments may not be applicable.

Due to the rapid bathymetric changes on reef slopes,

wave-breaking is particularly intense and occurs across

a much narrower region than the broad surf zone typi-

cally found on dissipative beaches. Further, due to the

increased roughness, rates of bottom friction dissipation

have also been shown to be much greater than on sandy

beaches (e.g., Lowe et al. (2005)).

Despite these theoretical limitations, models and pa-

rameterizations originally derived for mild sandy slopes

have often been applied to steep-slope reef environments

with little or no modification. Symonds et al. (1995) first

formulated a 1D analytical model for wave-driven cur-

rents on reefs, based on a linearized set of momentum

equations and radiation stress theory. Subsequent 1D an-

alytical models have been formulated by Hearn (1999)

and Gourlay and Colleter (2005). Sheremet et al. (2011)

compared a 1D nonlinear phase-averaged model and a 1D

phase-resolving numerical model to laboratory data.

Demirbilek and Nwogu (2007) and others have applied

1D Boussinesq-type models to laboratory data. Zijlema

(2012) and Torres-Freyermuth et al. (2012) applied a

nonhydrostatic nonlinear shallow-water wave model to

laboratory and field datasets. Phase-averaged spectral

wave models have been applied in field studies by Lowe

et al. (2009), Hoeke et al. (2011), and Storlazzi et al.

(2011) and tested against both laboratory and field data

by Filipot and Cheung (2012). Pomeroy et al. (2012) and

Van Dongeren et al. (2013) applied a coupled wave action

and nonlinear shallow-water (NLSW) model to investi-

gate the field-scale dynamics of short- and long-period

wave motions across a fringing reef.

In this present study, three widely used open-source

nearshore wave models are reviewed, and their perfor-

mance is quantitatively compared against a comprehen-

sive laboratory data set of wave transformation across a

steep fringing reef profile under a range of different

conditions. A particular focus of the assessment is on

the dynamics of wave-breaking in the surf zone region

and how this also influences predictions of low-

frequency wave motions and wave setup. Each model

was applied to 29 laboratory test conditions of

Demirbilek et al. (2007), which incorporated a wide

range of incident spectral wave conditions and still-

water levels. Models were assessed for their performance

in predicting sea-swell (SS) wave heights, infragravity

(IG) wave heights, wave spectra, and wave setup (η ,

the mean deviation from still water) at five locations

across the fringing reef profile.

2 Numerical wave models

We selected three common nearshore wave models

(Table 1). They are all open source, widely used, and

span a range of modeling approaches (both phase-

averaged and phase-resolving), theoretical complexities,

and computational expense. These include the following:

(1) SWASH (Simulating WAves till SHore; Version 1.20

downloaded from http://swash.sourceforge.net) (Zijlema

et al. 2011), a phase-resolving nonhydrostatic free surface

model; (2) SWAN (Simulating WAve Nearshore; Version 40.

91 downloaded from http://swanmodel.sourceforge.net) (Booij

et al. 1999), a phase-averaged spectral wave model; and (3)

XBeach (Version 19; downloaded from http://oss.deltares.nl/

web/xbeach) (Roelvink et al. 2009), a nearshore wave and

circulation model that combines phase-averaged and phase-

resolving approaches. As detailed descriptions of these three

models are already widely available in the literature, only a

brief overview of each is included here.

SWASH solves the nonlinear shallow-water equations with

added nonhydrostatic pressure (Zijlema et al. 2011). Though

the model is 3D for reasons of exposition Smit et al. (2013)
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describe the governing equations in the 2D vertical plane with

Cartesian, cross-shore (x) and vertical (z), coordinates, and

time (t), as,

∂u

∂t
þ

∂uu

∂x
þ

∂wu

∂z
¼ −

1

ρ

∂ ph þ pnhð Þ

∂x
þ

∂τ xx
∂x

þ
∂τ xz
∂z

ð1Þ

∂w

∂t
þ

∂uw

∂x
þ

∂ww

∂z
¼ −

1

ρ

∂pnh
∂z

þ
∂τ zz
∂z

þ
∂τ zx
∂x

ð2Þ

∂u

∂x
þ

∂w

∂z
¼ 0 ð3Þ

where u(x,z,t) and w(x,z,t) are the horizontal and vertical

velocities, respectively, ρ is water density, ph and pnh are the

hydrostatic and nonhydrostatic pressures, respectively, and

τxx, τxz, τzz, , and τzx are the turbulent stresses.

SWAN predicts the spectral evolution of wave action in

space and time (Booij et al. 1999). Wave action is defined as

A=E/σ, where E is wave variance spectrum that distributes

wave-energy over frequencies (σ) and propagation directions

(θ). The governing wave action equation is (Booij et al. 1999)

∂A

∂t
þ

∂cxA

∂x
þ

∂cyA

∂y
þ

∂cσA

∂σ
þ

∂cθA

∂θ
¼

Stot

σ
ð4Þ

where, cx, cy, cσ, and cθ are the propagation velocities of wave-

energy in spatial (x, y), frequency (σ), and directional (θ)

space, respectively. Stot can include dissipation terms, in par-

ticular due to depth-limited wave-breaking and bottom friction

as well as growth and energy transfer terms.

XBeach models SS wave processes in a phase-averaged

manner, solving the wave action equation similar to Eq. (4)

(Roelvink et al. 2009). However, the wave action equation in

XBeach is solved for a single representative SS wave frequen-

cy and is applied at the timescale of individual wave groups.

Appling the wave action equation at the timescale of individ-

ual wave groups allows variation in SS wave height and total

water depth on the timescale of individual wave groups.

Infragravity (IG) wave motions and mean flows are instead

modeled in a phase-resolving manner, solving the nonlinear

shallow-water equations (i.e., Eqs. (1, 2, and 3) but in a depth-

averaged, hydrostatic form) (Roelvink et al. 2009). This al-

lows XBeach to treat SS wave processes in a phase-averaged

manner and long-wave processes (e.g., IG waves and tides) in

a phase-resolving manner. This reduces the computational

demand compared to a full (all frequencies) phase-resolving

model.

2.1 Wave-breaking

There is no analytical solution for wave-breaking. Commonly

used depth-integrated numerical wave models do not describe

overturning of the free surface and thus cannot fully reproduce

wave-breaking processes (Cienfuegos et al. 2010). Phase-

resolving models of the Boussinesq-type commonly include

wave-breaking effects by adding an ad hoc dissipation term,

sometimes including roller effects, to the momentum equa-

tions (e.g., Svendsen (1984), Schäffer et al. (1993), and

Madsen et al. (1997)). This method is referred to as an eddy

viscosity approach. Eddy viscosity formulations require scal-

ing coefficients with no direct physical or measurable mean-

ing (Cienfuegos et al. 2010). The nonlinear shallow-water

equations can be formulated to satisfy exact conservation laws

(mass and momentum) for nondispersive waves (Zijlema et al.

2011; Smit et al. 2013). Implementation of exact conservation

laws and use of numerical shock-capturing schemes, which

solve for discontinuous hydraulic problems, allow wave-

breaking dissipation to be modeled in a manner similar to

hydraulic jumps (Zijlema and Stelling 2008).

SWASH accounts for depth-limited wave-breaking with a

shock-capturing conservation scheme (Zijlema and Stelling

2008). In SWASH, with a large number of vertical layers, as

waves steepen and approach breaking, a sawtooth waveform

develops. At this discontinuity, the correct amount of energy is

dissipated numerically via a shock-capturing scheme (Zijlema

et al. 2011). When using only a single vertical layer, the saw-

tooth waveform is unable to develop due to the lack of vertical

resolution of flow velocity. This requires an additional metric to

determine the onset of wave-breaking (i.e., Smit et al. (2013))

∂η

∂t
> α

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

g hþ η̄
� �

r

ð5Þ

Table 1 Open-source numerical
wave models evaluated in this
study

Model Class Breaking formulation Reference

SWASH NLSW+nonhydrostatic terms Shock capturing (Zijlema et al. 2011)

SWAN Wave action balance Parametric (Booij et al. 1999)

XBeach Wave action balance
with phase-resolving IG

Parametric (Roelvink et al. 2009)
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where α is an empirical tuning parameter that determines the

onset of the breaking process, g is acceleration due to gravity,

hþ η is the time-averaged total water depth, composed of the

still-water depth h, and the mean free surface variation η also

referred to as wave setup. When the condition in Eq. (5) is

met, nonhydrostatic pressure terms are removed locally

allowing for the development of a sawtooth waveform. The

default value ofα=0.6 corresponds to a local wave front slope

of roughly 25°.

Phase-averaged models use empirical (parametric) formu-

lations to predict the rate of wave-energy dissipation during

the wave-breaking process. These formulations generally in-

clude a method for estimating a probability distribution for the

fraction of waves that are breaking (Qb) and apply an energy

dissipation rate using a theory for idealized bores (Db)

(Apotsos et al. 2007). SWAN and XBeach both implement

parametric wave-breaking formulations.

SWAN (by default) uses the Battjes and Janssen (1978)

formulation (herein, after BJ78). BJ78 calculates the mean

energy dissipation per unit horizontal area due to depth-

limited wave-breaking, Dtot, as

Dtot ¼ DbQb ð6Þ

where Db is the energy dissipation rate of an idealized indi-

vidual breaking wave and Qb is the time-averaged fraction of

breaking or broken waves. Db is calculated as

Db ¼
1

4
ρg f meanBH

2
max ð7Þ

where fmean is the mean wave frequency, B is an empirical

breaking intensity coefficient (by default B=1), and Hmax is

the maximum possible individual wave height in a total local

water depth. Hmax is calculated as

Hmax ¼ γ hþ ηð Þ ð8Þ

where γ is an empirical “breaker parameter.” While γ is

related to the maximum wave height to water depth ratio

(γ=Hmax/ hþ ηð Þ), in practice, it is usually used as a model

tuning parameter.

Qb varies between 0 to 1, with 0 representing no breaking

and 1 representing complete breaking. In BJ78, Qb is estimat-

ed from a Rayleigh wave-height distribution truncated at

Hmax.

1−Qb

lnQb

¼ −8
Etot

H2
max

ð9Þ

where Etot is the total wave-energy variance.

XBeach (by default) uses a modified form of the parametric

dissipation formulation of Roelvink (1993) (hereafter R93).

Dtot is calculated in the same manner as in Eq. (6) but withDb

calculated as

Db ¼
1

4
ρg f repBH

2
rms;SS

H rms;SS

hþ η̄
0

ð10Þ

where frep is a representative frequency, B is the breaking

intensity coefficient (by default B=1),Hrms,SS is the root mean

square (rms) wave height in the SS frequency band, and η
0 is

the water-level deviation from h on the timescale of individual

wave groups. The fraction of breaking waves is calculated as

(Roelvink 1993)

Qb ¼ 1−exp −
H rms;SS

Hmax

� �n� �

;Hmax ¼
γtanh k hþ η̄

0
� �

k
ð11Þ

where n is a coefficient (n=10 by default; see Roelvink (1993)

for discussion) and k is the wave number. There are thus

several key differences between BJ78 and R93, as they are

implemented in SWAN and XBeach, respectively. The BJ78

Db formulation is dependent on wave frequency and water

depth, whereas the R93 Db formulation is dependent on wave

frequency as well as the local values of Hrms,SS
2 and Hrms,SS/

(h+η
0
). Also, in XBeach, due to the separation of SS and IG

waves, Dtot is applied only to SS waves; however, in SWAN,

Dtot is applied to the entire wave spectrum and distributed at a

rate proportional to the wave-energy variance at each

frequency.

2.2 Bottom stress

Wave-energy and momentum are dissipated due to bottom

stresses, which are related to the turbulent vertical fluxes of

horizontal momentum (Feddersen et al. 2003). Wave and

current bottom stresses are commonly treated independently

using quadratic bottom friction formulations with an empirical

friction coefficient. SWAN and XBeach each include a term

for SS wave-energy dissipation due to bottom roughness in

the wave action equation. SWASH and XBeach both add

terms to the momentum equations to account for dissipation

due to bottom roughness. Although bottom stress is known to

be an important source of wave dissipation in coral reef

environments (e.g., Lowe et al. (2005)), in this paper, we

chose to focus mainly on wave-breaking dissipation.

3 Model application to a laboratory reef

Laboratory experiments byDemirbilek et al. (2007) were used

to assess the performance of each of the numerical models.

The laboratory study, conducted in a wind-wave flume at the

University ofMichigan, consisted of 29 test conditions carried
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out on a 1:64 scale model of a fringing reef type profile typical

of the southeast coast of Guam (Fig. 1). The flume was 35-m

long, 0.7-m wide, and 1.6-m high, with smooth side walls and

a smooth plastic bed. With the geometric scaling factor of

1:64, the flume length corresponds to a transect length of

2.24 km in the field. The fringing reef profile consisted of a

composite slope with a 1:10.6 fore reef slope, a 4.8-m (∼300-
m field scale) long horizontal reef flat, and a 1:12 sloping

beach (Fig. 1). The duration of simulations was 900 s (2-h

field scale with 1:8 Froude scaling of time) with the final 800 s

used in the analysis. Water-surface elevations were measured

using eight capacitance type wave gauges with a sampling

frequency of 20 Hz (2.5-Hz field scale). Irregular waves based

on a JONSWAP (Hasselmann et al. 1980) spectrum (peak

enhancement factor 3.3) were generated with a wedge-type

wave maker with significant wave heights up to 10 cm (6.4-m

field scale) and peak periods from 1.0 to 2.5 s (8- to 20-s field

scale). The still-water depth over the reef flat (hr) was also

varied. A summary of the conditions during the 29 test con-

ditions are included in Table 2.

Simulations were initially performed using “recommend-

ed” model coefficient values (hereafter, referred to as

“untuned” simulations) as documented for each model. This

provides an estimate of the errors expected in the application

of an untuned model. Testing the untuned models is crucial as

in many cases, limited or no calibration data is available and in

practice, untuned models are frequently relied upon to provide

predictive skill. This testing is particularly important in

enviroments such as reefs, which differ from the traditional

beach environments used to establish the “default” untuned

wave-breaking parameters. The key depth-limited wave-

breaking parameter for each model (α in SWASH and γ in

both SWAN and XBeach) was then systematically varied over

a full range of physically reasonable values in order to deter-

mine the optimal values for each test condition. Extensive

testing of the key wave-breaking parameter within each model

gives insight into each model’s response to the free parameter

allowing the sensitivity, tune-ability, and appropriate values to

be assessed.

3.1 Model setup

Numerical simulations were performed with each model con-

figured in a 1D mode using a uniform horizontal grid size of

0.02 m with a minimum threshold water depth of 0.005 m.

SWASH and XBeach simulations were run for durations of

900 s, with a time step determined by imposing a maximum

Courant number of 0.5. SWAN simulations were performed in

a stationary mode. All models were forced on the offshore

boundary with a wave-energy spectra derived for each test

condition from the measured water-level time series at the

offshore gauges (gauges 1–3; Fig. 1). Directional filtering of

the offshore water level gauges was performed, using a three-

point method (Mansard and Funke 1980), to remove offshore

directed wave-energy. To simulate the smooth plastic bed of

the flume, a dimensionless friction coefficient of cf=0.001

was used for SWASH and XBeach simulations. This low cf
value had a negligible contribution to the overall wave dissi-

pation, which was overwhelmingly dominated by wave-

breaking. The wave action equations for SWAN and XBeach

include an optional term parameterizing wave frictional dissi-

pation; by default, this term is neglected in XBeach and in-

cluded in SWAN. Here, we do not include SS wave friction in

the simulations. This is also consistent with Filipot and Cheung

(2012), who neglect wave friction when applying SWAN to

the same dataset.

Following Zijlema (2012), SWASH was run with the dis-

crete upwind momentum-conservative advection scheme.

Although SWASH can be configured with multiple vertical

layers, here, only a single vertical layer is implemented.

Depth-limited wave-breaking was accounted for with the

onset of breaking controlled by α=0.6 in the untuned case.

α was varied from 0.1 to 5.0 in increments of 0.01 in the

sensitivity analysis. Water-level time-series output from the

model were then exported at the gauge locations at 20 Hz.

SWANwas run in a stationary mode with triad interactions

and frequency shifts activated, wave setup activated, and

white-capping deactivated. The simulations were performed

with 36 directional bins from 0 to 360° and 42 logarithmically

distributed frequency bins from 0.01 to 10 Hz. Depth-limited

wave-breaking was modeled using the BJ78 formulation with

the default γ=0.73 for the untuned case. However, γ was

varied from 0.1 to 1.2 in increments of 0.01 in the sensitivity

analysis. 1D wave-energy spectra were exported from SWAN

at the gauge locations.

Depth-limited wave-breaking in XBeach was modeled

using the R93 formulation with the default γ=0.55 for the

untuned case. Like SWAN, γ was varied from 0.1 to 1.2 in

increments of 0.01 for the sensitivity analysis. By default,

XBeach includes a roller energy balance; this was activated

in the current study with the default beta (roller face slope

(Reniers and Battjes 1997)) value of 0.1. Water-level time

series were exported at the gauge locations at 20 Hz.

Gauge no.

1-3 5 6 7 8 9

1:5

1:18.8

1:10.6

1:12

Fig. 1 Laboratory setup for the University of Michigan flume experi-
ment (Demirbilek et al. 2007)
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3.2 Data processing and performance metrics

Measured and simulated water-level time series were used to

compute 1Dwave-energy spectra S(f) usingWelch's averaged,

modified periodogram method with a Hanning window and a

segment length of 29 samples (∼26 s). The SS rms wave

height, Hrms,SS, was calculated as

H rms;ss ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8∫ f l

∞

S df

r

ð12Þ

where fl is the boundary between SS and IG frequency bands.

In agreement with Sheremet et al. (2011) and others, fl was

taken as half the peak forcing frequency of each simulation (i.e.,

fl=0.5fp). XBeach uses a representative frequency for the SS

band and does not model the SS spectra; thus, the meanHrms,SS

for XBeach was exported directly from the model. Likewise,

for IG rms wave height, Hrms,IG was calculated as

H rms;IG ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8∫
0

f l

S df

s

ð13Þ

Following Apotsos et al. (2008), model performance was

quantified using the weighted rms percent error metric

(WRPE), defined as

WRPE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

n

obsn−predn
obsn

� �2

� weightn

" #

v

u

u

t � 100%

ð14Þ

Table 2 Summary of the 29 test conditions, tuned values of the key breaking parameter for SWASH, SWAN, and XBeach, and percent error reduction
owing to model tuning (BSS)

SWASH SWAN XBeach

Test
no.

Hrms,SS

(m)
Tp
(s)

hr
(m)

Fc0 Tuned
α

BSS SS
(%)

BSS IG
(%)

BSS η

(%)
Tuned
γ

BSS SS
(%)

BSS IG
(%)

BSS η

(%)
Tuned
γ

BSS SS
(%)

BSS IG
(%)

BSS η

(%)

15 0.044 0.98 0.051 4.84E+02 0.60 0 0 0 0.70 81 13 21 0.36 85 −47 −8

16 0.037 1.42 0.051 1.23E+03 0.85 57 −35 −5 0.64 82 −2 92 0.33 91 57 19

17 0.055 1.42 0.051 1.36E+03 1.19 57 −22 3 0.65 43 −1 19 0.35 83 −26 −14

18 0.059 1.97 0.051 2.73E+03 1.15 74 50 −19 0.64 21 0 −105 0.34 83 20 −13

19 0.057 2.56 0.051 4.56E+03 1.90 77 31 −32 0.71 49 0 −27 0.33 76 42 −19

20 0.043 1.22 0.051 8.30E+02 0.90 67 33 −7 0.66 85 −3 92 0.35 89 −105 17

21 0.057 1.83 0.051 2.00E+03 1.09 83 −8 −9 0.73 0 0 0 0.33 85 28 −6

26 0.041 0.98 0.016 1.95E+03 0.61 11 44 −26 0.63 30 −1 −9 0.24 85 −206 −136

27 0.039 1.22 0.016 3.14E+03 0.80 16 −5 −5 0.68 10 0 −2 0.27 84 −159 −71

28 0.033 1.42 0.016 4.68E+03 1.00 1 3 8 0.68 81 −2 43 0.27 84 −15 −47

29 0.050 1.51 0.016 4.44E+03 0.70 14 −4 −6 0.70 65 −1 66 0.34 76 −208 −68

30 0.053 1.83 0.016 6.19E+03 0.20 28 6 −8 0.65 75 −1 82 0.29 81 61 −111

31 0.059 1.97 0.016 8.10E+03 0.18 35 0 48 0.72 13 0 −36 0.35 76 59 27

32 0.055 2.56 0.016 1.27E+04 2.18 60 23 −152 0.69 4 0 −141 0.30 68 72 46

33 0.040 0.98 0.000 1.09E+04 2.50 44 −16 3 0.92 78 1 51 0.35 80 −68 −43

34 0.031 1.42 0.000 1.77E+04 3.24 87 −249 16 0.79 65 1 18 0.34 88 44 −3

35 0.031 1.42 0.000 1.80E+04 3.21 91 −115 15 0.85 72 1 40 0.33 85 28 2

36 0.048 1.51 0.000 1.25E+04 3.46 83 66 −59 0.85 44 0 42 0.35 83 −118 −175

37 0.053 1.83 0.000 1.65E+04 2.69 53 6 −372 0.83 59 0 12 0.33 84 70 66

38 0.058 1.97 0.000 2.00E+04 0.39 38 6 21 0.71 10 0 −9 0.34 79 45 20

39 0.054 2.56 0.000 2.97E+04 3.11 57 −19 −112 0.45 27 0 −1,561 0.40 73 9 19

44 0.022 0.98 0.031 2.48E+02 0.65 1 4 −1 0.61 28 −2 2 0.30 72 −69 7

45 0.043 0.98 0.031 1.04E+03 1.15 18 5 −6 0.71 4 0 −12 0.34 75 −68 −9

46 0.041 1.22 0.031 1.70E+03 1.36 33 −27 −5 0.65 61 −3 92 0.34 79 −103 −13

47 0.035 1.42 0.031 2.53E+03 1.15 22 −27 0 0.66 58 −2 51 0.33 84 −3 5

48 0.052 1.42 0.031 2.62E+03 1.28 44 −34 −3 0.65 27 −2 63 0.36 76 −272 −44

57 0.054 1.83 0.031 3.62E+03 1.83 47 34 −20 0.75 15 0 3 0.35 85 0 −37

58 0.059 1.97 0.031 5.01E+03 1.50 50 5 −73 0.72 52 0 44 0.37 81 16 −28

59 0.057 2.56 0.031 8.12E+03 1.78 54 5 −20 0.72 18 0 7 0.35 74 61 −26

Negative values of BSS indicate a decrease in the accuracy of the tuned model predictions relative to the untuned model predictions
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weightn ¼
distn−1 þ distnþ1

disttot
ð15Þ

where n is the gauge number, obs and pred are the observed

and predicted values, respectively, dist is the distance between

gauges, and disttot is the total distance between all gauges.

WRPE was calculated for Hrms,SS, Hrms,IG, and η, denoted

WRPE SS, WRPE IG, and WRPE η, respectively. Offshore

gauges used for the model boundary forcing condition were

excluded from this analysis, and hence, only gauges 5–9

(Fig. 1) were used in the calculation. Model tuning was

assessed using WRPE SS rather than a combination ofWRPE

SS and WRPE IG, given that depth-limited wave-breaking

occurs primarily in the SS frequency band through the surf

zone and wave-breaking formulations have been developed

primarily to predict SS decay in the surf zone. The percent

error reduction that can be achieved with model tuning was

also estimated using the Brier Skill Score (BSS) (Murphy and

Epstein 1989; Ruessink et al. 2003; Apotsos et al. 2008).

BSS ¼ 1−
WRPEtuned

WRPEuntuned

� �

� 100% ð16Þ

We define BSS SS, BSS IG, and BSS η as the BSS based

on WRPE SS, WRPE IG, and WRPE η, respectively.

4 Results

4.1 Test no. 35

The laboratory observations showed a rapid dissipation of SS

energy near the reef crest, an increase in the proportion of IG

energy over the reef flat, and wave setup across the reef.

Figure 2 shows an example of this observed wave transfor-

mation for test no. 35 (Hrms,SS=0.032 m (2.0-m field scale);

Tp=1.42 (11-s field scale); hr=0.00 m (0.0-m field scale)),

which had an intermediate wave height and period. Test no. 35

also had its still-water level located at the elevation of the reef

flat, which should provide a challenge for the models. Test no.

35 is used throughout this paper to highlight many of the

common features of the broader set of test conditions. Wave-

breaking near the reef crest resulted in the largest dissipation

of SS and IG energy between gauges 6 (x=−0.57 m) and 7

(x=0.010 m) (Fig. 2). Offshore of the reef crest (x<0 m), the

majority of the incident wave-energy is in the SS frequencies

as expected (Fig. 2a). Between gauges 6 and 7, the majority of

wave-breaking occurs with the strong dissipation of SS energy

resulting in an increasing proportion of IG energy. The pro-

portion of IG to SS energy further increases on the reef flat,

with Hrms,SS and Hrms,IG becoming roughly equal magnitude

over most of the reef flat (Fig. 2a, b).

With untuned wave-breaking parameters, SWASH

(α=0.6) and SWAN (γ=0.73) reproduced observed SS wave

transformation well (Fig. 3a). XBeach (γ=0.55) slightly

overpredicted Hrms,SS on the reef flat (Fig. 3a). For this test

no. 35, tuning γ for XBeach gave a smaller than default

optimal γ value of 0.33 (untuned γ=0.55), which corrected

the overprediction of Hrms,SS on the reef flat and reduced the

WRPE SS by 85 % (Fig. 3a, e; Table 2). This tuning of

XBeach, however, resulted in an underestimate of Hrms,SS at

gauges 5 and 6 (Fig. 3e). Conversely, tuning SWAN gave a

greater than default optimal γ value of 0.85 (untuned γ=0.73)

with a WRPE SS reduction of 72 % (Table 2). Tuning

SWASH gave a much greater optimal α value of 3.21 com-

pared to the untuned value of α=0.6, with a WRPE SS

reduction of 91 % (Table 2).

For test no. 35 (Hrms,SS=0.032 m; Tp=1.42; hr=0.00 m),

model performance in predicting the IG wave transformation

was more varied (Fig. 3b, f). SWASH and XBeach reproduced

the overall IG development across the reef relatively well

using the untuned breaking parameters; however, SWAN

greatly underpredicted IG energy across the reef profile and

showed nearly complete dissipation of IG energy on the reef

flat (Fig. 3b, f).

When the key wave-breaking parameters were tuned to

minimize WRPE SS, this had varying effects on the accuracy

of the IG prediction in both models (Table 2 BSS IG). For

SWASH, tuning α to optimize the Hrms,SS prediction resulted

in a drastic decrease in the accuracy of the IGwave predictions

(BSS IG=−115%; Table 2). Conversely, for XBeach, tuning γ

reduced the overprediction of Hrms,IG on top of the reef and

(BSS IG=28%; Table 2). SWAN showed negligible improve-

ment in the Hrms,IG prediction with tuning (BSS IG=1 %;

Table 2).

Wave setup η over the reef profile was well predicted with

SWASH and XBeach for test no. 35 using the untuned break-

ing parameters, but was underpredicted using SWAN

(Fig. 3c). These predictions were slightly improved when

tuning the breaking parameters (Fig. 3g; Table 2).

Measured and predicted wave spectra are shown for test no.

35 for two sites: the shoaling region (gauge 6; Fig. 4a, c) and

on the reef flat (gauge 8; Fig. 4b, d). At gauge 6, the majority

of the energy was in the SS band, centered on the peak forcing

frequency (indicated by the vertical black line; Fig. 4a, c).

Measured wave-energy in the IG band was relatively constant

between these two gauges. Directional (i.e., shoreward versus

seaward) analysis of the offshore water level showed that a

significant proportion of IG energy was propagating offshore.

SWASH and SWAN accurately predicted the distribution of

SS energy in the shoaling region (gauge 6; Fig. 4a, c) and the

dissipation of SS energy on the reef flat (gauge 8; Fig. 4b, d).

Note that XBeach simulates SS using a single representative

frequency, so it is only possible to compare the low-frequency

spectra for XBeach.
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Fig. 2 Measured wave parameters for test no. 35 (Hrms,SS=0.032 m; Tp=
1.42; hr=0.00 m). a Normalized wave-energy spectrum (normalized by
maximum spectral density at a given location) at each gauge locations.

The horizontal yellow line gives the separation frequency between SS and
IG. b Hrms,SS and Hrms,IG. c Reef elevation profile

Fig. 3 a–h Measured and simulated Hrms,SS, Hrms,IG, and η across the fringing reef profile for test no. 35 (Hrms,SS=0.032 m; Tp=1.42; hr=0.00 m).
Model results for untuned (left column) and tuned (right column) breaking parameters. The reef elevation profile is shown (bottom row) for reference
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4.2 Summary of all test conditions

When evaluating all test cases, SWASH and XBeach with

untuned breaking parameters provided reasonable agreement

with themeasuredwave heights (bothHrms,SS andHrms,IG) and

η for all 29 conditions (Fig. 5). SWAN accurately predicted

Hrms,SS, but failed to predict Hrms,IG (Fig. 5, middle row).

Predicted η for SWAN showed considerably more error than

SWASH and XBeach (Fig. 5, bottom row). For all three

models, the accuracy of Hrms,SS predictions were improved

by tuning the wave-breaking parameters (Table 2; Fig. 6). The

maximumWRPE SS for all of the untuned models and all test

cases was 92%, but with tuning, the maximumWRPE SSwas

reduced to <17% (Table 2; Fig. 7). Predictions ofHrms,SSwere

improved most notably with tuning for XBeach (Fig. 7).

Tuning the breaking parameters to minimize WRPE SS gave

mixed results in terms of the accuracy of both the Hrms,IG and η

predictions with some tests showing an improvement and

others showing a substantial decrease in accuracy (Fig. 7).

5 Discussion

The key wave-breaking parameters in SWASH (α), SWAN

(γ), and XBeach (γ) have some physical basis, but in practice

are mainly used as free parameters utilized to calibrate wave

models.

5.1 The role of α in SWASH

The α breaking parameter within the shock-capturing scheme

in SWASH controls the onset of breaking when the criteria

given by Eq. (5) ∂η=∂t > α
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

g hþ ηð Þ
p

is satisfied. Given that

∂η/∂t is kinematically related to the slope of the free surface

∂η/∂x for a progressive wave; higher values of α increase the

threshold surface slope for the onset of wave-breaking, thus

allowing for steeper wave faces prior to wave-breaking and

moving the break point shoreward. In general, increasing α

allows for a larger wave height to develop prior to breaking

and in our case increases the maximum breaking dissipation

(dissipation between gauges 6 and 7), but decreases the width

of the surf zone thereby increasing Hrms,SS/(h+η) on the reef

flat. Optimal α values averaged 1.5, considerably higher than

the untuned value of 0.6 (Table 2), implying that the wave face

prior to breaking was steeper (∼55°) than the default value of
α=0.6 (∼25°). This is physically consistent with the occur-

rence of plunging breakers on the steep fore reef slope, al-

though no detailed data to confirm breaking wave slope (e.g.,

from video imagery) are available in the Demirbilek et al.

(2007) study. But the laboratory study of Ting and Kirby

Untuned

Tuned

a

d

b

c

Fig. 4 Measured and simulated
wave-energy spectra at a, c gauge
6 (shoaling region; left column)
and b, d gauge 8 (reef flat; right
column) for test no. 35 (Hrms,SS=
0.032 m; Tp=1.42; hr=0.00 m).
Model results for untuned (upper
row) and tuned (lower row)
breaking parameters are shown
for SWASH (blue line), SWAN
(red line), and XBeach (green
line). The peak forcing frequency
(vertical solid black line) and the
SS-IG frequency cutoff (vertical
dashed black line) are shown for
reference. XBeach simulates SS
waves using a single
representative frequency, so it is
only possible to compare the low-
frequency spectra
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(1994) confirmed that ∂η/∂t, is greater for plunging waves

than spilling waves.

5.2 The role of the breaker parameter γ (XBeach and SWAN)

γ describes the maximum stable wave-height-to-water depth

ratio, Hmax/(h+η); however, optimal γ values were found to

differ in magnitude between SWAN (using BJ78) and XBeach

(using R93), and in some cases, in the direction in which these

parameters had to be tuned to generate optimal results. As

seen in Fig. 8a (see Sect. 5.3 for a definition and discussion of

Fc0), the measured values ofHrms,SS/(h+η) vary widely across

the reef profile; for example, for test no 35, values reach 1.6 at

gauge 7 and 0.34 at gauge 8. As a consequence, a single

maximum stable value can be difficult to establish. XBeach

using the R93 wave-breaking formulation showed that lower

γ values relative to the default (untuned) value were optimal;

i.e., the average optimal γ for these test conditions was γ=0.33

versus γ=0.55 for the untuned case (Table 2). However, in

contrast to XBeach, an average tuned value of γ∼0.70
(untuned γ=0.73) was found for SWAN using BJ78, roughly

equal to the untuned value. Importantly, γ in both R93 and

BJ78 has a clear physical definition as γ=Hmax/(h+η); hence,

optimal γ values should ideally not differ among different

parametric wave-breaking dissipation formulations.

In SWAN, the dissipation of an individual wave, Db is

proportional to H2
max (Eq. 7) and hence, through Eq. (8), is

proportional to γ2. This is not the case for XBeach, where Db

SWASH SWAN XBeach

Gauge no.

a d g

b e h

c f i

Fig. 5 a–i Comparison of the untuned model results with the observa-
tions of Hrms,SS (first row), Hrms,IG (second row), and η (third row).
Measured values are given on the x-axis, and simulation results are given
on the y-axis for SWASH (first column), SWAN (second column), and

XBeach (third column). The 1:1 line (solid black diagonal lines) and
50 % error bounds (dashed black lines) are given for reference. Point
colors correspond to gauge locations as given in the legend. Stars are
used to highlight test no. 35
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SWASH SWAN XBeach

Gauge no.

a gd

b he

c if

Fig. 6 a–i Comparison of the tuned model results with the observations
of Hrms,SS (first row), Hrms,IG (second row), and η (third row). Measured
values are given on the x-axis, and simulation results are given on the y-
axis for SWASH (first column), SWAN (second column), and XBeach

(third column). The 1:1 line (solid black diagonal lines) and 50 % error
bounds (dashed black lines) are given for reference. Point colors corre-
spond to gauge locations as given in the legend. Stars are used to
highlight test no. 35

Fig. 7 Comparison of untuned (x-axis) and tuned (y-axis) aWRPE SS, b
WRPE IG, and cWRPE η for the 29 test conditions for SWASH, SWAN,
and XBeach. The 1:1 line is shown as the solid black line. Points above
the 1:1 line are test conditions where the tuned model was less accurate

than the untuned model; points below the 1:1 line are test conditions were
the tuned model was more accurate than the untuned model. Stars are
used to highlight test no. 35. Note the scale change for WRPE η
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is proportional to H3

rms;SS= hþ ηð Þ and hence dependent on

the local (not maximum) wave height per Eq. (10). These

deviations in the formulations are the result of assumptions

made in their derivation. Both BJ78 and R93 model formula-

tions begin with

Dtot ¼ DbQb ð18Þ

Db ¼
1

4
ρgfBH2 H

hþ η̄
� � ð19Þ

where H is a representative local wave height. But, BJ78 then

assumes that H/(h+η) is roughly 1 and thus neglects the term;

H is assumed to be Hmax yielding Eq. (7). R93 assumes H to

be equivalent to Hrms,SS yielding Eq. (10). These seemingly

minor differences in assumptions lead to divergence of the

model predictions and are believed to be the main source

of the difference in default and tuned γ values between

SWAN and XBeach. Hmax and Qb formulations also differ

between the two models. Notably, Qb in R93 increases

more rapidly than BJ78 as Hrms,SS/(h+η ) approaches γ.

When increasing γ in either model, this results in shore-

ward shift of the break point and an increase in Hrms,SS/

(h+η) on the reef flat. In SWAN increasing γ also results

in a γ2 increase in Db (assuming η remains constant). Db

can be thought of as the maximum dissipation rate (with

Qb=1 or 100 % wave-breaking Dtot=Db). In SWAN, the

maximum dissipation rate can be tuned by changing γ,

whereas in XBeach, the maximum dissipation rate is in-

dependent of γ.

Test no. 35 provides an example of this difference in

response to γ in SWAN and XBeach. Despite the smaller

default value of γ in XBeach, with untuned γ values,

XBeach predicts higher Hrms,SS on the reef flat than SWAN

and overpredicts SS wave heights over the reef flat (Fig. 3a).

This overprediction of Hrms,SS on the reef flat by XBeach was

also observed in most test cases for the untuned simulations

(Fig. 5g). To correct this overprediction, a much lower than

default γ is needed (Table 2). Lowering γ results in a seaward

shift of the break point and a broadening of the surf zone, thus

underestimating the dissipation between gauges 6 and 7 but

better matching Hrms,SS across the reef flat (Fig. 3e). This

underestimate in dissipation, which reduces the local radiation

stress gradient, leads to a slight underestimate of η at gauge 7

(Fig. 3g). This can also be observed at gauge 7 for all test cases

in Fig. 6i (green points below the 1:1 line). With the lower γ

broadening the surf zone, dissipation continues between

gauges 7 and 8 and the overestimate in Hrms,SS and underes-

timate of η are corrected (Fig. 3e, g for test no 35 and Fig. 6g,i

for all test cases).

5.3 Prediction of α and γ

Ideally, optimal α and γ values would be related to test

conditions through a nondimensional parameter. For both

laboratory and field data, obtained on plane and barred beach

environments, Battjes and Stive (1985) (herein, after BS)

found optimal γ values to be weakly dependent on offshore

wave steepness (S0), with γ given by

γ ¼ 0:5þ 0:4 tanh 33S0ð Þ½ � ð20Þ

Nairn (1990) (herein, after NA) modified the empirical

coefficient in BS, with γ given by

γ ¼ 0:39þ 0:56 tanh 33S0ð Þ½ � ð21Þ

The NA formulation has subsequently been adopted

for application to steep beaches by Baldock et al.

a b

Gauge no.

Fig. 8 Observed a Hrms,SS/(hr+η)
and b dissipation (as expressed by
FSS,8/FSS,0 where FSS,8 and FSS,0
are SS wave-energy flux on the
reef flat (gauge 8) and deep water,
respectively) as a function of the
nonlinearity parameter, Fc0 (see
Sect. 5.3 for a definition and
discussion of Fc0). Stars are used
to highlight test no. 35
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(1998) and Janssen and Battjes (2007). In a review of

existing predictive γ formulations, Apotsos et al. (2008)

instead found that opt imal γ values for f ield

observations, on mild-sloping beaches, were dependent

on the offshore wave height (Hrms0,SS) and varied be-

tween wave-breaking formulations. Apotsos et al. (2008)

Fig. 9 a–f Ideally, optimal α and
γ values could be related to a
wave parameter, S0, Hrms0,SS, and
Hrms0,SS (hr+η) have been
proposed in the literature. Tuned
α values for SWASH (top row)
and tuned γ values for SWAN
(bottom row; red triangles) and
XBeach (bottom row; green
triangles) are shown versus S0,
Hrms0,SS, andHrms0,SS/(hr+η). The
Battjes and Stive (1985) (BS) and
the Nairn (1990) (NA)
formulations are shown in d. The
Apotsos et al. (2008) formulation
for BJ78 (SWAN) is shown in e

for laboratory scale and field scale
(1:64 geometric scaling)
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Fig. 10 Error in Hrms,SS prediction (WRPE SS shown with color bands)
for SWASH as a function of Fc0 and α. Individual color bands give
WRPE SS for a given test condition and α. Yellow dots give the optimum

α for each test condition. The yellow star is the optimum α for test no. 35
(Hrms,SS=0.032 m; Tp=1.42; hr=0.00 m)
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(herein, after AP) developed a universal empirical rela-

tionship between γ and Hrms0,SS, with the general form

γ ¼ aþ b tanh cH rms0;SS

	 
� �

ð22Þ

where a, b, and c are empirical coefficients fitted to observa-

tions. From an extensive review of field observations on sandy

beaches, Apotsos et al. (2008) gives a=0.30, b=0.45, and c=

0.90 m−1 for BJ78; R93 was not included in Apotsos et al.

(2008). The dimensional dependence of AP would imply that

contrary to conventional thinking, γ could differ between

laboratory and field measurements. On fringing reef profiles,

measured γ values at the break point have been related to the

nondimensional relative water depth (hr+η)/Hrms0,SS (see Yao

et al. (2012) and references therein).

For the steep-slope Demirbilek et al. (2007) dataset, we do

not find a clear dependence of the optimal α and γ values on

S0 (Fig. 9) in contrast to the findings of Battjes and Stive

(1985) and Nairn (1990). There does however appear to be a

general trend of increasing optimal α and γ values with

Hrms0,SS/(hr+η) (as well as with Hrms0,SS for XBeach) (Fig. 9).

The intensity of wave-breaking has been related to the

nonlinearity parameter, Fc0 (Nelson 1994; Gourlay 1994;

Massel and Gourlay 2000; Sheremet et al. 2011).

Fc0 ¼
g1:25H0:5

rms;0T
2:5
p

hr þ η̄
� �1:75

ð17Þ

where Tp is the peak wave period. Based on field and labora-

tory data from reef profiles with near horizontal reef flats,

0 0.5 1 1.5 2 2.5 3 3.5

x 10
4

0.2

0.4

0.6

0.8

1

F

γ

 

 

%

0

10

20

30

40

0 0.5 1 1.5 2 2.5 3 3.5

x 10
4

0.2

0.4

0.6

0.8

1

F

γ

 

 
%

0

10

20

30

40
b

a

Fig. 11 Error in Hrms,SS prediction (WRPE SS shown with color bands)
for SWAN (a) and Xbeach (b) as a function of Fc0 and γ. Individual color
bands give WRPE SS for a given test condition and γ. Yellow dots give

the optimum α for each test condition. The yellow star is the optimum γ

for test no. 35 (Hrms,SS=0.032 m; Tp=1.42; hr=0.00 m)
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Nelson (1994) and Gourlay (1994) proposed that Fc0 was

suitable parameter for classifying relative wave shape and

wave transformation. From observations, Fig. 8 shows that

Hrms,SS/(h+η) increases with Fc0 for wave gauges on the fore

reef (gauge 6) and reef flat (gauges 7, 8, and 9). Relative wave-

breaking dissipation (as expressed by the energy-flux ratio

FSS,8/FSS,0where FSS,8 and FSS,0 are the SS wave-energy flux

on the reef flat (gauge 8) and offshore, respectively) generally

increased with increased Fc0.

Optimal α values for SWASH and γ values for SWAN

generally increase (though with some notable exceptions) with

Fc0 (Figs. 10 and 11). In contrast, optimal γ values for XBeach

remain relatively constant over the range of test conditions

(Figs. 11). Figures 10 and 11 show the WRPE SS error metric

as a function of eachmodel’s key wave-breaking parameter and

Fc0, with optimal values of α and γ shown with points. For Fc0
<1×104 SWASH had highWRPE SS errors for large values of

α. As Fc0 increased in the 3×10
2 to 1×104 range, the values of

α which predicted high WRPE SS errors increased. For Fc0>

1×104 SWASH generally showed less sensitivity to α values.

With the exception of three test conditions, optimalα values for

SWASH increased with Fc0. Test nos. 30, 31, and most notably

38 give lower than default optimal α (0.20, 0.18, and 0.39,

respectively; Table 2). In these three scenarios, the default α

resulted in an overprediction ofHrms,SS at gauges on the reef flat

and lower α values were required to reduce Hrms,SS on the reef

flat. It is however unclear why the overprediction with the

untuned α exists for these three scenarios, as the scenarios fit

the general trend of increasing Hrms,SS/(h+η) with Fc0 (Fig. 8a)

and increased dissipation with Fc0 (Fig. 8b). Overall, as

depicted in Fig. 5, we must emphasize that the SWASH results

with the untunedα=0.6 still agree well with measurements, but

further improvement was possible by this tuning of α (Table 2;

Fig. 7).

Over the range of Fc0 values, for γ from 0.2 to 1, SWAN

and XBeach showed contrasting regions of high WRPE SS

(Fig. 11). SWAN predictions gave high WRPE SS for γ

<∼0.5; however, XBeach predictions showed high WRPE

SS for γ>∼0.5 (Fig. 11). Also, SWAN predictions showed a

general increase in optimal γ values with Fc0, whereas this

trend is not present for XBeach predictions. The differing

optimal γ values and response to Fc0 for SWAN and

XBeach are believed to be due to differences in the breaking

formulation discussed in Sect. 5.2.

6 Conclusions

In this test of three commonly used wave models (SWASH,

SWAN, and XBeach), all were found to be capable of

predicting SS wave height variations across a steep fringing

reef profile with reasonable accuracy (Fig. 5 a, d, g and Fig. 7a).

Nevertheless, with tuning of the wave-breaking parameters (α

in SWASH and γ in both SWAN and XBeach), the accuracy of

predictions could be further increased substantially (Table 2;

Fig. 6 a, d, g; Fig. 7a). SWASH and XBeach also predicted IG

wave height (Fig. 5 b, h; Fig. 6 b, h; Fig. 7b) and spectral

transformation into lower frequencies (Fig. 4), albeit with

higher error than for the SS waves. Although SWAN was

capable of accurately modeling the SS wave heights, in its

current form, it was not able to accurately model the observed

spectral transformation into lower frequencies, as evident in the

underprediction of IG waves across the reef flat (Figs. 3, 4, 5, 6,

and 7). Recently, Sheremet et al. (2011) showed that it is

possible to accurately model spectral transformation (including

IG waves) using a nonlinear spectral wave model with direct

nonlinear triad interaction and frequency dependent wave-

breaking. Spectral transformation in SWAN may thus be im-

proved by adopting some of the formulations found in

Sheremet et al. (2011). The skill of either SWAN or XBeach

could potentially be improved by using an alternative wave-

breaking dissipation formula or implementing a spatially vari-

able γ formulation (e.g., van der Westhuysen (2010)).

Furthermore, comparative testing needs to be conducted to look

at other reef geometries and test cases that include larger more

realistic bottom roughness. The accuracy of predictions of other

metrics (e.g., skewness and asymmetry of velocity and accel-

eration), not just wave height, that are also important for

predicting wave-driven currents and sediment transport should

also be further investigated. In general, the capabilities of these

nonreef/steep-slope-specific beach models show promise when

applied to these environments.
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