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Consumer feedback is highly valuable in business to assess their performance and is also beneficial to customers as it gives them an
idea of what to expect from new products. In this research, the aim is to evaluate different deep learning approaches to accurately
predict the opinion of customers based on mobile phone reviews obtained from Amazon.com. (e prediction is based on
analysing these reviews and categorizing them as positive, negative, or neutral. Different deep learning algorithms have been
implemented and evaluated such as simple RNN with its four variants, namely, Long Short-Term Memory Networks (LRNN),
Group Long Short-Term Memory Networks (GLRNN), gated recurrent unit (GRNN), and update recurrent unit (UGRNN). All
evaluated algorithms are combined with word embedding as feature extraction approach for sentiment analysis including Glove,
word2vec, and FastText by Skip-grams.(e five different algorithms with the three feature extraction methods are evaluated based
on accuracy, recall, precision, and F1-score for both balanced and unbalanced datasets. For the unbalanced dataset, it was found
that the GLRNN algorithms with FastText feature extraction scored the highest accuracy of 93.75%. (is result achieved the
highest accuracy on this dataset when compared with other methods mentioned in the literature. For the balanced dataset, the
highest achieved accuracy was 88.39% by the LRNN algorithm.

1. Introduction

(ousands of people leave reviews about products on
e-commerce sites (e.g., Amazon and eBay) and opinions
about services such as restaurants or tourist attractions (e.g.,
Trip Advisor, Rotten Tomatoes, and Yelp) and the social
media (e.g., Facebook and Twitter) which can mention al-
most anything. (erefore, sharing the reviews and feedbacks
of customers about products or services used online will
influence new customers’ perspectives towards these
products, services, organizations, or institutions. Generally,
our behaviours, opinions, and perceptions about our choices
are influenced by other experiences and opinions. Especially,

when we deal with something new, feedback or reviews are
requested from experienced people. (us, imagine millions
of users giving out their experiences through online reviews
about products and services; this will profoundly impact
other people by either encouraging or discouraging them
towards trying these products or services. It is highly im-
portant to make sure of the authenticity of the seller. Over
time, consumers expand their opinions and feelings on the
virtual communities, the social networks, and the social
media communities. Classifying and categorizing large
amounts of unstructured data from the Internet are be-
coming more challenging tasks; hence, the sentiment
analysis, along with Natural Language Processing (NLP)
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techniques are flourishing to carry out such tasks providing
analysis for the textual data obtained from reviews or sur-
veys. (ese techniques predict the polarity of the opinions
(positive, negative, or neutral) of assisting customers draw a
better conclusion about a product. In this research, the
sentiment analysis will be carried out for the reviews of a
product (i.e., the unlocked mobile phone) on the website
amazon.com. In addition, this analysis will help customers
making the right decision to purchase or not. Also, com-
panies are able to understand how their customers feel about
their products and their level of satisfaction, to sustain their
level of comfort, to maintain their performance, and to
improve their services.

1.1. Problem Statement. Nowadays, the use of the Internet
on electronic commerce websites has grown to the point
where customers rely on them for purchasing and selling [1].
Since these websites allow consumers to write their feedback
on different goods and services, huge amounts of reviews
have become available [2]. Consequently, the need to analyse
these reviews to understand the feedbacks of the consumers
has increased for both the vendors and the consumers.
However, with many comments, it is difficult to read all
feedbacks for a particular item, especially for the popular
items [3]. (is research will evaluate different sentiment
analysis approaches for the dataset of the mobile phone
reviews in order to predict consumers’ satisfaction for a
mobile phone reviews by using deep learning algorithms,
including five different RNN models to be evaluated based
on their performance. Nevertheless, this will also help buyers
tomake better decisions when considering the purchases of a
specific mobile phone.

(e structure of paper is as follows. Section 2 displays the
required background of the work. Related work is discussed
in Section 3. Section 4 defines the research methodology,
and, finally, the implementation and the results are shown in
Sections 5 and 6, respectively.

2. Background

Sentiment analysis, which can also be referred to as opinion
mining or emotion AI, uses NLP along with the text analysis
and the computational linguistics to analytically identify, to
study, and to categorize subjective information, leading to
stating its impacts. (e sentiment analysis has been widely
used in fields like data mining, web mining, and social media
analysis since sentiments are the essential characteristics to
judge human behaviours. (e sentiment analysis is the area
which deals with judgments, responses, as well as feelings
that are generated from texts by an artificial intelligent
computer algorithm that mainly depends on machine
learning techniques. (e polarity can be positive, negative,
or just neutral. NLP is profoundly involved with the sen-
timent analysis which is commonly used to feel the voice of
customers from reviews, survey responses, social media, and
resources for users coming from different area such as
marketing and clinical medicine to improve customer ser-
vice. (ese opinions of customers are judgements/

statements that reveal people’s sentiment or attitudes to-
wards a specific product or service. Moreover, it could be
thought of as a detecting subjective opinion of speakers or
writers on a specific topic or to recognize the dominant
feelings of the text. Sentiment analysis can be thought of as a
process that uses specific methods or techniques to detect,
extract, and analyse subjective information from its language
(in a form of text) in order to have a feel about the customer’s
satisfaction and to draw a conclusion about the overall
experience about services or products. Nevertheless, it
sometimes provides an arithmetical score formulating the
usefulness of the sentiment. To achieve such thing, a system
(algorithm) will be built to collect and to assess opinions
given after online purchases.

3. Literature Review

Sentiment analyses are done with the help of the machine
learning algorithms to classify the textual data detecting the
polarity of the reviews about online products (amazon,
IMBD, and any other dataset) using either machine learning
methods or deep learning methods or in some cases inte-
grating them. In the field of the sentiment analysis using the
machine learning algorithms, the researchers in [4, 5] fo-
cused on increasing the accuracy of the review classification.
(ey used the unigram and weighted unigram techniques.
(e definitions are a unigram is one word, a bigram is a
sequence of two words, a trigram is a sequence of three
words, and so forth.(is was done to train the machine with
the help of the classifiers and the applied algorithms such as
maximum entropy (ME), naı̈ve bias (NB), and support
vector machine (SVM). ME classifiers are under the class of
exponential models and are categorised as a probabilistic
classifier. ME does not take into consideration the inde-
pendent elements of each other. It is mainly used to work out
large quantities of text classification problems and is widely
used in the sentiment analysis. However, NB method is a
technique for the constructing classifiers for models that
designates a class label to the problem examples. (ey are
represented in a vector form varying on the features of the
value being characterised, where these labels come from the
finite sets. NB is not a standard algorithm but it depends on
the used principles. (e value of a feature does not relate to
the value of another feature making them independent,
given the class variable. On the other hand, SVM algorithms
are mostly used for classification problems; however,
sometimes it could be used in the regression as well. In this
algorithm, each feature of the data is plotted in n-dimen-
sional space; the more features present more dimensions.
(e plot would have with the value of each feature corre-
sponding to a specific coordinate. (e classification is
performed with finding the hyperplane that distinguishes
between the two classes. On the other hand, [5] utilised the
technique of “ensemble” machine learning algorithm that
combines the predictions from the output of the classifiers
NB and SVM together to produce more accurate predictions
compared to an individual model. Dealing with the issue of
performance, speed execution and accuracy created a better
accurate system in contrast with the old systems.
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On the other hand, in the field of sentiment analysis
using deep learning approaches, a dataset consisting of
10,662 records was used to produce the sentiment analysis
from IMDb dataset [6]. (is method combined the deep
learning and the unsupervised machine learning which in
return gave better results and a better analysis with respect to
other existing methods [3]. (e deep learning aspect used a
Convolutional Neural Network (CNN) classifier, on the
other hand, the machine learning aspect of the analysis used
the K-mean method, which falls under the category of the
unsupervised learning. CNN was used to train and to learn
from the data, and after the feature extraction, the K-mean
clustering algorithm was used to categorize the reviews into
the positive or negative clusters. (e results showed that the
accuracy was acceptable with a low error rate. It was also
shown in the research that K-mean algorithm is more ef-
fective for the larger datasets. Paper [7] suggested a method
to perform a sentiment analysis and to mine customers’
reviews from the large datasets of 400,000 reviews. (e
research involved two parts; first, word2vec was used to
convert reviews into another form as vector representation
finding similar features for different aspects, and then a
technique called common bag of words (CBOW) along with
skip-gram was used to integrate with different machine
learning techniques, that is, SVM, NB, logistic regression,
and “Random Forest” utilising 10-fold cross validation. (e
results demonstrated that CBOW along with “Random
Forest” (with word2vec representation) gave the most su-
perior results; thus, CBOW performed better than the skip-
gram. (e result showed only the results of the unbalanced
dataset because the classification accuracy for the balanced
dataset was unacceptably lower than the unbalanced dataset.
However, the best accuracy was “Random Forest” with
CBOW equal to 90.6622%. In another analysis [6], the
dataset of Electronica Shopping site was used; only reviews
in the English language were considered. (e algorithm
would identify if the review is helpful or not, in other words,
a negative or a positive review. (e deep learning method
was used to build the model for the review identification.
CNN and RNN classifiers were used with FastText and
n-gram models for the feature extraction. It was demon-
strated that RNN gave the higher results with 92.6%
accuracy.

Additionally, another research that was done that used
the method of deep learning that involved different models
such as Multilayer Perceptron (MLP), Long Short-Term
Memory (LSTM), RNN, and CNN, in addition to a hybrid
model (LSTM–CNN) [8].(is was done on an IMDb dataset
[6]; word2vec was used to extract the data features from the
dataset. It was split into 50% positive reviews and 50%
negative reviews.(e results showed that the combination of
the model (LSTM–CNN) outperformed MLP, CNN, and
LSTM. (e accuracy of (LSTM–CNN) was 89.2%, while the
accuracy of CNN was 87.7%, and the accuracy of MLP and
LSTM was 86.74% and 86.64%, respectively. (e researchers
in [9] used texts crawled content consisting of 15,000 hotel
reviews and proposed a method to the enhanced word
representation method which implements the contribution
of sentiment information into the traditional Term

Frequency Inverse Document Frequency algorithm (TFIDF)
and generates the weighted word vectors. (ey utilised the
word2vec technology to get the distributed representations
of words including CBOW and the skip-gram models. (en,
the findings are fed into a bidirectional LSTM (BiLSTM)
model; next, they integrated the analysis method with their
proposed model such as RNN, CNN, LSTM, and NB. (e
results reported the higher evaluation percentages that in-
clude precision, recall, and the F1-scores. RNN falls under
the category of deep learning which is a subset of the ma-
chine learning under the umbrella of the artificial intelli-
gence. It is most commonly used in NLP and sometimes in
speech recognition. It is designed in such a way to be able to
recognize the sequential characteristics from data and the
used patterns tomake predictions about the next output.(e
current RNNs are only able to extract the preceding in-
formation from a sentence; however, [10] suggested a new
architecture called Comprehensive Attention-Recurrent
Neural Networks (CA-RNN). (is architecture will allow
RNN to store preceding information and the local context
for any part of the developed sequence. Bidirectional Re-
current Neural Networks (BRNN) was utilised to retrieve the
future and past information when a convolutional layer is
embedded to capture local information. (e convolutional
layer is where the filters are applied, and the most important
parameters are the number and the size of kernels. (e
typical RNNwas swapped with two new RNN variants called
LSTM and GRU and LRNN and GRNN, respectively to
maximise the effectiveness of this new architecture, such as
excluding human intervention in the training process.
Several sentiment analyses were done in this research using
different datasets (large movie datasets and Stanford sen-
timent tree bank SST).(e results showed that using the CA-
RNN method can substantially improve the classification
accuracy when compared to the standard RNNmethods and
the models achieving competitive performance. (e re-
searcher used word2vec and random vectors for represen-
tation and encoding the word. As a conclusion, the results
demonstrated that the new architecture CA-RNN gave a
higher accuracy.

4. Research Methodology

In this section, the used methods and techniques for the
classification of mobile phone reviews are discussed and the
taken steps during the experiments are clarified. Figure 1
illustrates the phases of this research beginning with the
dataset of online reviews until each review is classified into
positive, negative, or neutral.

4.1. Preprocessing. (e preprocessing methods are used to
prepare the data for entering the model and achieving the
best outcome. (e preprocessing steps included removing
Null values, lower cases, spelling corrections, tokenization,
stop words, removing punctuation, and lemmatization. Each
review in the dataset is labelled based on the review ratings.
If the rating is more than three stars, it is labelled as positive,
if the rating is equivalent to three stars, it is neutral, and
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anything less than three stars is considered as negative.
Furthermore, the dataset was split into 80% for training and
20% for testing.

4.2. FeatureExtractionWordEmbedding. (ere are twomain
steps involved in the text classification: first, the need to find a
word embedding method to convert text into the numerical
representations and, second, fitting the numerical represen-
tations of the text to the machine learning algorithms or the
deep learning architectures for further analysis. However, in
this paper, three approaches are deployed, word2vec Em-
bedding, Glove Vector Embedding, and FastText Vector
Embedding. (e concept of word embedding is converting the
text into a vectorized numerical representation. Many machine
learning algorithms and virtually all architectures of the deep
learning are unable to process strings or plain text in their raw
form or to perform any kind of work, such as the classification
and the regression. In general terms, they need numbers as
inputs. In addition, with the huge amount of data in the text
format, it is imperative to extract information from it and to
create applications. First, word2vec is a version of the word
embedding methods that was introduced in 2013 by Tomas
Mikolov, a researcher from Google [11]. It contains vectors of
similar words. In other words, it mathematically identifies
similarities. word2vec builds vectors that distribute numerical
representations of the word features, such as the word context.
Additionally, it can make the highly accurate assumptions
about the meaning of a word based on the past appearances.
(ose assumptions can be used to associate a word with other
words (e.g., “boy” as “male” and “girl” as “female”). However,
the output of the neural network word2vec is a vocabulary in
which each object has a vector attached to it that can be fed into
a deep learning or simply queried to predict relationships
between words. (is research applies the skip-gram method,
since this method produces more accurate results on the large

datasets, with higher dimensions. However, the method of
skip-gram which works for the target word is the input used to
predict the outputs from the words surrounding the target
word based on the context. For example, in the sentence “I have
a cute dog,” the input would be “cute,” and it supposes to have a
window size 5while the output would be “I,” “have,” and “dog.”
Second is Glove which is the upbeat word embedding in 2014
from researchers of Stanford’s competing [12]. Glove is coined
fromGlobal Vectors and it is based on amatrix of factorization
techniques on the word-context matrix. Also, this model is a
type of the unsupervised learning algorithm that obtains vector
representations for the words. First, it constructs a large matrix
of cooccurrence knowledge (words× context); that is, for each
“word” (the rows), you count how much this word occurs in
some “context” (the columns) in a large corpus. Finally,
FastText embedding is proposed by Facebook researchers in
2016 as an extension to word2vec [13]. (is model is an un-
supervised learning algorithm to obtain representations of
vectors for words. Facebookmakes pretrainedmodels available
for 294 languages. So, instead of feeding the single words into
the neural network, FastText goes one level deeper.(is deeper
level consists of the parts of the words and the characters.
However, FastText splits words into several subwords (n-
grams), for example, the trigrams for the words “products,”
“pro,” “rod,” and “duct” (ignoring the beginning and the end of
the word boundaries). (e word vector embedding for
products will be the sum of all these n-grams. After training the
neural network, it will have word embeddings for all n-grams
given the training dataset. Rare words can now be properly
represented since it is highly likely that some of their n-grams
also appear in other words.

4.3. Machine Learning Algorithms. In this work, we applied
deep learning algorithms such as simple RNN. Furthermore,
we apply four different variants of RNN, namely, Long
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Figure 1: (e phases of the proposed approach.
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Short-TermMemory Networks (LRNN), Group Long Short-
Term Memory Networks (GLRNN), gated recurrent unit
(GRNN), and update recurrent unit (UGRNN). Each al-
gorithm will use the three embedding methods individually
and the results will be compared based on the evaluation
measures suggested: accuracy, recall, precision, and F1-score
in order to find which classification along with the em-
bedding method performed the best. (e RNNs are types of
neural networks, in which the output from the previous step
is fed to the current time stage as data. All knowledge
(inputs) and outputs of conventional neural networks are
independent of each other. Still, in cases such as when the
next word of a sentence is to be predicted, it is important to
recognize the previous words. (us, RNN came into being,
with the aid of the hidden layer solved in this problem. Long
Short-TermMemory (LSTM) networks is an improved RNN
network in which it utilises memory cells to make sure the
signal is not lost when the sequenced data is processed.
LSTM at the high level of RNN processes the sentences one
element at a time and preserves them in what is called the
memory state. (is resolves the vanishing gradient problem.
Moreover, the memory cells take into account the current
word, cell state, and carry. (is method shines when it deals
with series suffering from the time lags of different dura-
tions. LSTM uses backpropagation to train the model, and it
utilises three main layers: the input layer, the output layer,
and the LSTM layer, where the LSTM and the input Layers
are connected. Gated recurrent unit (GRUs) and LSTM are
very similar in how they work. However, GRUs are con-
sidered as the new generation of RRN, are much easier to
implement, and are less complex in the structure. GRU
removes the concept of cell state and replaces it with the
hidden layer to transfer information [14, 15]. (e hidden
layer output the current time step which is calculated using
the hidden layer state of the previous time step and the input
of the current time step. GLSTM is simply a group of several
LSTMs, where LSTM outputs are concatenated. (e idea is
to split LSTM into several Sub-LSTMs. LSTM, in general,
has a complex gated structure which makes it slow. In
contrast, updated gate based RNN (UGRNN) has a single
gate (update gate). (e update gate is responsible for de-
termining if the hidden state at the current time step is
carried out from the previous time step or rather updated. In
return, this makes it faster with the enhanced efficiency while
maintaining the advantages and characteristics of LSTM.
(e UGRNN’s cell was inspired by the LSTM and GRU
algorithms, hence combining them together. (e concept
behind the update gate (a feed-forward highway network) is
to determine whether the unit should be integrated or
computed [15, 16].

4.4. Evaluation Parameters. (e metrics are used to display
the classifier that performs well on this test dataset, so we
need to be confident that it has the power to generalize well
beyond the data from which it was trained. In this paper,
different performance evaluation parameters including
precision, F-measure, recall, and accuracy are calculated
[17].

Precision measures the classifier’s accuracy. It is the
percentage of the number of correctly predicted positive
reviews divided by the total number of predicted as positive
reviews:

Precision �
TP

TP + FP
.

(1)

Recall measures the classifier’s completeness. It is the
percentage of correctly predicted positive reviews to the
actual number of positive reviews on the corpus. (erefore,
recall indicates the number of related items we identified:

Recall �
TP

TP + FN
.

(2)

F-measure (or F-score) is defined as the harmonic mean
of precision and recall, which combines recall and precision
to output a single score. F-measure therefore might have the
best value as 1 and the worst value as 0:

F −Measure � 2 ×
Precision × Recall

Precision + Recall
.

(3)

Accuracy is the most important metrics of performance
evaluation and is measured as a percentage of the number of
correctly predicted reviews to the total number of reviews
present in the corpus. However, the accuracy calculates the
ratio of inputs in the test set correctly labelled by the
classifier:

Accuracy �
TP + TN

TP + TN + FP + FN
.

(4)

5. Implementation

5.1.Dataset. (e dataset from Amazon.com is a great source
to evaluate products based on customer’s reviews. When a
customer purchases any product online, they will write a
comment explaining their opinion on it under the product
and they give it a star rating. (e dataset consists of 400K
reviews of unlocked mobile phones sold on Amazon.com
which is publicly available on Kaggle website. Solution to the
problem would be useful for a brand to gain a broad sense of
users’ sentiment towards a product through online reviews.
It contains 6 columns: (1) brand name which depicts the
name of the organization, for example, Nokia; (2) product
name, for example, Nokia Asha 302; (3) price, that is, the
cost of the mobile; (4) rating, that is, the star rating which the
costumer gives to the product; (5) reviews, that is, the users’
opinion about each product; (6) review votes, that is, the
number of consumers who voted the review. Also, to
evaluate the model, we divided the dataset to 80% for
training data and 20% for testing the data.

5.2.DataExploration. Before analysing the data, it should be
visualised to help understand it, as this will help to draw
better conclusions about the results obtained. At the be-
ginning, the statistics are summarised for this paper, and it is
found that the total number of reviews was 400,000 with
162,491 unique values and the total brand names amount to
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348,669 brands with 384 unique values. (e average price in
the dataset was 227 $ and the standard deviation is 273 $.
Also, the unique values of products are 4,410. Additionally,
the most reviewed product was “(e Apple phone 4s 8GB
unlocked mobile” with mean rating 3.82 and its standard
deviation is 1.55. Figure 2 illustrates the total number of
words. (e result shows that the positive had the high
content words and the most people typing the positive and
the neutral reviews for the products. (e average reviews
were between negative and neutral, while the number of the
reviews has abounded with positive ratings. However, the
dataset had overstock in comments at positive and negative.

5.3. Data Preprocessing. Preprocessing is a data mining
technique which involves transforming the raw data into a
clear and understandable format. Preprocessing is consid-
ered a crucial step that must be done before importing data
to the machine learning algorithms to maximise the per-
formance and the accuracy of the analysis, especially when
the dataset being analysed has a textual nature. Several steps
were taken during the processing. First, the empty rows
form, and the “Reviews” column was dropped (62 null
values). (en, all textual data was concerted to the lower
case. Furthermore, the natural language toolkit library was
used (NLTK), which is a machine learning library within
NLP domain. Figure 3 illustrates the sequence of pre-
processing for Amazon dataset of mobile phone reviews.

(1) Spelling corrections are to make sure the analysis
yields good results, so spelling mistakes have to be
accounted for because sometimes spelling mistakes
can change the meaning of the sentence. (e
spellchecker library was used to detect if a word is
misspelt and suggest the most appropriate
correction.

(2) Tokenization is one of the most commonly used
methods when dealing with text data. It is the
procedure of converting sensitive data into tokens. In
the case of sentiment analysis, text data is tokenized
and filtered to remove any unnecessary tokens.

(3) Stop words are words that are considered useless
with respect to the sentiment analysis being per-
formed. (ese words do not help to find the true
meaning of the sentence or review; hence, removing
them will not impact the results of the model nor the
alter precision or recall of the analysis. However,
keeping them would increase the size of the index,
which will require higher computational power on
very large datasets. Two methods were utilised to
remove stop words. (e first method, which is the
most common, used the NITK library identify tokens
containing stop words and removing them from the
reviews such as (e.g., a, it, is, that, and but). (e
second method is used to add a word to NLTK stop
words collection that is not included in the library
and needs to be removed; we use it for the word that
had a frequency more than 50% and was removed
and discarded. Examples of these words are

unlocked, phone, time, mobile, and so on. Moreover,
rare words which appeared less than 6 times are also
removed and discarded.

(4) Removing punctuation is to remove marks such as
comma, full stop, and exclamation mark.

(5) Lemmatization is to return words to their roots by
deleting both prefixes and suffixes. (is was done
using the NLTK library. Lemmatization helps to link
words with similar meaning to one word.

5.4. Features Engineering. After preprocessing, the data is
vectorized by various types of the feature selection methods,
such as FastText, Glove, word2vec, and word2vec skip-gram.
In all used models, the data will be read from word2vec,
Glove, and FastText, and the fixed parameters used in the
modelling include the following:

(i) (max_features) (e maximum number of the fea-
ture vector that will be used in modelling is equal to
20,000 rows.

(ii) (embedding_dim) (e dimensions of the feature
vector from “Glove, word2vec, and fast-text” were
all similar and were set to 100, to determine fixed
length of the vector for each word.

(iii) (validation_split) (e mining of test data equals
20% testing and 80% training.

(iv) (maxlen) “(e max review length” indicates the
output length of the vector for each review, set to 80.

(v) (batch_size)(e size of the training data considered
in each epoch equal was set to 32.

(vi) (nb_clasees) (e number of classes we are classi-
fying is 5 equal stars rating (1, 2, 3, 4, and 5).

(e result from each method is a matrix that represents
all documents in the dataset as vectors. (e results were
obtained by vectors which can be fed to the five suggested
algorithms, to build classification models.

5.5. Classification Models

5.5.1. RNN Modelling. We used the Keras library initially in
the deep learning. We started to set some parameters for
building our RNNmodel. First, we used the RNN layers with
150 hidden units and then used a dense net with Softmax as
an activation function to predict the 3 classes; basically, the
activation function Softmax determines the final classes.
Here, we have kept the dropout as 0.2.We have passed all the
type (Glove, word2vec, and FastText) vectors embedding to
the model and passed them as an input to the dense layer.

In mathematics, the Softmax function, also known as
softargmax or normalized exponential function, is a func-
tion that takes a vector of K real numbers as inputs and
normalizes it into a probability distribution consisting of K
probabilities proportional to the exponentials of the input
numbers. (at is, prior to applying Softmax, some vector
components could be negative or greater than one andmight
not sum to 1; but after applying Softmax, each component
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will be in the interval {\display style (0, 1)}(0, 1), and the
components will add up to 1, so that they can be interpreted
as probabilities. Furthermore, the larger input components
will correspond to larger probabilities. Softmax is often used
in neural networks, to map the nonnormalized output of a
network to a probability distribution over predicted output
class. Additionally, we used Adam optimizer to configure the
model to determine the distance between the prediction and
the actual value. Adam optimizer calculates the learning rate
by the distance. If the distance is large, then Adam optimizer
will increase the learning rate. Finally, we used 30 epochs to
train the data.

5.5.2. LSTM Based RNN (LRNN). In neural networks,
Softmax is also used to map a network’s nonnormalized
output to distribution of probability over predicted output
classes. For this method, we have also tried to input the
original text with word2vec, Glove, and FastText embedding.
(e data has been trained for 30 epochs in experiments using
LSTM. An epoch is a hyperparameter which is defined
before training a model. One epoch is when an entire dataset
is passed both forward and backwards through the neural

network only once. Adam optimizer has been used to op-
timize the parameters, the learning rate is 0.01, and the batch
size is 32. To prevent overfitting, a dropout rate of 0.2 was set
in the LSTM layer with 150 hidden units. Adam is an
adaptive method of learning rates. It computes individual
learning rates for various parameters. (e name comes from
adaptive moment estimation, and the reason it is named is
that Adam uses first and second gradient estimates to change
the learning rate for each neural network weight. In prep-
aration, the amount that the weights are adjusted is referred
to as the “learning rate” or step size.

5.5.3. GRU Based RNN (GRNN). In this model, we used the
GRU block cell to create a basic GRU with 150 hidden units
in this paper, the cell with output size 100 and dropout rate
0.2. (e output received is passed to RNN with the sequence
length of 62 and 31 for training and testing data, respectively.
Finally, we have passed all the (Glove, word2vec, and
FastText) vectors embedding to the model, respectively and
passed them as an input to the dense layer is applied with
ReLu activation function, and the output is passed into the
Softmax classifier for the final sentiment classification.
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5.5.4. Group LSTM Based RNN (GLRNN). Group LSTM
based RNN paper has used Group LSTM cell with output
size of 150 and dropout rate of 0.2. A group LSTM cell
consists of one LSTM subcell per group, where each subcell
operates on an evenly sized subvector of the output. (e
output received is passed to RNN. Finally, the dense layer
is applied with ReLu activation function; ReLU is the most
commonly used activation function in neural networks;
ReLU is usually a good first choice. (e output is passed
into the Softmax classifier for the final sentiment
classification.

5.5.5. Update Gate Based RNN (UGRNN). GRU-LSTM
based RNN has used a network architecture in which both
LSTM and GRU cell were used with an output size of 150
and dropout rate of 0.2.(is cell is a combination of LSTM
and GRU units, wherein there is only one gate. To de-
termine whether the unit should be computing instan-
taneously or integrating, this is the recurrent idea of the
feed-forward highway network. (e output received is
passed to RNN with the sequence length of 62 and 31 for
training and testing data, respectively. Finally, the dense
layer is applied with Relu activation function, and the
output is passed into the Softmax classifier for the final
sentiment classification.

6. Experiments and Evaluation

Firstly, we identified different experiments and discov-
ered the best model for predicting review polarity. (ese
experiments compared feature engineering efficiency; for
example, FastText, Glove, and word2vec use skip-gram
with each model, before comparing between the models
themselves and determining which method had the best
performance. (e algorithms used in our experiments are
RNN, LRNN, GRNN, GLRNN, and UGRNN. However,
each review was classified in this paper as positive,
negative, or neutral based on the star rating (label). (us,
ratings of four and five stars are classified as positive
whereas ratings of two and one stars are classified as
negative, and three-star rating is classified as neutral. (e
first experiment was done on unbalanced data having 4 K
reviews. (e second analysis was conducted on balanced
data. (is means that we are solving the problem of
unbalanced dataset using a combination of two tech-
niques: undersampling and oversampling. However, the
oversampling was used to increase the size of rare
samples. Rather than getting rid of abundant samples,
new rare samples are generated using repetition (syn-
thetic minority oversampling technique). (is was used
on neutral reviews which was the lowest class containing
only 21,000 reviews. So, we increase the size of neutral to
negative reviews by oversampling to achieve 64165 re-
views. Also, undersampling was used in order to balance
the dataset by reducing the size of the abundant class.
(is method is used when the quantity of data is suffi-
cient; consequently, we used undersampling with the
positive reviews because it was higher than negative and

neutral reviews. Note that the number of positive reviews
was 18,0686. So, we are undersampling the positive re-
views to 64,165 to equal negative. Finally, the balanced
dataset consists of positive, negative, and neutral each
having 64,165 reviews. (e total balanced dataset con-
tains 192,495 reviews.

6.1. Results Obtained by Unbalanced Data. Tables 1–5 rep-
resent the results for RNN GRU, LSTM, GLSTM, and
UGRNN, respectively, using the three feature extraction
techniques. Among the five algorithms used on the unbal-
anced datasets, it appeared that GL-RNN algorithm had the
best performance and GRU-RNN had the worst. For this
dataset, it was observed that GL-RNN and LSTM-RNN had
similar performances; this can be related to the fact that they
have similar architectures. Overall, FastText word embed-
ding feature extraction yielded the highest accuracies when
compared with other feature extraction method apart from
UG-RNN, while Glove yielded the lowest accuracies in all
algorithms. (e highest accuracy obtained was FastText
feature extraction used on the Group LSTM based RNNwith
accuracy of 93.75%.(e lowest accuracy obtained was Glove
feature extraction used with the GRU-RNN algorithm with
accuracy of 53.87%. (e average accuracies for Glove,
word2vec, and FastText feature extraction methods are
75.1%, 82.6%, and 83.7%, respectively. From the average
accuracies with respect to the 5 algorithms proposed on the
unbalanced data, it is evident that FastText performed the
best and Glove.

6.2. Results Obtained by Balanced Data. From the first
glance, it is shown that for the balanced dataset, the three
feature extraction methods scored similarly with respect
to the five algorithms proposed. However, the maximum
accuracy obtained was 88.39% which was achieved by the
LSTM–RNN algorithm using the FastText feature ex-
traction method. Group LSTM–RNN using FastText
feature extraction had a 0.01% difference from LSRMRNN
algorithm; again, this can be related to the fact that both
algorithms share a similar architecture. Overall, the Glove
method had the worst accuracies among four algorithms
but scored the highest in use with the GRU–RNN algo-
rithm. (e average accuracies for Glove, word2vec, and
FastText extraction methods with respect to the five al-
gorithms are 71.4%, 80.1%, and 79%, respectively. In
contrast to the unbalanced data, where the average ac-
curacy was the highest for the FastText method, the
balanced data had word2vec as the highest average ac-
curacy. Tables 6–10 represent the results for RNN GRU,
LSTM, GLSTM, and UGRNN, respectively, using the three
feature extraction techniques.

6.3. Benchmarking. To compare our work with some other
related work, in this paper, the results are obtained by
previous analysis that was conducted in different ways,
which was discussed earlier in the literature [Section 2].
Various ways andmachine learning algorithms were used on
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the same dataset used in this research. Out of the three
researches done, it appears that FastText feature extraction
used with the group LSTM based RNN method yielded the
highest accuracy of 93.75%. (e work in [10] was able to
achieve an accuracy of 92.73% using Glove feature extraction
with CNN algorithm; however, Glove feature extraction gave
the worst results when used under the RNN algorithms. (e
lowest accuracy was achieved by [4] with weighted unigrams
feature extraction under the SVM algorithm with accuracy
of 81.2%. On the other hand, the work in [7] was able to
achieve an accuracy of 90.7% using continues bag of words
feature extraction method under the random forest algo-
rithm. It is evident that the best results were achieved by the
method proposed, FastText feature extraction under
GLRNN.

7. Conclusion

(is paper aimed to evaluate different deep learning models
to predict the polarity of textual reviews of mobile phones
fromAmazon.com. Five different variations of RNN algorithms
were used, RNN, LSTM-RNN, GLSTM-RNN, GRU-RNN,
and UG-RNN, and then compared concerning three-word
embedding feature extraction methods: Glove, word2vec,
and FastText. Word embedding plays a crucial role in text
classification by transforming text into vectorized numerical
representations which allows us to use it as an input to the
machine learning algorithm.

(e most challenging part is text classification, since the
meaning of words must be understood while taking ambiguity
of the human language into account.(e data was visualised to
gain a better understanding; then after that, it was processed
and prepared to use as input to the five different RNN

Table 1: Results obtained from unbalanced data analysis for RNN
algorithm by the three feature extraction methods.

Accuracy (%) Precision (%) Recall (%) F1-score (%)

Word2vec 71.86 67.55 71.86 67.59
Glove 68.99 59.59 68.98 61.62
FastText 75.88 74.47 75.88 74.86

Table 2: Results obtained from unbalanced data analysis for LSTM
based RNN algorithm by the three feature extraction methods.

Accuracy (%) Precision (%) Recall (%) F1-score (%)

Word2vec 92.27 92.21 92.26 91.98
Glove 83.56 82.59 83.56 82.60
FastText 93.63 93.67 93.63 93.47

Table 3: Results obtained from unbalanced data analysis for GRU
based RNN algorithm by the three feature extraction methods.

Accuracy (%) Precision (%) Recall (%) F1-score (%)

Word2vec 65.99 49.89 65.99 56.14
Glove 53.87 29.02 53.87 37.72
FastText 70.04 63.19 70.04 65.93

Table 4: Results obtained from unbalanced data analysis for
GLSTM based RNN algorithm by the three feature extraction
methods.

Accuracy (%) Precision (%) Recall (%) F1-score (%)

Word2vec 92.29 92.32 92.29 92.00
Glove 86.57 86.03 86.58 85.92
FastText 93.75 93.86 93.75 93.54

Table 5: Results obtained from unbalanced data analysis for UGRU
based RNN algorithm by the three feature extraction methods.

Accuracy (%) Precision (%) Recall (%) F1-score (%)

Word2vec 90.68 90.58 90.68 90.29
Glove 82.49 81.33 82.49 81.23
FastText 85.39 85.27 85.39 85.08

Table 6: Results obtained from balanced data analysis for RNN
algorithm by the three feature extraction methods.

Accuracy (%) Precision (%) Recall (%) F1-score (%)

Word2vec 77.98 06.08 77.98 11.28
Glove 62.31 58.55 62.31 59.04
FastText 70.16 59.27 70.16 63.27

Table 7: Results obtained from balanced data analysis for LSTM
based RNN algorithm by the three feature extraction methods.

Accuracy (%) Precision (%) Recall (%) F1-score (%)

Word2vec 87.43 87.19 87.43 86.75
Glove 69.23 63.64 69.23 63.35
FastText 88.39 88.25 88.39 87.79

Table 8: Results obtained fromUnbalanced Data Analysis for GRU
BASED RNN algorithm by the three feature extraction methods.

Accuracy (%) Precision (%) Recall (%) F1-score (%)

Word2vec 61.04 66.69 61.04 58.33
Glove 66.86 71.08 66.86 67.99
FastText 61.04 66.69 61.04 58.33

Table 9: Results obtained from balanced data analysis for GLSTM
based RNN algorithm by the three feature extraction methods.

Accuracy (%) Precision (%) Recall (%) F1-score (%)

Word2vec 87.38 87.57 87.38 86.58
Glove 80.67 80.45 80.67 79.02
FastText 88.38 88.45 88.38 87.79

Table 10: Results obtained from balanced data analysis for
UGRNN based RNN algorithm by the three feature extraction
methods.

Accuracy (%) Precision (%) Recall (%) F1-score (%)

Word2vec 86.61 86.48 86.61 85.80
Glove 77.94 78.03 77.94 75.20
FastText 87.25 87.26 87.25 86.57
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algorithms. However, the data was processed further to become
a balanced dataset to solve the problem of having too many
positive reviews compared to neutral and negative. Further-
more, previous research focused on unbalanced datasets and
managed to achieve good results. Out of the five algorithms,
GLSTM based RNN with the FastText feature extraction was
able to yield the best results when the evaluation is in terms of
the accuracy, precision, recall, and F1-score, for the unbalanced
datasets with the accuracy of 93.75%, while LSTM–RNN also
with FastText feature extraction method yielded the best results
for the balanced dataset with accuracy of 88.39%. A conclusion
can be drawn here that they scored the highest since they share
similar architecture; however, in the balanced dataset, the
GLSTM and LSTM-RNN algorithms had a 0.01% difference in
accuracy making them very similar for such analysis. (e
unbalanced dataset yielded better results probably due to its
larger size. (e results were then compared to previous at-
tempts in the literature; as a conclusion, the aim of this paper
was successfully fulfilled and all objectives were met; never-
theless, a better model was made that surpasses the results and
reliability of previous attempts where the maximum accuracy
that was achieved was 92.75% using the Glove feature ex-
traction with CNN algorithm. On a side note, the Glove feature
extraction yielded the lowest results when used with the RNN
algorithm. (is shows that a feature extraction method or a
machine learning cannot be judged individually in terms of
sentiment analysis; thus, the algorithm has to be tailored for the
needs, input, and output of the algorithm.

Data Availability

(e dataset fromAmazon.com (public data) is a great source
to evaluate products based on customer’s reviews. When a
customer purchases any product online, they will write a
comment explaining their opinion on it under the product
and give it a star rating.(e dataset consists of 400K reviews
of unlocked mobile phones sold on Amazon.com which is
publicly available on Kaggle website. Solution to the problem
would be useful for a brand to gain a broad sense of users’
sentiment towards a product through online reviews. It
contains 6 columns which are Brand name, product name,
price, rating, reviews, and review votes. Moreover, we use
80% of the data as data training and 20% as data testing.
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