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Evaluation of Tuner-Based Noise-Parameter
Extraction Methods for Very Low Noise Amplifiers

Leonid Belostotski, Member, IEEE, and James W. Haslett, Fellow, IEEE

Abstract—This paper compares the performance of
source–tuner noise-parameter extraction methods used to
measure noise parameters of low-noise amplifiers that have very
low ( 1 dB) noise figures. The methods discussed are known
as the Cold method and the modified -factor method (or
Hot–Cold method). The paper describes equations used in the
extraction algorithms. In a Monte Carlo analysis by randomly
adding various sources of uncertainties to “measurements,”
created with a computer simulation, performances of the noise
parameter extraction methods are compared. It is shown that
the iterative Cold method and the direct Cold method are the
best at extracting and ���� noise parameters in terms of
lowest standard deviation and close proximity of the extracted
mean values to the true values. The simplified Cold method,
used in a number of commercial systems, has largest systematic
offsets in extracted noise parameters while being the quickest to
perform. The modified -factor method is the slowest to perform
due to additional time required for hot measurements. This
method is marginally the most accurate to extract ���. These
conclusions are also supported with measurement results. This
study assembles in one place necessary theoretical background
information to serve as a reference for those who are working in
the field of noise parameter extraction using tuner-based methods.

Index Terms—Cold noise measurement, hot–cold noise measure-
ment, noise parameters, noise source, measurement uncertainty,

-factor.

I. INTRODUCTION

V
ARIOUS aspects of noise-parameter measurements of

two-port networks have been discussed in [1]–[21]. In

this study, we investigate systematic offsets and standard devi-

ations in the measurements performed with tuner-based noise

parameter extraction methods. The motivation for this study

is to estimate errors in tuner-based noise-parameter extraction

systems that are intended for evaluation of very low-noise

amplifiers (LNAs), such as an LNA discussed in this paper

that was designed for the Square Kilometre Array (SKA) radio

telescope [22]–[24].

Today’s LNAs routinely attain noise figures below 1 dB,

some of which are reported in [25]–[35], and require precision
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Fig. 1. Measurements of optimum signal–source reflection coefficients for
minimum noise of a 3-dB noise figure LNA follow an expected locus. Mea-
surements of optimum signal-source reflection coefficients for minimum noise
of a 0.5-dB noise figure LNA show large scatter. The measurements were
performed with commercial tuner-based noise-parameter extraction systems
over an 800-MHz–1.4-GHz frequency range. While the commercial algorithms
used to measure the 0.5-dB LNA are proprietary, simulations in Section III
suggest that the tuner repeatability, impedance constellation selection, and
insufficient averaging are likely causes of the data scatter.

noise measurement equipment for full characterization. While

commercial parameter extraction systems are acceptable for

measuring LNAs with noise figures 1 dB, their performance

may suffer from measurement errors for very low-noise ampli-

fiers, as demonstrated in Fig. 1, where optimum signal–source

reflection coefficients for minimum noise of two amplifiers

measured with commercial noise parameter extraction systems

are shown.

Tuner-based measurements are subdivided into two methods:

the Cold method [1]–[8], and the modified -method, also

known as the tuner-based Hot–Cold method [8]–[11]. Other

methods of measuring noise parameters exist. Some are based

on the representation of the noise signals in terms of noise

wave amplitudes [12]–[18]. Another set of noise parameter

extraction techniques in [19]–[21] is based on a single noise

figure measurement and fitting the result to a device-under-test

(DUT) noise model determined analytically or experimen-

tally by using other techniques. The latter two measurement

methods are beyond the intended scope of this paper. This work

discusses the theory of tuner-based noise-parameter extraction

and presents both a Monte Carlo and an experimental analysis

of noise parameter extraction methods. Appendix I contains

a list of symbols and description of notations for the readers’

reference.

0018-9480/$26.00 © 2009 IEEE
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Fig. 2. Cold measurement system and modified � -factor measurement system. For brevity, measurements that depend on whether the noise source is OFF or ON

are indicated by the superscript ����.

II. NOISE MEASUREMENT METHODS

The most standard method of measuring noise figure is known

as the -method and it is used in all noise figure analyzers [36],

[37]. This method is conceptually the simplest, but its accuracy

is poor and this method does not allow for noise parameter ex-

traction, and therefore, is not discussed in this paper.

The extraction of the noise parameters ( and )

requires measurements of the DUT performance when driven by

a signal source with varying impedance. These measurements

are covered in Sections II-A–C where equations required for

noise parameter extraction from noise power measurements are

discussed.

A. Temperature Effects

Modern noise figure analyzers such as the N8975A with noise

sources such as the N4000A report Cold noise temperature1 ,

and therefore, , is available for all calculations discussed in

this paper. The noise source Hot noise temperature2 is deter-

mined from the excess noise ratio (ENR) supplied by the noise

source manufacturer, defined as [5], [36]

(1)

where the term in brackets converts noise temperature to the

corresponding effective noise temperature,3 and is the noise

source reflection coefficient in the Hot state.

The noise factor (figure) of a DUT is defined as the ratio of the

available signal-to-noise ratio at the circuit input to the available

signal-to-noise ratio at the circuit output [38]. An equivalent

definition in terms of noise temperatures at the ambient room

temperature of can be written as

(2)

(3)

1Noise temperatures refer to the temperatures that yield the available noise
power from a source.

2The value of � found from (1) is only correct when � � � [36]. When
� �� � , � needs to be corrected accordingly [36], [37].

3The effective noise temperatures yield the power emerging from a port.

where K is the reference temperature,

is the effective input noise temperature of a DUT at , and

is the effective input noise temperature of a DUT

and is a function of the ambient room temperature . In this

study, we are interested in ,

which can be obtained from measured by using (3).

The mechanical-tuner-based noise parameter extraction takes a

significant amount of time. During this time, the ambient tem-

perature may experience small variations, which may result in

measurement errors. Expression (3) accounts for this where it

is assumed that the noise power of a DUT and of a noise power

measuring device (receiver) vary with temperature. While the

noise figure analyzer might have internal temperature stabiliza-

tion, an amplifier, cables, isolators, and other external compo-

nents located between the DUT and noise figure analyzer that

define the receiver noise figure are exposed to the ambient tem-

perature. Although the amplifier and the DUT noise tempera-

tures may not scale exactly linearly with ambient temperature,

a linear approximation is accurate for small changes around the

ambient and is used in this study. Transistors such as MOSFETs

can be modeled to a first order with linearly temperature-depen-

dent drain– and gate–noise currents [39]–[43] over a small tem-

perature range. Noise temperatures of LNAs based on bipolar

transistors scale nearly linearly with ambient temperature [30],

particularly over a small temperature range. Note that in

(3) remains referenced to to conform with the standard noise

factor definition [38], [44].

B. Cold Method

The Cold method uses source impedance tuners to generate

varying signal–source reflection coefficients at the DUT input

[1]–[8]. The block diagram of the Cold method is shown in

Fig. 2. The measurement procedure is broken into the following

five steps. Step 1 is performed to collect required -parameter

information. Steps 2–4 are the receiver calibration steps. During

Step 2, Hot–Cold measurements are performed. Step 3 describes

the procedure to determine the tuner noise parameters. This is

followed by Step 4 that uses measured data from Step 2 and is

needed to complete the extraction of the receiver gain. This gain

is used during DUT measurements described in Step 5.

Step 1: -Parameter Measurement: The system calibration

and noise parameter measurements with the Cold-method based
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system require measurements of: 1) the -parameters

of the network located between the noise source and the DUT

plane, called InputNet in this paper, for each tuner setting used

during noise parameter measurements; 2) the input reflection

coefficient of the receiver4 at the receiver plane; 3) -pa-

rameters of the DUT ; and 4) OFF and ON reflection coef-

ficients of the noise source . These electrical measurements

are performed with a vector network analyzer (VNA), not shown

in Fig. 2.

Step 2: Hot–Cold Measurement for Receiver Gain Determi-

nation: The DUT in Fig. 2 is replaced by a “THRU,” effectively

connecting the receiver plane to the DUT plane, and the initial

noise power measurements required for receiver noise parame-

ters and receiver gain determination are obtained. To measure

the receiver noise parameters and receiver gain, first the noise

source is toggled from OFF to ON and two noise powers

are reported by the noise figure analyzer. These two readings are

related to the receiver transducer gain and noise power

by

(4)

where are known and are the available noise powers from

the noise source and InputNet at the receiver input, are

measured ambient temperatures, are the receiver–plane

referred noise powers of the receiver at , and are trans-

ducer gains that can be expressed in the familiar form as [45]

(5)

In (5), an unknown internal receiver load is represented by ,

unknown internal receiver -parameters are represented by

, and represent measurable input mismatch terms.

Unknown and individually unmeasurable and are

grouped together into in (5) and will be found in

Step 4. Expressions for used in (4) are obtained from

(6)

where are the noise temperatures of InputNet in Fig. 2

referred to the noise source plane [for derivation see (B.5)]

and are the available gains of InputNet calculated

from measured -parameters , as shown in (A.3).

represent total noise temperatures at the noise

source plane and when multiplied by the available gain

give the noise temperatures of the noise source and InputNet at

4For receivers that may automatically update their RF attenuation settings
based on strengths of input signals, the input reflection coefficient measurements
and all receiver noise calibration described in this paper must be performed with
the RF attenuation fixed to the level that the receiver selects during DUT mea-
surements.

the DUT plane in Fig. 2, represented by . Rewriting (4) in

terms of and defined in (5) gives

(7)

which relates directly measured quantities and to

indirectly measured from (6) and from (5) and to

unknown and . An evaluation of is based on

(7). However, to complete the determination of , one needs

to determine , which will be discussed in Steps 3 and 4.

Step 3: Receiver Calibration: The receiver calibration pro-

ceeds with the noise source turned OFF and the tuner manipu-

lated to present different signal–source impedances

to the noise figure analyzer input. For each such impedance

, the noise power and the ambient temper-

ature are measured. These two relate to the receiver–plane

referred receiver noise power and receiver transducer

gain by

(8)

which, in turn, are related to the noise factors of the receiver

by

(9)

In (9), is determined from (6) and is the noise power avail-

able at the DUT plane connected with the “THRU” to the re-

ceiver input for the th signal–source impedance.

When a sufficient number of are measured, the noise

parameter extraction can proceed once is

obtained, as described below in Step 4. The parameter extrac-

tion can be performed with a number of extraction algorithms

available [46]–[49] that fit the calculated to a general ex-

pression of the noise factor of a device [45]

(10)

and determine unknown receiver noise parameters: the min-

imum noise factor , the equivalent noise resistance ,

and the optimum signal–source reflection coefficient for min-

imum noise , where is the characteristic impedance of

the system, usually 50 , and is the signal generator reflec-

tion coefficient seen by the device that, in the case of the re-

ceiver, is equal to .

Step 4: Receiver Gain Extraction: We next consider three

different approaches for determination of . For ease of ad-

dressing these approaches in this paper, we classify them by their

methodologies, which include the simplified Cold method and

two more accurate methods that account for changing reflection

coefficient of the noise source as it toggles from ON to OFF.

Step 4a: Simplified Cold method [3], [5], [8]: As mentioned

above, to use (7) for evaluation of , one needs to determine

. These, however, are unavailable since the noise param-

eters of the receiver are not known. In a simplified approach, it
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is assumed that , which results in

and , thus enabling the derivation of by

dividing the difference of and in (7) by with

the help of (6) and (B.5) to obtain

(11)

, obtained with (11), is used in (5) and (9) to extract the re-

ceiver noise parameters. This step is also simplified by assuming

that , in which case, from (6) and (B.5)

(12)

and is no longer a function of InputNet -parameters, and

thus, calculations of (9) and (11) do not require the availability

of InputNet -parameters. Since measurement of InputNet

-parameters is a time-consuming task, this simplification

reduces the calibration time by requiring only measurements

of tuner output reflection coefficients rather than a full

set of -parameters.

Step 4b: Iterative Cold Method [50]: The authors of [50] in-

troduced an iterative approach to estimating the receiver’s

parameters when . In this method, an initial guess

regarding the receiver noise parameters leads to finding

and to evaluation of the receiver’s from (7) by

(13)

This gives through (5), which is then used in (9)

and (10) to determine and that lead to a new

estimate of from (13). After a few iterations, at least three,

as suggested in [50], this algorithm converges to a value of

and a set of noise parameters.

Step 4c: Direct Cold Method [4]: A method of estimating

and simultaneously deriving the noise parameters by using

a direct least squares extraction approach rather than employing

the iterative approach is discussed next. In this method, un-

known in (9) is expressed in terms of with help

from (7) and (5) transforming (9) to

(14)

where and subscript “0” refers to measurements in

Step 2. After some algebraic manipulations, (14) results in

(15)

where is the noise factor of the receiver driven by the In-

putNet, while the noise source is ON, and for brevity, we define

(16)

The determination of the receiver noise parameters proceeds

by substituting (10) in place of and in (15), calcu-

lating based on measured . This results in a set of

equations in which all quantities are known, except for the

noise parameters, which are obtained using a least squares fit

over the set of the equations [11], [46]. Having obtained the re-

ceiver noise parameters, can be calculated by using (13) to

calculate for every measurement

(17)

and then averaging to obtain . Another option to ob-

taining is by performing a least squares fit of (9) to mea-

sured with newly found receiver noise parameters em-

ployed to determine . We use the latter approach in the

simulations and measurements presented in Section III.

Step 5: DUT Measurement: Once the receiver noise param-

eters and are known, the DUT is inserted and the tuner is

again manipulated to present a set of . The receiver

reports noise power measurements denoted by ,

, which are functions of ambient temperatures that

are also measured during this test. The measured depend

on noise powers of the InputNet, DUT, and receiver, amplified

by appropriate gains, as shown in Appendix II-B. Based on the

measurements of , the effective noise temperatures of the

system at the DUT input at are calculated by

(18)

whereas the effective input-referred noise temperatures of the

receiver alone at the DUT plane, , at are calcu-

lated by

(19)

During the DUT measurement, in (19) is calculated

with receiver noise parameters from Step 4 and is the

receiver input mismatch factor when driven by the DUT. From

(2), (18), and (19), the noise factors of the DUT for each

are

(20)

where the last term removes the noise contribution of InputNet

and the noise source.

In (20), all parameters are known, which leads to the deter-

mination of from which the DUT’s noise parameters

are obtained by fitting (10) to and extracting the DUT’s

noise parameters. In contrast with the receiver calibration, there

is no need to determine the gain of the DUT, as it is known from

its -parameters.

Again, it is common to simplify (20) by assuming that

are constant and equal to . In this case, in (20) no longer

depends on full -parameters of InputNet, thus simplifying the

Authorized licensed use limited to: University of Calgary. Downloaded on January 23,2021 at 20:09:22 UTC from IEEE Xplore.  Restrictions apply. 
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calibration procedure. This simplification is usually made when

Step 4a is used during receiver calibration.

C. Modified -Factor Method

The -factor method used in noise figure analyzers [36], [37]

does not allow for DUT noise parameter extractions. There-

fore, the modified -factor method has been devised that per-

mits the creation of different signal–source impedances at the

DUT input by either inserting a tuner as in [8]–[10] or a few

known loads [11] to alter the source impedance. By measuring

the resultant noise factors at each of the signal–source imped-

ances, the DUT’s noise parameters are de-embedded. The gen-

eral system configuration shown in Fig. 2 still applies. Although

in [11] the tuner is replaced by a passive network with variable

loads that are attached in a sequence to generate the desired vari-

able signal–source impedance, in general the behavior of the

two systems is the same.

Step 1: -Parameter Measurement: Similar to Step 1 in

Section II-B, -parameters and reflection coefficients are

measured.

Step 2: Receiver Measurement: As in the case of the Cold

methods, first the receiver is calibrated. To do this, the DUT

is replaced by a “THRU” in Fig. 2 and different

impedances are presented to the receiver input by the tuner. At

each such impedance, the noise source toggles from ON to OFF

and different noise power levels are reported by the noise

figure analyzer. As shown in (4), relate to receiver noise

power and gain, repeated here for convenience as follows:

(21)

where . In (21), and are unknown

and ambient temperatures are measured for each tuner

setting. From these measurements, -factors are obtained

from

(22)

which are dependent on receiver effective input noise temper-

atures and noise temperatures of the InputNet, as shown in

Appendix II-C. The receiver noise factors expressed in

terms of measured noise powers and calculated powers

by (6) were shown in (9) and repeated here as follows:

(23)

In (23), however, there is an unknown that constitutes a

part of according to (5). We can derive an expression for

using the information obtained through Hot measurements

from (5) as

(24)

where the only unknowns are . By expressing

through (24) and (5), substituting the result into (23) and by

using (22) and (6), we obtain

(25)

where

(26)

and

(27)

Equation (25) is very similar (15) and is the same as obtained in

[11], however, intentionally obtained by using to highlight

the point that the modified -factor method implicitly calculates

the receiver gain at each measurement point, and thus,

appear in (25) and (26). The similarity of (25) to (15) highlights

an important observation that the tuner-based Cold methods are

a subset of the modified -factor method.

Step 3: Receiver Noise Parameter Determination: A set of

values of are calculated with (22), (25), and (26) based

on measured noise powers . The noise factor expression

(10) is then substituted into (25) and the receiver noise param-

eter extraction proceeds by using one of a number of extraction

algorithms available [11], [46]–[49] to determine the receiver’s

noise parameters that fit the set of . This process is the

same as in Step 4c in Section II-B and can be used to find

if desired.

Step 4: DUT Measurement: When the receiver noise param-

eters are known, the DUT is inserted and the tuner is again ma-

nipulated to present a set of impedances to the DUT input.

For each impedance, system -factors are calculated from mea-

sured noise powers by

(28)

The measured noise powers used to define the -factors in (28)

consist of known quantities as shown in Appendix II-D and the

unknown that are related through DUT noise parame-

ters. Rearranging the expanded version of (28) shown in (B.10),

one obtains

(29)

where

(30)

The effective ENR of the system is then

(31)
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TABLE I
SIMULATION PARAMETERS

sets of and are calculated from (30) and (31)

and are based on measured through (28). Having found

and and by substituting the general expression of

the noise factor shown in (10) into (29), the noise parameters

of the DUT are found by fitting the resultant expressions to

measured data [11].

III. COMPARISON OF NOISE PARAMETER MEASUREMENTS

A. Monte Carlo Based Comparison of the

Extraction Techniques

To verify the expressions discussed in Section II and to eval-

uate the performance of the Cold methods and the modified

-factor method, a Monte Carlo analysis was performed. In this

analysis, Agilent’s Advanced Design System (ADS) software

was used to generate the data similar to what would be mea-

sured in a real measurement environment. The generated data

were then fed to data processing software written in MATLAB.

This software added measurement uncertainties to the data, as

discussed in Section III-A.1, and extracted the noise parameters.

In ADS, the “tuner” was implemented with two ideal trans-

mission lines with variable phases separated by a variable shunt

capacitor. A loss was added with a small resistor 2 in series

with the transmission lines. The “tuner” -parameters at all set-

tings of transmission line phases and variable capacitor values

were recorded. The modification of the transmission line phases

and the value of the shunt capacitor allowed generation of a large

number of impedances fully covering the Smith chart. The cor-

responding power delivered to the output port of the receiver for

each impedance generated by the “tuner” was recorded for both

“calibration” step and the “measurement” step. The noise source

was implemented with a port that had a nonzero reflection co-

efficient and its operating temperature was specified based on

both Hot and Cold states, depending on which one was being

measured.

The ambient temperature drift over time was simulated with a

train of random numbers varying between 1.5 C and 1.5 C

filtered with a Chebyshev fifth-order low-pass filter having its

cutoff frequency, assigned arbitrarily, to 100/3 times slower than

the rate at which the “measurements” are performed. This fil-

tered signal was applied to ambient temperature with an as-

sumption that Hot and Cold ambient temperature readings for

the same tuner setting are equal. In these simulations, it was

assumed that the noise power of all devices, active and pas-

sive, linearly scales with ambient temperature, as discussed in

Section II. In all simulations, was 5 K higher than in ac-

cordance with our experience of using N4000A noise sources.

Performance of tuner-based noise parameter extraction

methods is dependent on the constellation of impedances

presented by the source tuner to the DUT [2], [51]–[54]. To

compare performance of the different noise parameter extrac-

tion algorithms, two nine-point impedance constellations are

selected by both the method in [53] and randomly. The random

constellation is selected to always possess an impedance point

near the center of the Smith chart as it produces the best

estimate of in Cold methods [2], [50], [51]. The same

constellations were given to all four noise parameter extraction

methods. The results of noise parameter extractions presented

in Section III-A.2, the receiver “calibrations” and DUT “mea-

surements” were performed 1000 times. Having obtained data

for this large sample of extracted noise parameters allows us to

use statistical approaches, a common practice for this type of

work [53], [55], [56], to determine whether there are underlying

inaccuracies in the measurement methods themselves.

The noise parameter extractions require a numerical analysis

of measured data as discussed in [46], [47] and [57]–[59]. A

few numerical noise parameter extraction algorithms employed

by tuner-based measurement systems have been compared in

[57] for the Cold method where it was shown that the extrac-

tion technique proposed in [58] and [59] is less sensitive to the

constellation of the signal–source impedances presented by the

source tuner. However, the least squares fit techniques proposed

in [46] and [47] can be improved by applying a scaling factor.

When the scaling factor is applied, the accuracy of [46] and [47]

was found to be similar to [58] and [59]. In this paper, both the

Cold method and modified -factor method are analyzed. An

equivalent extraction least squares fit technique to [46], modi-

fied as in [57], is applied to the modified -factor method, as

discussed in [11].

In all simulations that are based on the iterative Cold method

in Step 4b in Section II-B, we used ten iteration steps, which is

larger than three iterations reported in [50] as being sufficient

for noise parameter extraction.

The simulation parameters are summarized in Table I. These

parameters are closely based on the real measurement system

used in our laboratory at 1.4 GHz and on a typical LNA (la-

beled “DUT” in Table I) that may be used with the SKA radio

telescope. The performance of the noise parameter extraction

algorithms was verified by comparing their outputs to the simu-

lated parameters given to ADS. These two sets agreed perfectly

in the absence of uncertainties discussed below.

1) Measurement Uncertainties: To provide realistic “mea-

surement” conditions, noise was added to all measured quanti-

ties required to extract the noise parameters. The following list

describes simulated uncertainties:
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TABLE II
MEASUREMENT UNCERTAINTIES ADDED TO EVALUATE NOISE PARAMETER EXTRACTION METHODS BASED

ON THE INSTRUMENT SPECIFICATIONS NOTED IN THE REFERENCE COLUMN

-Parameters and Reflection Coefficients: These uncertain-

ties simulate errors in the VNA calibration and have been shown

to affect the accuracy of the noise parameter measurements [67].

Based on our experience with a calibrated VNA and [60], the

uncertainties in the -parameters were set as shown in Table II

and were applied to all “measured” -parameters and reflection

coefficients5 using a Rayleigh distribution.

Tuner Repeatability: This measurement error is defined as

the magnitude change in the -parameters of the tuner after it

had been manipulated and then returned to the original setting.

This repeatability error, usually reported in decibels, as shown

in Table II, was included in the simulations of the noise param-

eter measurement system based on the tuner specifications in

[61]–[63] and was simulated with Rayleigh distribution.

Temperature Measurement: Gaussian noise was added to all

temperature “readings” to simulate uncertainty of the temper-

ature sensors. It was assumed that as the ambient temperature

drifts6 7 so does the Cold noise temperature of the noise source.

5The other source of error is the difference between the VNA measurement
bandwidth and the receiver measurement bandwidth. This difference creates an
unknown error in the phase and magnitude of the measured �-parameters. In
these simulations, we are assuming that all devices measured do not exhibit very
rapid change in their �-parameters with frequency, and therefore, this source of
error is ignored.

6A DUT consuming a large amount of power and warming up adjacent mea-
surement system components can create errors in the measurements. This can
be remedied by modifying the ambient temperature used in calculations of each
system component’s noise powers by the amount of temperature rise. This mod-
ification is not shown in this paper and is not analyzed any further since most
DUTs are relatively low-power devices and do not cause temperature rise in the
adjacent components

7The temperature gradient resulting from the temperature difference between
� and � has been ignored in these simulations and is a subject of future
study. This gradient adds an additional source of uncertainty and sometimes is
dealt with by controlling the room temperature [11] and by reducing losses of
the InputNet. It was also assumed that for a given tuner setting, Cold and Hot
measurements happen relatively fast such that � � � .

Receiver Measurement Accuracy: Random Gaussian noise,

based on a noise figure analyzer specifications [65], was added

to the noise power delivered to the load to simulate errors intro-

duced by the receiver during noise power measurement.

ENR Uncertainty: The new noise sources, such as Agilent’s

N4000A, report the uncertainty of the ENR values [64]. The

uncertainty can be downloaded and used in the noise parameter

extraction methods to estimate the accuracy of the final result.

The uncertainty averaged over all specified frequencies

of four the noise sources in our possession is 0.134 dB

with the maximum uncertainty of 0.174 dB and minimum

of 0.104 dB. Since the ENR values and the corresponding

uncertainties are only specified at cardinal frequencies, there is

an additional uncertainty when the ENR value is extrapolated

to other frequencies. We assume that this is incorporated into

the specified ENR uncertainty. Since a given noise source has

an ENR that can only change over periods of time that are

much longer than a typical measurement duration, we show

the effect of ENR uncertainty on noise parameter extraction

results for the case when the actual ENR is constant and is

higher than specified by 0.134 dB.

2) Discussions: Noise parameter extraction simulations

were performed with “measurements” contaminated with noise

that simulates measurement uncertainties in Table II. The sim-

ulation results are summarized in Figs. 3 and 4. The two figures

show systematic errors and the standard deviations in the

measured noise parameters of the receiver and DUT. There is

one vertical bar for each extracted noise parameter for each ex-

traction method. In these figures, the bottom-to-top patterning

of the vertical bars is in sequence with the legend that identifies

five “measured” quantities from Table II. The vertical numbers

in these vertical bars indicate systematic offsets in Fig. 3 and

standard deviations in Fig. 4 that are simulated when only the

“measured” quantity of interested is uncertain. For example,
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Fig. 3. Systematic offsets in the noise parameter “measurements” of the receiver and the DUT, as well as the systematic error in� when impedance constellation
in [53] is used. Values reported are the systematic errors obtained after 1000 system “calibrations” and DUT “measurements” by subtracting the true values in
Table I from “measured” values. The bar chart part of this figure shows systematic offsets when only the individual uncertainty from Table II was introduced in
the simulations. Combined systematic offset shows the systematic offset when all measurement uncertainties are included in the simulations. For comparison,
combined systematic offsets obtained with randomly selected impedance constellations is also shown. The combined systematic-offset units relate to the quantities
in question and are identified along the bottom �-axis. Systematic offsets that are less then 1% of the largest systematic offset for each “measured” quantity are not
shown to improve readability. When the two combined systematic offsets are nearly on top of each other, the labels related to the random constellations are shown
above the data symbols and the other labels are below the data symbols. Noise parameters of the receiver and the DUT are identified by appropriate superscripts.

from Figs. 3 and 4, the systematic offset and the standard

deviation in the of the receiver, , when measured

with the simplified Cold method would be 58 mdB from Figs. 3

and 5 mdB from Fig. 4 if only -parameter measurement had

uncertainty. Similarly, the systematic offset and the standard

deviations in extracted using the simplified Cold method

would be 191 0 mdB if only the ENR uncertainty was present.

Figs. 3 and 4 also show the combined systematic offset and

the combined standard deviation when all uncertainties are

present. These are shown with the horizontal numbers and can

be also read off the right-hand-side axis. One of the combined

sets of data is obtained for the case when the impedance

constellation is based on [53] and the other set is for the case

when the impedance constellation is randomly selected. The
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Fig. 4. �� standard deviations in the noise parameter “measurements” of the receiver and the DUT, as well as the systematic error in � when impedance
constellation in [53] is used. Values reported are the standard deviations obtained after 1000 system “calibrations” and DUT “measurements” by subtracting the
true values in Table I from “measured” values. The bar chart part of this figure shows standard deviations when only the individual uncertainty from Table II was
introduced in the simulations. Combined standard deviation shows the standard deviation when all measurement uncertainties are included in the simulations.
For comparison, combined standard deviation obtained with randomly selected impedance constellations is also shown. The combined standard-deviation units
relate to the quantities in question and are identified along the bottom �-axis. Standard deviations that are less then 1% of the largest standard deviation for each
“measured” quantity are not shown to improve readability. When the two combined standard deviations are nearly on top of each other, the labels related to the
random constellations are shown above the data symbols and the other labels are below the data symbols. Noise parameters of the receiver and the DUT are
identified by appropriate superscripts.

combined systematic offsets and standard deviations in

the “measurement” of, for example, of the DUT, ,

using the simplified Cold method with the two impedance

constellation approaches can be read from Figs. 3 and 4 as

230 43 mdB and 225 44 mdB, respectively.

Figs. 3 and 4 demonstrate that performance of the two

constellation selection methods are similar. However, constel-

lation selection based on [53] shows smaller standard deviation,

especially for extraction of (see Fig. 4). The systematic

errors are slightly better with the randomly selected con-

stellation for measurements as seen from Fig. 3. Based

on the simulations carried out in this study, it appears that

constellation selection according to [53] overall yields more

accurate measurements.
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Fig. 5. Measured � from [33] with measurement uncertainty estimated
with analysis in this paper denoted by error bars. �� ENR uncertainty was
used. The systematic offsets are result of the assumptions (� � � and
� � � ) made in the simplified Cold method, as discussed in Section II-B
(Step 4a) and the other systematic offsets are due to the ENR uncertainty.

The simulations also show that the simplified Cold method is

the least reliable for extraction of . The modified -factor

method and the direct Cold and the iterative Cold methods have

similar systematic offsets when extracting , but the modi-

fied -factor method has slightly smaller standard deviation in

the measurement. The direct Cold method and the iterative Cold

method perform similarly, and they are as good or better than the

modified -factor method in all aspects other than the extrac-

tion of .

Assumptions that ambient temperature is constant throughout

the receiver “calibration” and DUT “measurement” and that the

noise source is at ambient temperature produce systematic off-

sets in the extracted and . These assumptions, made

with the simplified Cold method, result in a systematic offset

of 0.09 dB in the “measurement.” This error depends

on losses in the InputNet. Figs. 3 and 4 illustrate that extraction

of is not sensitive to the accuracy of temperature measure-

ments.

Fig. 3 demonstrates that the error in the ENR propagates

through the measurements and adds directly to the resultant

, creating a systematic offset. The error in ENR also di-

rectly affects and . Therefore, all ambient tempera-

ture tuner-based noise parameter extraction methods have un-

certainty that is no better than the uncertainty in the ENR of the

noise source.

Figs. 3 and 4 show that errors in extraction of a low-

noise DUT and of a relatively high-noise receiver are very sim-

ilar in absolute terms. This indicates that an adequate measure-

ment system for a relatively high noise figure DUT may be very

inadequate for a very low-noise DUT.

Based on the systematic error and standard deviation simula-

tions, we can estimate these statistical quantities in the noise pa-

rameter measurements from [33] that were performed using the

simplified Cold method. Figs. 5–7 show results from [33] with

the range of systematic offsets and standard deviations added to

illustrate the estimated measurement uncertainty obtained from

the simulations described in this paper.

Fig. 6. Measured � from [33] with measurement uncertainty estimated with
analysis in this paper denoted by error bars. �� ENR uncertainty was used. The
systematic offset comes from the assumptions (� � � and � � � )
made in the simplified Cold method, as discussed in Section II-B (Step 4a) and
the ENR uncertainty.

Fig. 7. Measured� from [33] with measurement uncertainty estimated with
analysis in this paper denoted by error bars. �� ENR uncertainty was used. The
systematic offset comes from the assumptions (� � � and � � � )
made in the simplified Cold method, as discussed in Section II-B (Step 4a) and
the ENR uncertainty.

B. Experimental Comparison of the Noise-Parameter

Extraction Methods

To verify the conclusions made based on the Monte Carlo

analysis, a set of successive receiver calibrations employing the

iterative Cold method were carried out. In these measurements,

the receiver consisted of a noise figure analyzer with an RF

switch connected by an RF cable. The switch allowed the in-situ

measurement of both for all tuner settings and .

There were six tests performed, as summarized in Table III.

Standard deviations of the measured data were calculated and

are presented in Table IV. Analysis of these results suggest that

one of the strongest influences on the data scatter is the number

of averages employed. Test 3 shows a significant decrease in

the standard deviations compared to all other methods. Mea-

surements collected during Test 4 show a slight increase in their

standard deviations indicating that perhaps temperature mea-

surements do reduce data scatter. Standard deviations of mea-

sured quantities in Test 3 are smaller than those of Test 6. If

receiver accuracy were the dominant source of data scatter, re-

sults of Test 6 would have exhibited smaller standard deviations
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Fig. 8. Experimental comparison of noise-parameter extraction techniques.
Noise parameters and ��� shown are for a receiver consisting of a noise
figure analyzer, an RF switch, and an RF cable. The noise figure analyzer
bandwidth was set to 1 MHz.

TABLE III
RECEIVER NOISE PARAMETER EXTRACTION TESTS. DURING

TEST 4, � WAS SET TO A CONSTANT 24 C. THE

NOISE FIGURE ANALYZER BANDWIDTH WAS SET TO 1 MHz

since Test 6 was repeated six times more, whereas Test 3 had

only four times longer receiver measurement averaging. Since

results of Test 6 did not produce smaller standard deviations, the

conclusion is that the tuner repeatability is a more significant

source of measurement uncertainty than the receiver accuracy

when the receiver employs 32 averages. Large standard devia-

tions in measured data of Test 5 also indicate that tuner repeata-

bility is a significant problem in the measurements. During each

iteration of Test 1, for all tuner positions and were

measured. This, however, did not result in a decrease of the data

scatter compared with other tests, indicating that the -param-

eter measurement repeatability is sufficiently good and does not

contribute significantly to measurement uncertainties. All these

conclusions are consistent with results reported in Fig. 4.

To verify the conclusions from Section III-A.2 regarding

relative performances of the noise-parameter extraction

methods, additional measurements were conducted. In these

measurements, 150 successive receiver calibrations were per-

formed over a span of two days. During these measurements,

impedance constellations based on [53] were used. The same

data was given to all four noise parameter extraction methods

and no in-situ -parameter measurements were performed

between the successive receiver calibrations. Fig. 8 shows the

results of the measurements. Based on these measurements,

TABLE IV
STANDARD DEVIATIONS OBTAINED FROM MEASUREMENTS DURING TESTS

1–6. THE NOISE FIGURE ANALYZER BANDWIDTH WAS SET TO 1 MHz

TABLE V
COMPARISON OF STANDARD DEVIATIONS FROM THE FOUR NOISE PARAMETER

EXTRACTION METHODS NORMALIZED BY THE CORRESPONDING DATA

OBTAINED WITH THE ITERATIVE COLD METHOD. THE NOISE

FIGURE ANALYZER BANDWIDTH WAS SET TO 1 MHz

standard deviations of extracted noise parameters and

were calculated. These results, normalized by the standard

deviations of data extracted with the iterative Cold method,

are shown in Table V. The obtained standard deviations con-

firm that the modified -factor method produces the smallest

standard deviations when extracting and while

having the largest standard deviations when extracting and

. Inspection of Fig. 4 and Table V shows that results of the

numerical simulations are well supported by the measurements.

The experimental results also show offsets in mean values of the

extracted parameters. While the true values are not known, the

data demonstrate that the mean values of the noise parameters

obtained with the simplified Cold method deviate the most from

those obtained with the other three methods. This observation

is consistent with findings in Section III-A.2.

IV. CONCLUSION

This paper has presented a detailed description of the mea-

surement procedures employing tuners to synthesize various

signal–source impedances and allow for noise parameter ex-

tractions. The discussed methods are: the modified -factor

method, direct Cold method, iterative Cold method, and sim-

plified Cold method. The modified -factor method was shown

to produce a slightly better estimate of when all measure-

ment uncertainties are included by having the lowest standard

deviation in the measured data. However, the iterative and di-

rect Cold methods are better at extraction of and .

The paper discussed a method of assessing standard devia-

tions and systematic offsets in these noise extraction methods.

These standard deviations and the systematic offsets were ap-

plied to measurements of a very low-noise amplifier presented

in [33] in order to illustrate the relative size of the uncertain-

ties. The uncertainty in the noise source’s ENR value is a large

contributor to the systematic error in the noise parameter mea-

surement, and therefore, higher quality cryogenic noise sources

are often used to reduce this error. Assumption of a noise source
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Cold temperature being equal to the room temperature is shown

to produce an error in the extracted noise parameters. The sim-

plified Cold method suffers from this assumption and from the

difference in the noise source Hot and Cold reflection coeffi-

cients. However, for a high noise figure, DUT resultant errors

are less significant.

APPENDIX I

NOTES ON NOTATIONS AND DEFINITIONS

In this paper, superscripts and refer to measurements with

a noise source turned ON (“Hot” state) and OFF (“Cold” state),

respectively. Derivations of parameters for Cold and Hot states

of the noise source are combined and identified by superscript

. The following are symbols and subscripts used (Fig. 2 is

used for graphical explanation of some of the parameters).

• Subscript : Indicates that the measurements are performed

for tuner positions. A special case of

, which indicates Cold method measurements when the

tuner is initialized and the noise source, toggles from Hot

to Cold (Step 2 in Section II-B). For example, ambient tem-

perature measured for each tuner setting will be la-

beled as and measured in Step 2 in Section II-B

will appear as .

• : Noise bandwidth.

• : ENR of the noise source defined in (1).

• : Effective ENR of the receiver driven by the tuner [see

(15) and (25)].

• : Effective ENR of the system, defined in (31).

• : Receiver and DUT noise factors, respectively.

• : Receiver noise factors when driven by the InputNet.

• : Minimum noise factor.

• : Cold (Hot) noise source reflection coefficients.

• : Reflection coefficients at the InputNet

output and at the DUT output

(A.1)

(A.2)

• : Reflection coefficient of the internal receiver load.

• : Optimum signal–source reflection coefficient for

minimum noise.

• : Generator output reflection coefficient.

• : Available gains, relating the available

power at the input to the available power at the output, of

InputNet, and InputNet followed by the DUT

(A.3)

(A.4)

• : Receiver transducer Cold (Hot) gains, relating the

available power at the input of the receiver to the delivered

power to the receiver internal load, defined in (5).

• : Part of the receiver transducer gain that is due to

internal response of the receiver, defined in (5).

• : Boltzmann’s constant.

• : Receiver input mismatch factors when driven

by the tuner in (5) and their ratio , respec-

tively.

• : Receiver input mismatch factors when driven by

the DUT, defined in (B.8).

• : Number of tuner settings, or equivalently, number of

points in impedance constellations.

• : Input-referred DUT noise powers when driven by

InputNet, defined in (B.7).

• : Available noise powers from the noise source and

InputNet, defined in (6).

• : Noise power reported by the receiver with

and without the DUT, respectively, defined in (4) and (B.6).

• : Input-referred noise powers of the re-

ceiver driven by the tuner and by the DUT at , defined

in (4) and (19), respectively.

• : Equivalent noise resistance.

• : DUT, InputNet, and receiver in-

ternal -parameters.

• : Measured effective system noise tempera-

tures referred to the DUT plane for the calibration steps

and the measurement steps, respectively.

• : Effective input noise temperatures of the DUT.

• : Total noise temperatures at the InputNet output

when the noise source is OFF (ON), defined in (6).

• : Noise temperatures of InputNet referred to its input,

defined in (B.5).

• : Cold (Hot) noise source temperatures.

• : Effective DUT-plane referred input

noise temperatures of the receiver driven by InputNet and

by the DUT, respectively.

• : Receiver -factor, defined in (22), and

system -factor, defined in (28), respectively.

• : Receiver effective -factor, defined in (16) and (26).

• : System effective -factors scaled and not

scaled by the DUT’s available gain ratio, respectively,

defined in (30).

• : Characteristic impedance.

APPENDIX II

OTHER EXPRESSIONS USED IN THIS STUDY

A. Noise Temperature of InputNet

In (6), are found by replacing the noise source with

terminations at ambient temperature with and real-

izing that since InputNet is a passive device, the noise temper-

ature at its output equals to . This expressed as

gives

(B.5)
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B. Receiver Reported Noise Temperature During Cold Method

DUT Measurements

Modifying (7) to express the noise powers of the system as
reported by the receiver gives

(B.6)

where is found from (6), are calcu-
lated based on the noise parameters obtained during the receiver
calibration and they represent the receiver-input referred noise
power when the receiver sees the DUT output reflection coef-
ficient found from (A.2). is the DUT available
gain (A.4), is the noise power of the DUT referenced to
the DUT input at and

(B.7)

where is the effective input noise temperature of the
DUT, and is similar to (4)

(B.8)

C. Modified -Factor Method: Receiver -Factor

From (21), the -factor defined as a ratio of measured powers

is

(B.9)

where are receiver effective input noise temperatures

when ambient temperature is 290 K and they relate to receiver-

input referred receiver noise power by ,

and obtained using (6).

D. Modified –Factor Method: DUT Measurement

For each impedance presented by the tuner to the DUT input,

the receiver reported noise powers are used to find the

system -factor (B.10)

(B.10)

where receiver-input referred noise powers when

driven by the DUTs are obtained from the noise parameters

determined during the receiver calibration, and are

the DUT available gains as in (A.4). In (28), the unknown

are related through DUT noise parameters.
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