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Abstract: Monitoring flow in channels is difficult, expensive, and potentially dangerous; hence,
alternatives minimizing these factors are sought and indirect methods to measure the flow based on
water-level information, among others, are employed. Ultrasonic sensors along with Arduino are
widely used to monitor levels in reservoirs; however, the accuracy of this method in turbulent flow
regimes has not been evaluated. Therefore, in this study, we evaluated the level of open channel flows
using a combination of Arduino and ultrasonic sensors whilst considering turbulence. Additionally,
we statistically compared the simultaneous measurements of levels obtained using five ultrasonic
sensors with those of five rulers filmed individually along an artificial channel, for four permanent and
two transient regimes. The results showed that the errors in measurements increased with increasing
turbulence. These errors were within the range of hydraulic measurements (<0.020 m), indicating
that the procedure is valid for experienced conditions. Therefore, the combination of Arduino and
ultrasonic sensors is a technically and economically viable alternative. However, calibrating and
validating the sensors for distances greater than 0.400 m should be performed with care because the
bench tests performed in static conditions were limitedly accurate in measuring distances greater
than 0.200 m.

Keywords: steady flow; transient flow; Arduino; HC-SR04 sensor

1. Introduction

The monitoring of channel flow is essential for the study of water resources, where
several measurement techniques can be used [1]. In general, a series of factors linked to the
flow, such as the depth and velocity of the flow, and the turbulence, need to be evaluated
in advance because some of them are used to define which technique is more suitable for a
particular measurement problem [2].

The most commonly used water monitoring systems measure the water level us-
ing pressure transducers (linigraphs) or vertical linimetric rulers and are used in manual
measurements [3]. All these methods have a similar objective of providing indirect mea-
surements for the calculation of the flow series, because the flow is a difficult variable to
measure directly, and even more difficult to monitor continuously [4,5]; however, it is the
most common fluvial hydraulic measurement, being the main parameter to characterize
the dynamics of a river [6]. To make the level data compatible with the flow, it is necessary
to carry out measurements of flows and levels from the study section, in order to have the
rating curve in the study section. An alternative for the continuous monitoring of levels and
velocities is the use of techniques based on Particle Image Velocimetry (PIV) [7] because
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they allow the direct evaluation of the two variables for the flow, level, and velocity at the
surface. Typically, each of these methods has advantages and limitations regarding the
costs, facilities, efficiency, accuracy, autonomy, specialized human resources, data collection
and transmission, measurement conversion, etc.

With the need to increasingly improve the monitoring of flow rates at different points,
it is necessary to implement alternative methods that are, simultaneously, efficient and
have a low cost of acquisition, installation, and maintenance. For these methods, the
association of the Arduino controller and ultrasonic distance sensor has been used in level
measurement [8]. Arduino is the most flexible and low-cost electronic prototyping platform
in existence, besides being compatible with a range of sensors developed for different
purposes [9]. Thus, according to Kondaveeti et al. [10], different Arduino boards can be
prototyped to develop solutions for different problems in various fields of knowledge
(health, agriculture, automation, education, mining, energy, defense etc.).

The association of Arduino and ultrasonic sensors, especially the HC-SR04 sensor
model, is used to monitor water levels in reservoirs [11–20], where the water surface
is smoother due to the lack of turbulence. Thus, because the surface is always regular,
the measurement tends to be more accurate and stable. The opposite tends to occur in
channels, where the water line is irregular due to turbulence, which can alter the angle of
wave reflection and, consequently, change the accuracy of the measurement in the form of
dispersion around the real value.

Thus, when Arduino and ultrasonic sensors are applied to static surfaces, the results
show a better efficiency and stronger correlations between the ultrasonic sensor measure-
ments and the observations, whether by ruler or linigraph [21–23]; constituting a high-value
water level monitoring method when the low cost is added [18,20].

The use of Arduino and ultrasonic sensors to monitor water levels in free-surface flow
has been insufficiently investigated. The limitations in the applications are related to the
ignorance of the random errors generated in the measurements due to the turbulence of
the flow, which can vary between sensors of the same model or different models, since the
sensors are not factory calibrated.

According to Bae and Ji [24], measurements for free flow in channels tend to exhibit
a relatively large number of discrepant values for non-permanent flows and Panagopou
los et al. [25] found strong correlations of the measurement of levels between ultrasonic
sensors and linigraphs; however, 7% higher for the ultrasonic sensors.

Thus, this study aims to evaluate water level monitoring data through the association
of the Arduino controller and five HC-SR04 ultrasonic sensors, for the investigation of the
flows in artificial channels considering the effects of turbulence (irregular water surface
and variable runoff). In artificial channels, there are always great difficulties in determining
flows, especially in unsteady flows, so the best determination of the variation of flow levels
fills this difficulty, since it can relate level and flow.

2. Materials and Methods
2.1. Hardware Components Description—Ultrasonic Sensor and Arduino

The components of our proposed circuit are HC-SR04 ultrasonic sensors (Figure 1a),
which is a standard and affordable model and an Arduino with an embedded microcon-
troller board based on ATmega2560 (Figure 1b).
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Figure 1. Electronic equipment used for measuring water levels in channels: (a) ultrasonic sensor
model HC-SR04 produced by Cytron Technologies; (b) Arduino Mega 2560.

The ultrasonic sensor measures distances between 0.20 m and 4.00 m with an accuracy
of 0.003 m, opening angle of 30◦, and ultrasonic frequency of 40 kHz [26,27]. In practice, an
ultrasonic sensor is composed of an emitter (trigger) and a receiver (echo), where the emitter
emits a high-frequency ultrasonic sound wave that reflects on any surface (in this case
water); subsequently, the receiver partially receives the sound wave as an echo. The control
circuits then process this echo to measure the time and calculate the difference between the
sender and receiver signal. Subsequently, the echo wave’s signal duration or return time is
converted into the distance [23]. Thus, the ultrasonic sensor’s calculation of the distance
(D) in centimeters is given by the following Equation:

D =
Vt
2

(1)

where V is the speed of sound in air of 340 m s−1 (0.034 cm µs −1) and t (µs) is the sending-
response time of the acoustic pulse. Their product is divided by two because the wave
travels the measured distance twice, once on the way (trigger) to the obstacle and once back
after reflection (echo). The echo pulse can vary from a minimum of 150 µs to a maximum of
25 ms. If there is no obstacle in the path of the emitted wave (or the wave gets lost on the
path for some reason), the obtained time value will be 38 ms, the maximum specified by
the manufacturer [28].

Arduino is an open-source platform for electronic prototyping based on hardware
(controller board) and software (development environment) flexibility. The Arduino used
in this study was the MEGA type with 54 digital input and output pins, 16 analog inputs,
4 serial communication ports, reset button, USB communication, and an external power
connector (Figure 1b) [27].

2.2. Bench Tests

The bench tests were performed to validate the measurements obtained by the ultra-
sonic sensors against the readings of a fixed measurement scale and thus, determine the
errors between them because the sensors from the manufacturer need to be individually
calibrated. We used an XY table from a board with a parallel ruler and fixed the distances
of 0.050, 0.200, and 0.400 m for calibration (Figure 2).
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Figure 2. Test system: (a) tested ultrasonic sensors; (b) XY table for testing.

After analysis, we selected only those ultrasonic sensors from a set of 32, named S1 to
S32, that presented the best results (lowest error values) in the bench test.

2.3. Experimental Set-Up and Monitoring of Flow Events in the Channel

The scheme used to measure the water levels had five ultrasonic sensors installed at
different points of the upper part of the experimental channel (Figure 3). The channel had
4.00 m of length, a rectangular cross-section of 0.205 × 0.400 m, lateral walls of transparent
glass, and a transparent acrylic bottom. A slender sill spillway without lateral contractions
was set up at the end of the channel at a height of 0.10 m and the slope of the channel
bottom was set at 0.017 (1.7%) for permanent flows (Events 1 to 4). For transient flows, the
slope was set at 0.0055 (Event 5) and 0.008 (Event 6). These values were chosen to represent
the types of flows (permanent and transient) in the channel, as well as to compare the
turbulence behavior. Only 3.30 m of the total channel length was analyzed to exclude the
strongest turbulences generated at the channel inlet.
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(b) Acoustic Doppler Velocimeter (ADV) and ultrasonic sensors installed along the channel; (c) Ar-
duino platform and protoboard stuck on the side below the bottom of the channel.
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The electronic scheme presented in Figure 4 was used to connect the ultrasonic sensors
to the Arduino: two power pins (Voltage Current Continuous—VCC = 5 V in red color and
Ground Neutral Difference—GND in blue color) and ten digital ports (five pins for trigger
and five pins for echo). The software (script) was developed using the Ultrasonic library
(Appendix A—Algorithm A1). The Arduino was programmed to record the average of
ten water-level readings per second in millimeters for each sensor presented in the serial
monitor and export the data to a file (.txt), according to Algorithm A1 (Appendix A).
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Figure 4. Schematic of the electronic circuit consisting of the ultrasonic sensor modules, connectors,
protoboards, and Arduino controller board.

As shown in Figure 5, the positioning of the ultrasonic sensors along the hydraulic
channel was aimed at acquiring the water-level data from different sections of interest. The
water-level measurements were performed using a reading algorithm and the output data
transferred to the Arduino (Equation (2)) to continuously and simultaneously obtain the
average water levels from the five sensors in time increments of approximately 0.6 s.

NA(p)x = dt(p) − d(y,p) (2)

where NA(p)x is the height of water level recorded for point p in section x (m), dt(p) is the
total distance between the ultrasonic sensor and channel bottom for point p (m), d(y,p) is the
distance variation or the distance recorded between the ultrasonic sensor and water level y
for point p (m), p is the installation point of each ultrasonic sensor, and y is the distance
recorded between sensor and water level (m).

Additionally, the rulers at each point were filmed simultaneously at the times when
measurements of the ultrasonic sensors were taken. The average flow velocity was mea-
sured with an ADV to further evaluate the accuracy of the measurements in different flow
conditions. All simulated flows were considered turbulent because the Reynolds numbers
for the different events were greater than 2000 [29], ranging from 9792 to 32,914 for the per-
manent flows and were 22,186 and 23,487 for the transient flows. Moreover, deviations and
noise were verified in the readings of the sensors, which increased as the flow became more
turbulent. A Kalman filter [30] was applied to clean the data and circumvent this problem.
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The in-channel height measurements were evaluated using the quantitative statistics
recommended by [31], including one absolute error statistic, root mean square error (RMSE),
using the standard deviation of the measured data to quantify the deviation in the units
of the dataset (Equation (3)) and a graphical technique, called linigram, to provide a
visual comparison of measured constituent data. Additionally, we evaluated percent bias
(PBIAS) to assess the average tendency of the sensor data to be larger or smaller than the
corresponding ruler measurements and percent relative error (RE), as per Equations (4)
and (5), respectively. Lin’s Concordance Correlation Coefficient (LCCC) [32] was also used
to assess the degree of agreement between measures (Equation (6)):

RMSE =

√√√√√√√√
t

∑
i=1

(
Hruleri,x

− Hsensori,x

)2

t
∑

i=1
Hruleri,x

(3)

PBIAS =


t

∑
i=1

(
Hruleri,x

− Hsensori,x

)
t

∑
i=1

Hruleri,x

.100 (4)

RE =


t

∑
i=1

∣∣∣(Hruleri,x
− Hsensori,x

)∣∣∣
t

∑
i=1

∣∣∣Hruleri,x

∣∣∣
.100 (5)

LCCC =
2rSHruler SHsensor(

Hruler − Hsensor
)2

+ SHruler
2 + SHsensor

2
(6)

where Hruleri,x is the height of water observed on the ruler at a time i in section x (m),
Hsensori,x is the height of water measured by the sensor at time i in section x (m), t is the
number of time intervals, r is Pearson’s correlation coefficient and S is the variance in the
Hruler and Hsensor populations.
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3. Results
3.1. Bench Test

We evaluated 32 sensors, named S1 to S32 (Figure 2) and we selected five of the sensors
that have the lowest standard deviation in readings within the precision defined by the
manufacturer in the study, because the limited length of the channel did not allow for the
placement of more sensors; the angle of reading of each sensor would have overlapped
causing interference in the readings. This is because the opening angle of the sensor forms
a cone of scattering waves in the direction of the measurement, thus reaching the surface to
be measured; by the law of reflection, every point on the surface of the obstacle on which an
ultrasonic wave falls becomes a new focus, further propagating toward the transducer [28].
This indicates that for the channel in question, the water depths should always be higher
than 0.027 m (tg 75◦ × 0.10 m) to avoid interference from the channel walls on the readings.
The readings obtained from the five sensors in the measurement cycles are specified in
Figure 6, the individual readings of each sensor are specified in Figure A1 (Appendix B),
and the errors and standard deviations are shown in Table 1.
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Table 1. Precision and accuracy evaluation of the ultrasonic sensors used.

Distance (m)
Permissible Error (m) ±0.003–±0.005

Sensor S3 S4 S7 S15 S17

0.050
Average 0.051 0.052 0.048 0.050 0.051

Standard deviation 0.0002 0.0000 0.0001 0.0001 0.0002
Absolute error (m) 0.001 0.002 −0.002 0.000 0.001

0.200
Average 0.200 0.202 0.198 0.203 0.199

Standard deviation 0.0002 0.0008 0.0003 0.0011 0.0013
Absolute error (m) 0.000 0.002 −0.002 0.003 −0.001

0.400
Average 0.393 0.395 0.393 0.396 0.392

Standard deviation 0.0090 0.0007 0.0006 0.0009 0.0007
Absolute error (m) −0.007 −0.005 −0.007 −0.004 −0.008

Additionally, 23 sensors from the total showed tolerable errors in the range of ± 0.003 m
specified by the manufacturer for the distance of up to 0.200 m and none for the distance of
0.400 m. However, the number of approved sensors for the distance of up to 0.200 m rose
to 30 for the error relaxed to ± 0.005 m, and for the distance of 0.400 m, only two sensors
were approvable. This indicated that the errors (uncertainties) increased as the distance
increased. Thus, only the sensors S3, S4, S7, S15, and S17 were deemed appropriate for the
study’s objectives, as they presented the lowest deviations in readings, and it was possible
to quantify the uncertainty associated with each of them.
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Graphically, it is possible to verify that the readings have minor deviations the closer
the sensors are to the obstacle and tend to increase when the distance is greater (Figure 6).
This pattern is also perceived when analyzing the standard deviations of the samples in
Table 1 because they indicate a greater dispersion in the readings as the distance between
the sensors and the obstacle increases, which for the distance of 0.050 m is between zero and
0.0002, for 0.200 m between 0.0002 and 0.0013, and for 0.400 m between 0.0006 and 0.0090.

Quantitatively, for the measured distances between 0.200 and 0.050 m, the admissible
errors are well in the range of ±0.003 m established by the manufacturer, which can be seen
in Table 1, where the absolute differences range from −0.002 to 0.003 m. However, for the
distance of 0.400 m, the errors were slightly higher, but within the error range of ± 0.005 m
for sensors S4 and S15. This was a relaxed range beyond that provided by the manufacturer
due to conditions that might have contributed to increased uncertainty in the measurement,
such as unevenness in the XY table, displacement of the axis of the ultrasonic sensor with
respect to the target, unevenness, or displacement in the z-axis of the target, high brightness,
and temperature [26]; however, these uncertainties are not addressed individually in the
study. It is noteworthy that for this study, that is, during the laboratory tests in the artificial
channel, the temperature and light conditions were adjusted as recommended [26] so that
they did not interfere with the measurements of the ultrasonic sensors.

In addition, the absolute differences of the distances compared to the average distances
are evidently underestimated for 0.400 m and show a difference of −0.008 m for sensor S17
and −0.007 m for sensors S3 and S7. The results obtained in this study were close to those
found by [33], which verified the limitation in estimating the distances above 0.30 m with
high accuracy for the same model of ultrasonic sensor.

The ultrasonic sensors in the channel were designated H1 to H5, according to the
scheme presented previously (Figure 5). Thus, the bench tests to evaluate the ultrasonic
sensors were verifiably an essential step before their application for discarding the defective
sensors or those that presented significant errors in readings.

3.2. Evaluation of the Monitored Events

The measurement deviations between the water levels measured with the ultrasonic
sensors and with the rulers for the six events, EV1 to EV6, were evaluated. As the ultrasonic
sensors showed better results in the bench test for distances up to 0.200 m, the flow
simulations were within this range to work with lower degrees of uncertainty. Additionally,
the flow rates varied from 5 to 20 L s−1 and the spillway was positioned at a height of
0.100 m.

The results are outstanding considering that the measurements were performed in
a fluid medium in motion because the measurements with the rulers and sensors show
a high degree of agreement (Figure 7 and Table 2), with LCCC values for the permanent
EV1 to EV4 of 0.869, 0.845, 0.819 and 0.790 and for the transient EV5 and EV6 the means
of 0.984 and 0.994. In the latter case, it is appropriate to evaluate the agreement by sensor
(H1 to H5) versus ruler (gold standard) individually and not the event as a whole, as there
is displacement of the flood wave in time. Thus, for EV5 the LCCC for the measurement
points ranged from 0.973 to 0.995 and for EV6 ranged from 0.992 to 0.996. In general,
LCCC close to 1 indicate strong agreement between the variables [32], LCCC ≥ 0.80 can
be considered excellent [34] and LCCC > 0.99 indicate near perfect agreement [35]. Thus,
for the measurements of permanent events, which have values with little variation in the
measurement, the value was lower than the transient events, which by presenting changes,
show that there was an excellent adjustment in agreement between the sensor data and the
level measured in the ruler.



Sustainability 2022, 14, 5512 9 of 20

Sustainability 2022, 14, x FOR PEER REVIEW 9 of 21 
 

changes, show that there was an excellent adjustment in agreement between the sensor 

data and the level measured in the ruler. 

 

Figure 7. Relationship between levels measured with rulers and sensors (H1, H2, H3, H4, and H5) 

for permanent (EV1 to EV4) and transient (EV5 and EV6) flows, where the red lines are the levels 

measured with the ruler, and the black lines are the levels measured with the sensors. 

The mean (�̅�) of the water levels measured with the rulers was slightly higher than 

those measured by the ultrasonic sensors in most of the measurement time (Table 2), in-

dicating that the measurements with ultrasonic sensors were underestimates, which can 

be observed in Figure 7. The standard deviations (S) of the rulers were considerably lower 

than for the ultrasonic sensors, indicating that the measurements with rulers showed 

lower uncertainties because the dispersion of the measurements around the averages was 

smaller, which made them more reliable. Additionally, this was because the ultrasonic 

sensors used surface reflectance, which is irregular, and some pulses had different pat-

terns. It was also observed that S decreased as the Reynolds number increased because of 

the decreased turbulence. As the ultrasonic sensors were not developed to measure fluid 

levels, their measurements had a more significant error than for measuring the distances 

to solid surfaces because water has an irregular and variable surface that increases the 

errors in the measurements. Considering all these factors, the measurements with the ul-

trasonic sensors showed good agreement compared to the rulers’ measurements. 

Analysis of the events according to the characteristics of the flow, showed that for 

permanent events (EV1 to EV4), in which the turbulence was lower, S was between 0.0 

and 0.00240 m for the rulers and between 0.00032 and 0.00311 m for the ultrasonic sensors. 

For the transient events (EV5 and EV6), where there is more variability in flow rates, S 

was high and ranged from 0.02055 to 0.0252525 m for the rulers and from 0.02048 to 

0.02537 m for the ultrasonic sensors. These results indicated that the dispersion of the 

measurements, for the averages of the different characteristics of flow considered, was 

Figure 7. Relationship between levels measured with rulers and sensors (H1, H2, H3, H4, and H5)
for permanent (EV1 to EV4) and transient (EV5 and EV6) flows, where the red lines are the levels
measured with the ruler, and the black lines are the levels measured with the sensors.

The mean (X) of the water levels measured with the rulers was slightly higher than
those measured by the ultrasonic sensors in most of the measurement time (Table 2),
indicating that the measurements with ultrasonic sensors were underestimates, which
can be observed in Figure 7. The standard deviations (S) of the rulers were considerably
lower than for the ultrasonic sensors, indicating that the measurements with rulers showed
lower uncertainties because the dispersion of the measurements around the averages was
smaller, which made them more reliable. Additionally, this was because the ultrasonic
sensors used surface reflectance, which is irregular, and some pulses had different patterns.
It was also observed that S decreased as the Reynolds number increased because of the
decreased turbulence. As the ultrasonic sensors were not developed to measure fluid levels,
their measurements had a more significant error than for measuring the distances to solid
surfaces because water has an irregular and variable surface that increases the errors in the
measurements. Considering all these factors, the measurements with the ultrasonic sensors
showed good agreement compared to the rulers’ measurements.

Analysis of the events according to the characteristics of the flow, showed that for
permanent events (EV1 to EV4), in which the turbulence was lower, S was between 0.0
and 0.00240 m for the rulers and between 0.00032 and 0.00311 m for the ultrasonic sensors.
For the transient events (EV5 and EV6), where there is more variability in flow rates,
S was high and ranged from 0.02055 to 0.0252525 m for the rulers and from 0.02048 to
0.02537 m for the ultrasonic sensors. These results indicated that the dispersion of the
measurements, for the averages of the different characteristics of flow considered, was
more linked to the characteristics of the flow themselves than to the measurement methods
because the differences between the S of the rulers and sensors were minimal for the same
flow conditions. As shown in Figure 7, the most significant deviations are practically minor
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and there is a significant difference of S only with change from one regime to another. Thus,
the more turbulent the flow, the greater are the uncertainties in the measurements.

Table 2. Parameters for the flows (Flow—Q, and channel bottom slope—So) and statistical data for
the rulers and ultrasonic sensors (Root Mean Square Error—RMSE, Percent Bias—PBIAS, Percent
Relative Error—RE, Averages for the rulers and sensors—X, Standard Deviations for rulers and
ultrasonic sensors—S, and Reynolds calculated from the data obtained with the ADV).

EV Sensor Q
(L s−1)

So
(mm−1)

RMSE
(m)

PBIAS
(%)

RE
(%)

¯
X Ruler

(m)

S Ruler
(m)

¯
X Sensor

(m)

S Sensor
(m) Reynolds

1

H1

5 0.017

0.00306 2.17 2.38 0.125 0.00000 0.122 0.00103 10,989.01
H2 0.00291 2.08 2.08 0.133 0.00083 0.130 0.00047 10,634.83
H3 0.00578 3.99 3.99 0.141 0.00129 0.136 0.00032 10,260.20
H4 0.00681 4.52 4.52 0.150 0.00031 0.143 0.00046 9903.06
H5 0.00291 1.63 1.78 0.153 0.00093 0.150 0.00092 9792.88

2

H1

10 0.017

0.00552 3.34 3.34 0.156 0.00049 0.150 0.00178 19,367.40
H2 0.00370 2.03 2.06 0.162 0.00096 0.159 0.00112 18,882.42
H3 0.00526 3.06 3.06 0.170 0.00029 0.165 0.00080 18,342.23
H4 0.00480 2.37 2.36 0.175 0.00240 0.171 0.00099 18,033.04
H5 0.00517 2.82 2.82 0.180 0.00000 0.175 0.00098 17,699.12

3

H1

15 0.017

0.00915 4.86 4.86 0.180 0.00130 0.172 0.00223 26,509.01
H2 0.00353 1.43 1.56 0.185 0.00064 0.183 0.00229 26,063.23
H3 0.00588 2.94 2.94 0.193 0.00082 0.188 0.00114 25,344.79
H4 0.00605 2.95 2.95 0.201 0.00057 0.195 0.00110 24,699.58
H5 0.00698 3.33 3.32 0.204 0.00060 0.197 0.00132 24,469.90

4

H1

20 0.017

0.00911 4.21 4.21 0.201 0.00057 0.193 0.00311 32,914.80
H2 0.00568 2.55 2.55 0.206 0.00051 0.200 0.00208 32,467.62
H3 0.00784 3.47 3.46 0.214 0.00095 0.207 0.00220 31,558.95
H4 0.00657 2.78 2.78 0.221 0.00066 0.215 0.00223 30,937.19
H5 0.00388 1.63 1.63 0.222 0.00109 0.218 0.00090 30,853.21

5

H1

5–20 0.005

0.00190 −0.26 0.75 0.173 0.02161 0.173 0.02100 19,630.75
H2 0.00335 1.06 1.60 0.177 0.02116 0.175 0.02241 19,820.76
H3 0.00404 1.68 1.72 0.181 0.02175 0.178 0.02119 19,965.64
H4 0.00506 2.19 2.24 0.185 0.02197 0.181 0.02191 20,131.14
H5 0.00388 1.79 1.83 0.187 0.02055 0.183 0.02048 20,200.43

6

H1

5–20 0.008

0.00195 −0.72 1.08 0.153 0.02416 0.155 0.02359 24,947.21
H2 0.00289 1.00 1.26 0.161 0.02434 0.159 0.02430 25,436.61
H3 0.00221 0.79 1.08 0.168 0.02497 0.167 0.02497 25,857.08
H4 0.00265 0.87 1.24 0.176 0.02525 0.175 0.02537 26,328.55
H5 0.00236 0.98 1.04 0.180 0.02362 0.178 0.02289 26,534.77

Similar behaviors were verified analyzing other quantitative statistical elements in the
events, verifying that for the average RMSE, the errors increased as the flow rate (Q) became
larger, as for EV1 with Q = 5.0 L s−1, the error was 0.00429 m; for EV2 with Q = 10.0 L s−1,
the error was 0.00489 m; for EV3 with Q = 15.0 L s−1, the error was 0.00632 m; and for
EV4 with Q = 20.0 L s−1, the error was 0.00662 m. For the transient events, EV5 and EV6
with Q from 5.0 to 20.0 L s−1, the average RMSE were 0.00364 and 0.00241 m, respectively.
Thus, the transient events did not show a greater error than those in the permanent regime,
indicating that for the average RMSE, the type of event has no significant interference.

Additionally, we verified that for both the S and average RMSE per event, the standard
uncertainty estimates of 0.02 m for varying operational conditions (measurement environ-
ment and instrument operations) of flow measurement [36,37], were considerably lower
for the permanent flows; however, S was slightly above this value for the transient flows.
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The values of the mean RMSE per ultrasonic sensor were close for H1 to H5, equaling
0.00671, 0.00396, 0.00619, 0.00606, and 0.00474 m, respectively, with no pattern relating the
error to the turbulence for the analyzed conditions.

Of all the RMSE evaluations of the individual ultrasonic sensors for the permanent
flow, only 15% of the average values met the accuracy metric provided by the manufacturer
(± 0.003 m) in general; occurring only three times, specifically in EV1, for the low flow rate
of 5 L s −1 and sensors H1, H2, and H5. In general, evaluation of the RMSE of all the events
and sensors for the permanent flow verified that 45% of the errors were in the RMSE range
of 0.005 to 0.006 m, 15% in the range of 0.004 to 0.007, 5% at 0.008 m and 10% at 0.009 m. For
the transient events, the RMSE met the range of ± 0.003 m accuracy for EV5 and sensors
H1 and H2 (0.002 and 0.003 m), but exceeded for the sensors H3, H4, and H5 (0.004, 0.005,
and 0.004 m, respectively); further, met the range for EV6 for all sensors, ranging from
0.002 to 0.003 m. Thus, the sensor error was greater than that observed for the solid surface
(Table 1), verifying that measuring the liquid surface increases the sensor error.

Additionally for PBIAS, there was a bias in the form of underestimation of the level
measurements with the sensors compared to the measurements with the rulers, with PBIAS
ranging from 0.79 to 4.86%, except for the sensor H1 during the transient flows, which
showed a slight bias in the form of overestimation of the level measurements by −0.26%
and −0.72% for EV5 and EV6, respectively. These results indicated that the average of
the measurements of levels with sensors was lower compared to the measurements with
the rulers, since the values were positive for most of the cases, confirming the analysis of
the X results. The ideal value of PBIAS is zero, meaning that there is a precise agreement
between the measurements; however, based on the results found, it can be classified as
very good, because despite not evaluating the data from the point of view of simulation
in models, in which PBIAS should be equal to ±10% for flows with low uncertainty or
equal to ± 25% for flows with larger uncertainties [38]. These performance classifications
provide an indication of what could be considered as very good, good, satisfactory, and
unsatisfactory results for this statistic applied to flow evaluation, which in this case were
less than 5% for the different types of flows analyzed.

As the criteria of PBIAS reflects the RE in principle, similar results were obtained for
RE. RE was less than 5% for all events, indicating a high degree of agreement between the
levels measured by the rulers and sensors. Moreover, the average RE for the permanent
and transient flows was 2.93% and 1.38%, respectively. Generally, the highest RE occurred
in the sensor H1, representing the region of more significant turbulence. However, the
errors were similar to the other measurement points of less surface agitation, indicating
that the sensor made a good measurement regardless of the level of turbulence during the
experiment.

Finally, we verified that the turbulence, RMSE, and S values increased as the Reynolds
number increased, indicating that the natural flow turbulence in channels increased the
errors in the measurements. This was as expected, as higher flow rates caused higher
velocities in the channel, and therefore, greater water agitation. Subsequently, this caused a
greater dispersion of the acoustic waves because of the rapidly changing angle of reflectance,
which modified the capture of the wave by the sensor. For the transient events, EV5 and
EV6, we verified that EV6 was faster for the same flow range than EV5 because its slope of
the channel bottom (So) was greater (0.008), which generated higher velocities of the flow
by gravity and then a higher average Reynolds number as well.

4. Discussion

The results of this work suggest that the combination of Arduino and ultrasonic
sensors is a technically and economically feasible way to measure water levels accurately in
channels for levels smaller than 0.200 m, both for permanent and transient flows, including
conditions in which the turbulence is high. This was supported by the fact that there
was little change in errors for the statistical comparison of measurements between the
different regimes.
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Quality control of the ultrasonic sensors before their use by employing a bench test was
necessary to identify defective sensors and check their errors under controlled conditions
because commercially available ultrasonic sensors are usually not calibrated beforehand,
addition to realizing that there is no high-quality control in its manufacture (a fact justifiable
by the low cost of acquisition). Though it is commonly accepted that measured data have
inherent uncertainties, these are rarely considered in evaluations [38,39]; therefore, a quality
assessment of the sensors tends not to be performed in studies. Instead, a single sensor
that will be applied is evaluated without considering the spare sensors that could present
smaller measurement errors. Thus, our approach of an initial assessment works well for
choosing ultrasonic sensors because the associated uncertainties will be low.

The bench test verified that there was an increase in the underestimation of the
measured water level as the distance of the sensor from water surface increased. Distances
up to 0.200 m presented good accuracy; however, for distance greater than 0.400 m, there
was a tendency for a slight underestimation of 0.006 m (15%) in the depth. These results
were consistent with those by [33], which verified the limitation in estimating distances
above 0.300 m with a high accuracy for the same sensor model.

Some important considerations about the use and applicability of the ultrasonic sensors
used in this study can be seen in water level monitoring in reservoirs [11–17]. To evaluate
the accuracies of the measured levels during monitoring, Drage et al. [18] constructed a
low-cost (between USD 150 and 225) real-time groundwater level monitoring network for
domestic water wells, which has a similar characteristic to reservoirs, and compared the
average absolute level errors to those of linigraphs less than 0.02 m. Sahoo and Udgata [19]
developed a new low-cost neural-network-based system to increase the accuracy of the
water level measurement using the HC-SR04 sensor for storage tanks at different depths.
The measurement error was limited by ±1 cm for the distance measurements ranging
from 2 cm to 5 m, and the model was able to extend the maximum standard operating
range of the sensor from 4 to 5 m. Olisa et al. [20] developed a low-cost system using the
HC-SR04 sensor for the real-time water level monitoring of two domestic tanks. In their
findings, they verified that the absolute relative error was less than 10% for the majority of
the monitoring times, and there were dispersions in the measurements for the suspended
tank filling conditions when turbulence exists.

Thus, Bae and Ji [24] found dispersions close to 2 cm in their water level measurements
for four events using two HC-SR04 ultrasonic sensors in a large-scale experimental channel
and developed a data processing algorithm for removing and smoothing discrepant values
based on Exponentially Weighted Moving Average (EWMA). Panagopoulos et al. [25]
employed water level monitoring in an urban stream for nine months using a linigraph and
a HRXL-MaxSonar-WR ultrasonic sensor, and found that both showed strong correlations
with the measurements of the linigraph.

However, it should be noted that this is an introductory study that presents indicative
results for a specific sensor model and is limited as such. Therefore, we suggest further
research to be conducted for different sensor models and level ranges higher than 0.200 m
to analyze the errors committed in the static measurements and flow in the channels.

Additionally, we observed interference in the Reynolds number, but the RE remained
lower than 4.86% for all the cases. In all flows, there was a tendency for the Reynolds
number to decrease as one approached the end of the channel, as the depth increased
and the flow velocity decreased, except for sensor H1 (system entrance), which indicated
turbulent effects from the channel entrance. In general, there was a tendency for the error
to increase with the Reynolds number because when comparing the mean errors of the
events, they increased along with the flow measurement, and consequently, the Reynolds
number increased, indicating that the turbulence of the flow was a source of error that
deserved to be considered.

The statistical (RMSE, PBIAS, RE, LCCC, Mean and Standard Deviation) and graphical
techniques used appropriately evaluated the results by quantifying the error in the data
units, verifying the average tendency of the data to be higher or lower than the reference
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data, and providing a visual comparison of the measured constituent data. For provid-
ing more data of low uncertainty as we have in this study, we suggest further research
into defining performance classifications to establish a platform for the evaluation of the
statistics used and for the comparison of level measurements with rulers and other differ-
ent models of existing ultrasonic sensors. This will help choose sensor models in future
research related to water flow measurement.

The results presented enable the use of ultrasonic sensors in laboratory environments
in research in which flow levels monitoring are required, such as roughness coefficient
calibration tests, monitoring of subcritical e supercritical flows (either in steady or unsteady
flow). However, there is a limitation in the number of points to be monitored due to the
fact that there must be spacing between the sensors so that there is no influence of the pulse
of one on the other. It is still necessary to improve the filtering of data obtained from sensor
readings due to variations in readings, especially in flows that present high turbulence on
the free surface.

From the point of view of applicability of ultrasonic sensors in the field, the possibility
of use for measuring and monitoring water depth levels in channels or reservoirs to
determine flow rates in steady state and roughness stands out, with emphasis on installation
and operation care of the sensors, either from the point of view of protection against the
weather (rainfall, temperature, and pressure) or overlapping or operational influence of
one sensor over the other.

Finally, the cost is an important variable to consider, as continuous monitoring of
flows requires investment. The cost of acquiring the sensors to monitor the levels was low
compared to the investments needed to acquire instruments developed exclusively for
these purposes. The Arduino controller board cost USD 38.27, and each sensor cost USD
3.57. A total of 32 sensors were used, which is equivalent to USD 114.29. Six protoboards
and 24 connection wires were also used, generating an extra cost of USD 106.00 (price in
US dollars for the year 2020). However, it is noteworthy that in our study, a low cost was
achieved for monitoring the levels at five points with the ultrasonic sensors, despite the
need for five cameras to monitor the rulers and validate the data. Nevertheless, using
Arduino reduced the data acquisition time and easily executed the iteration process using a
coding loop Algorithm A1 (Arduino library—Appendix A).

5. Conclusions

It should be noted that the following conclusions are based on limited data sets.
Therefore, they should be considered indicative rather than confirmative.

This study evaluated the water level measurements using a combination of an Arduino
controller and ultrasonic sensors for flow in open channels and considering the turbulence
effects. The measurements performed with the sensors were compared by simultaneously
filming the rulers installed at the same measurement points. After examining the results
of six flow events, four in the permanent regime and two in the transient regime, based
on the statistical analysis performed, it could be concluded that the ultrasonic sensors
are adequate tools to measure levels in channels with accuracy, even for conditions of
high turbulence.

Although previous findings have indicated that ultrasonic sensors were suitable for
measuring levels in the permanent regime in reservoirs, our study evaluated levels beyond
this regime for transient flows in a channel, considering a reasonable number of events
in the evaluations. The results indicated that our proposed set-up is a technically and
economically viable way to monitor levels accurately in channels by providing results
close to that of the rulers for different flow conditions. Therefore, our collected data of low
uncertainty offers much value and can be used in the evaluation of other models.

Finally, the increase in the error with increasing turbulence due to the irregularity of
the measured surface is highlighted in this paper. Additionally, this error is within the
range for hydraulic measurements, which should be less than 0.020 m, indicating that our
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proposed procedure is valid. A future study is important for the calibration and validation
of the equipment needed for measuring distances greater than 0.400 m.
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Appendix A

Algorithm A1: Script on Arduino without Kalman Filter Application.

#include <Ultrasonic.h>

#define echoPin_1 3 //pin 3 receives the echo pulse
#define trigPin_1 4 //pin 4 sends the pulse to generate the echo
#define echoPin_2 5 //pin 5 receives the echo pulse
#define trigPin_2 6 //pin 6 sends the pulse to generate the echo
#define echoPin_3 7 //pin 7 receives the echo pulse
#define trigPin_3 8 //pin 8 sends the pulse to generate the echo
#define echoPin_4 9 //pin 9 receives the echo pulse
#define trigPin_4 10 //pin 10 sends the pulse to generate the echo
#define echoPin_5 11 //pin 3 receives the echo pulse
#define trigPin_5 12 //pin 12 sends the pulse to generate the echo

int myCounter = 0; //declare your variable myCounter and set to 0
int servoControlPin = 6; //dervo control line is connected to pin 6
float pingTime_1; //time for ping to travel from sensor to target and return
float pingTime_2; //time for ping to travel from sensor to target and return
float pingTime_3; //time for ping to travel from sensor to target and return
float pingTime_4; //time for ping to travel from sensor to target and return
float pingTime_5; //time for ping to travel from sensor to target and return
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int myCounter = 0; //declare your variable myCounter and set to 0
int servoControlPin = 6; //dervo control line is connected to pin 6
float pingTime_1; //time for ping to travel from sensor to target and return
float pingTime_2; //time for ping to travel from sensor to target and return
float pingTime_3; //time for ping to travel from sensor to target and return
float pingTime_4; //time for ping to travel from sensor to target and return
float pingTime_5; //time for ping to travel from sensor to target and return

float targetDistance_1; //distance to target in inches—sensor 1
float targetDistance_2; //distance to target in inches—sensor 2
float targetDistance_3; //distance to target in inches—sensor 3
float targetDistance_4; //distance to target in inches—sensor 4
float targetDistance_5; //distance to target in inches—sensor 5

float distanciaMedia_1 = 0; //average reading distance—sensor 1
float distanciaMedia_2 = 0; //average reading distance—sensor 2
float distanciaMedia_3 = 0; //average reading distance—sensor 3
float distanciaMedia_4 = 0; //average reading distance—sensor 4
float distanciaMedia_5 = 0; //average reading distance—sensor 5

float speedOfSound = 346; //speed of sound in m/s at 20 ◦C

int leituras = 10; //number of readings to find the average
int k = 1; //read counter

float distancia_1[11] = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0};
float distancia_2[11] = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0};
float distancia_3[11] = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0};
float distancia_4[11] = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0};
float distancia_5[11] = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0};

// starting the function and passing the pins

int t = 0;

void setup()
{
Serial.begin(9600); //start the serial port
pinMode(echoPin_1, INPUT); //sets pin 3 as input (receives)
pinMode(trigPin_1, OUTPUT); //sets pin 4 as output (send)
pinMode(echoPin_2, INPUT); //sets pin 5 as input (receives)
pinMode(trigPin_2, OUTPUT); //sets pin 6 as output (send)
pinMode(echoPin_3, INPUT); //sets pin 7 as input (receives)
pinMode(trigPin_3, OUTPUT); //sets pin 8 as output (send)
pinMode(echoPin_4, INPUT); //sets pin 9 as input (receives)
pinMode(trigPin_4, OUTPUT); //sets pin 10 as output (send)
pinMode(echoPin_5, INPUT); //sets pin 11 as input (receives)
pinMode(trigPin_5, OUTPUT); //sets pin 12 as output (send)
}

void loop()
{
digitalWrite(trigPin_1, LOW); //set trigger pin low
delayMicroseconds(10); // the sum of everything is 2 milliseconds 1975 + 15 + 10 microseconds
digitalWrite(trigPin_1, HIGH); //set trigPin high
delayMicroseconds(20); //delay in high state
digitalWrite(trigPin_1, LOW); //ping has now been sent
delayMicroseconds(10); //delay in high state
pingTime_1 = pulseIn(echoPin_1, HIGH); //pingTime is presented in microseconds
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digitalWrite(trigPin_2, LOW); //set trigger pin low
delayMicroseconds(10); //the sum of everything is 2 milliseconds 1975 + 15 + 10 microseconds
digitalWrite(trigPin_2, HIGH); //set trigPin high
delayMicroseconds(20); //delay in high state
digitalWrite(trigPin_2, LOW); //ping has now been sent
delayMicroseconds(10); //delay in high state
pingTime_2 = pulseIn(echoPin_2, HIGH); //pingTime is presented in microseconds
digitalWrite(trigPin_3, LOW); //set trigger pin low
delayMicroseconds(10); //the sum of everything is 2 milliseconds 1975 + 15 + 10 microseconds
digitalWrite(trigPin_3, HIGH); //set trigPin high
delayMicroseconds(20); //delay in high state
digitalWrite(trigPin_3, LOW); //ping has now been sent
delayMicroseconds(10); //delay in high state
pingTime_3 = pulseIn(echoPin_3, HIGH); //pingTime is presented in microseconds

digitalWrite(trigPin_4, LOW); //set trigger pin low
delayMicroseconds(10); //the sum of everything is 2 milliseconds 1975 + 15 + 10 microseconds
digitalWrite(trigPin_4, HIGH); //set trigPin high
delayMicroseconds(20); //delay in high state
digitalWrite(trigPin_4, LOW); //ping has now been sent
delayMicroseconds(10); //delay in high state
pingTime_4 = pulseIn(echoPin_4, HIGH); //pingTime is presented in microseconds

digitalWrite(trigPin_5, LOW); //set trigger pin low
delayMicroseconds(10); //the sum of everything is 2 milliseconds 1975 + 15 + 10 microseconds
digitalWrite(trigPin_5, HIGH); //set trigPin high
delayMicroseconds(20); //delay in high state
digitalWrite(trigPin_5, LOW); //ping has now been sent
delayMicroseconds(10); //delay in high state
pingTime_5 = pulseIn(echoPin_5, HIGH); //pingTime is presented in microseconds

pingTime_1 = pingTime_1/1000000; //convert pingTime to seconds by dividing by 1000000
(microseconds in a second)
pingTime_2 = pingTime_2/1000000; //convert pingTime to seconds by dividing by 1000000
(microseconds in a second)
pingTime_3 = pingTime_3/1000000; //convert pingTime to seconds by dividing by 1000000
(microseconds in a second)
pingTime_4 = pingTime_4/1000000; //convert pingTime to seconds by dividing by 1000000
(microseconds in a second)
pingTime_5 = pingTime_5/1000000; //convert pingTime to seconds by dividing by 1000000
(microseconds in a second)

targetDistance_1 = 1000 * speedOfSound * pingTime_1/2; //total distance in m
targetDistance_2 = 1000 * speedOfSound * pingTime_2/2; //total distance in m
targetDistance_3 = 1000 * speedOfSound * pingTime_3/2; //total distance in m
targetDistance_4 = 1000 * speedOfSound * pingTime_4/2; //total distance in m
targetDistance_5 = 1000 * speedOfSound * pingTime_5/2; //total distance in m

//targetDistance = targetDistance/2; //consider the round-trip interval
//targetDistance= targetDistance*1000; //convert distance to mm

//Serial.print(targetDistance_4);
//Serial.print(“ “);
//Serial.println(targetDistance_5);
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distancia_1[k] = distancia_1[k−1] + targetDistance_1;
distancia_2[k] = distancia_2[k−1] + targetDistance_2;
distancia_3[k] = distancia_3[k−1] + targetDistance_3;
distancia_4[k] = distancia_4[k−1] + targetDistance_4;
distancia_5[k] = distancia_5[k−1] + targetDistance_5;

if (k >= leituras) {
distanciaMedia_1 = distancia_1[k]/leituras;
distanciaMedia_2 = distancia_2[k]/leituras;
distanciaMedia_3 = distancia_3[k]/leituras;
distanciaMedia_4 = distancia_4[k]/leituras;
distanciaMedia_5 = distancia_5[k]/leituras;

Serial.print(millis());
Serial.print(“ “);
Serial.print(distanciaMedia_1);
Serial.print(“ “);
Serial.print(distanciaMedia_2);
Serial.print(“ “);
Serial.print(distanciaMedia_3);
Serial.print(“ “);
Serial.print(distanciaMedia_4);
Serial.print(“ “);
Serial.println(distanciaMedia_5);
t++;
k = 0;
}

k++;

//double distancia = (ultrasonic.Ranging(CM));
//serial.print(t);
//serial.print(“ “);
//serial.println(distancia);
//delay(5); //wait 0.1 s to read again
}
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