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This article presents a meta-analysis of research on evaluative conditioning (EC), defined as a change in
the liking of a stimulus (conditioned stimulus; CS) that results from pairing that stimulus with other
positive or negative stimuli (unconditioned stimulus; US). Across a total of 214 studies included in the
main sample, the mean EC effect was d = .52, with a 95% confidence interval of .466-.582. As
estimated from a random-effects model, about 70% of the variance in effect sizes were attributable to true
systematic variation rather than sampling error. Moderator analyses were conducted to partially explain
this variation, both as a function of concrete aspects of the procedural implementation and as a function
of the abstract aspects of the relation between CS and US. Among a range of other findings, EC effects
were stronger for high than for low contingency awareness, for supraliminal than for subliminal US
presentation, for postacquisition than for postextinction effects, and for self-report than for implicit
measures. These findings are discussed with regard to the procedural boundary conditions of EC and
theoretical accounts about the mental processes underlying EC.
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learning

One of the most influential ideas in psychology is that human
behavior is, to a large extent, governed by likes and dislikes
(Allport, 1935; Martin & Levey, 1978). For instance, people prefer
the company of people they like and try to avoid those they do not
like; people buy and consume products they like rather than those
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they dislike; and they vote for and support politicians and ideas
that they find sympathetic rather than repelling. Furthermore,
preferences influence attention, memory, and judgments and form
the basis of our emotional life (Fox, 2009). Given the pervasive
impact of preferences on behavior, it is vital for our discipline to
understand how preferences are formed and how they can be
influenced. Although some likes and dislikes may be genetically
determined (Poulton & Menzies, 2002), the vast majority of our
preferences are learned rather than innate (Rozin & Millman,
1987). But precisely how humans acquire their likes and dislikes
continues to be the subject of vigorous debate (Rozin, 1982; De
Houwer, Thomas, & Baeyens, 2001).

The present article provides a meta-analysis of research on one
possible manner in which likes and dislikes can be learned: eval-
uative conditioning (EC), which may be best defined as an effect
that is attributed to a particular core procedure. Specifically, EC
refers to a change in the valence of a stimulus (the effect) that is
due to the pairing of that stimulus with another positive or negative
stimulus (the procedure) (De Houwer, 2007a; De Houwer et al.,
2001). The first stimulus is often referred to as the conditioned
stimulus (CS), and the second stimulus is often referred to as the
unconditioned stimulus (US). Typically, a CS becomes more pos-
itive when it has been paired with a positive US and more negative
when it has been paired with a negative US. EC is a form of
Pavlovian conditioning in that it involves a change in the responses
to the CS that results from pairing the CS with a US. Whereas
Pavlovian conditioning can refer to a change in any type of
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response, EC concerns only a change in the evaluative responses to
the CS, that is, a change in the liking of the CS (see De Houwer,
2007a, for an in-depth discussion).

A Short History of Evaluative Conditioning Research
and Debates

The first demonstrations of EC effects date back more than 50
years (Razran, 1954; C. K. Staats & Staats, 1957). C. K. Staats and
Staats (1957), for instance, showed that nonsense words that were
paired with either positive or negative words acquired the same
affective value of the words with which they were paired (see
Jaanus, Defares, & Zwaan, 1990, for a review). Modern EC
research was sparked by the work of Levey and Martin (1975).
These authors introduced the so-called picture—picture paradigm
that is still frequently used today. Participants first sorted a set of
postcard pictures into liked, disliked, and neutral categories. In a
subsequent acquisition phase, initially neutral postcards (CS) were
presented together with liked, disliked, or other neutral postcards
(USs). Subsequent liking ratings showed that the valence of the
CSs that were paired with a liked or disliked US had changed in
the respective direction of the US valence.

Since these early demonstrations, EC has been examined in a
large number of areas. These include learning psychology (e.g.,
Martin & Levey, 1978), social psychology (e.g., Olson & Fazio,
2001; Walther, 2002), consumer science (e.g., Allen & Janisze-
wski, 1989; Stuart, Shimp, & Engle, 1987), emotion research (e.g.,
Mallan & Lipp, 2007; Niedenthal, 1990), neuroscience (Coppens
et al., 2006; Everhart & Demaree, 2003), nutrition research (e.g.,
conditioned taste aversion learning; Bernstein & Webster, 1980),
and clinical psychology (e.g., fear conditioning; Hermans et al.,
2004; Olatunji, Lohr, Sawchuk, & Westendorf, 2005; for reviews
on EC, see De Houwer et al., 2001; Field, 2005; and De Houwer,
in press).

From a general perspective, research on EC has been guided by
three main questions: First, a majority of the studies examined
whether EC is a genuine (in the sense of “true,” “authentic,” and
“replicable”) and general phenomenon. Second, researchers inves-
tigated whether EC is a unique form of Pavlovian conditioning.
They did so by trying to identify variables that influence EC and
Pavlovian conditioning in different ways. The third question con-
cerned the processes that underlie EC. Although several theories
about the nature of these processes have been put forward over the
years, relatively little research has been directed toward distin-
guishing among these models in an empirical manner. In the
following sections, we provide a brief review of the relevant
literature for each of these questions.

Literature Review

Genuineness and Generality of Evaluative
Conditioning

Although a proportion of the older evidence for the existence of
EC is compromised by a lack of appropriate controls (see Field &
Davey, 1999), more recent studies have confirmed that EC is a
genuine phenomenon that is observed under a variety of conditions
(e.g., De Houwer, Baeyens, & Field, 2005). At the same time,
failures to observe EC have been haunting the field (e.g., Field &

Davey, 1999; Rozin, Wrzesniewski, & Byrnes, 1998). These find-
ings suggest that EC may be subject to boundary conditions that
have yet to be identified.

Evaluative Conditioning and Pavlovian Conditioning

Whereas some researchers have argued that EC does substan-
tially differ from other forms of Pavlovian conditioning (e.g.,
Baeyens & De Houwer, 1995; Martin & Levey, 1994), others have
raised doubts about this claim (e.g., Davey, 1994b; Lipp & Purkis,
2005). The debate on the uniqueness of EC has mainly focused on
the impact of contingency awareness and extinction procedures
(i.e., CS-only trials after acquisition) on EC. Several studies have
reported EC even when participants were not aware of the CS-US
contingencies (e.g., Baeyens, Eelen, & Van den Bergh, 1990;
Dickinson & Brown, 2007; Walther & Nagengast, 2006). Such
findings are remarkable because other forms of Pavlovian condi-
tioning are dependent on the awareness of the CS-US contingen-
cies (see Lovibond & Shanks, 2002, and Mitchell, De Houwer, &
Lovibond, 2009b, for reviews). Other studies, however, have in-
dicated that EC also occurs only after the participants become
aware of the contingency between the CS and the US with which
it was paired (e.g., Pleyers, Corneille, Luminet, & Yzerbyt, 2007;
Stahl, Unkelbach, & Corneille, 2009).

With regard to the impact of extinction procedures, several
studies have found that the magnitude of EC was unaffected by the
presence of unpaired CS presentations that occurred after the
CS-US pairings (e.g., Baeyens, Crombez, Van den Bergh, &
Eelen, 1988; Diaz, Ruiz, & Baeyens, 2005). Others, however, have
reported data showing that unpaired CS presentations do signifi-
cantly reduce EC effects (e.g., Lipp, Oughton, & LeLievre, 2003).
Additionally, uncertainty remains about the impact of the statisti-
cal contingency between the CS and the US during acquisition,
that is, about the impact of unpaired CS and US presentations that
are intermixed with CS-US pairings during the learning phase
(e.g., Baeyens, Hermans, & Eelen, 1993). In sum, it is still unclear
whether there are variables that have a different impact on EC than
on other forms of Pavlovian conditioning.

Theoretical Accounts of Evaluative
Conditioning Effects

Little progress has been made in answering the third question:
What is the nature of the mental processes responsible for EC?
Several theoretical accounts of EC have been proposed. Because
an exhaustive treatment is beyond the scope of this meta-analysis
(for reviews, see De Houwer et al., 2001; De Houwer, in press), we
briefly sketch five main accounts of EC (see Table 1 for an
overview). In doing so, we point out some predictions that can be
derived from each account.

The referential account. Baeyens, Eelen, Crombez, and Van
den Bergh (1992) postulated that there are two types of Pavlovian
conditioning, both of which are based on simple mechanisms of
association formation in memory. The first type concerns the
associative learning of predictive relations by which the CS be-
comes a signal for the upcoming presentation of the US. This type
of signal or expectancy learning is hypothesized to be determined
by the statistical contingency between the CS and the US. It is
assumed to underlie most cases of Pavlovian conditioning (see also
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Rescorla, 1988). The second type concerns the associative learning
of merely referential relations. In referential learning, the CS
becomes a stimulus that simply activates a mental representation
of the US, without creating an expectancy that the US will appear.
This is similar to the way that, for instance, reading the name of a
beloved one may make one think of a kiss without necessarily
expecting a kiss to occur. Referential learning is assumed to be
determined by the mere co-occurrence of stimuli, not statistical
contingency. It is this type of learning that is supposed to underlie
EC (Baeyens et al., 1992).

Because referential learning is driven by the co-occurrence of
stimuli (rather than by the statistical contingency of events), the
referential account predicts that EC is resistant to extinction, that
is, impervious to the effects of CS-only trials that are presented
after CS-US trials (i.e., after acquisition). Finally, because refer-
ential learning is assumed to be part of a primitive automatic
association formation mechanism, the referential account postu-
lates that explicit awareness of CS—US contingencies is not nec-
essary for EC to occur.

The holistic account. According to the holistic account
(Levey & Martin, 1975; Martin & Levey, 1978, 1994), the co-
occurrence of a CS and a US automatically results in the formation
of a holistic representation, which encodes stimulus elements of
both the CS and the US, as well as the valence of the US. Once the
holistic representation has been formed, the CS can activate this
representation and thus the evaluation that was associated with the
US. Although Martin and Levey (1994) did not use the term
associative, the model can be considered as quasi-associative. This
is because it is hypothesized that, similar to the process of pattern
completion in distributed associative networks, the CS can auto-
matically “activate the larger information structure of which it has
become a component” (Martin & Levey, 1994, p. 304).

The holistic model predicts that conditioned changes in liking
depend mainly on CS-US co-occurrences. Subsequent CS-only
trials should not alter the holistic representation and thus also
should not alter the conditioned change in liking. Therefore, EC is
assumed to be resistant to extinction. Just like the referential
account, the holistic account also predicts that EC does not depend
on awareness of CS-US contingencies.

The implicit misattribution account. Recently, Jones, Fazio,
and Olson (2009) proposed a misattribution theory that has much
in common with the holistic account of Martin and Levey (1978).
According to Jones et al., it is the evaluative reaction evoked by
the US that becomes associated with the CS. The resulting asso-
ciative representation can be seen as equivalent to a holistic
representation that contains the stimulus features of the CS and
only the evaluative response component of the US. Like Martin
and Levey, Jones et al. postulated that EC can be formed in the
absence of awareness of the CS-US relation. Jones et al. did
specity, however, that EC depends on an “implicit misattribution”
process: Because affective reactions to stimuli are elusive phenom-
enological experiences and because the actual source of such
experiences often may not be clear (Russell, 2003), evaluative
responses to the US are likely to become incorrectly attributed to
the CS during conditioning. Such an implicit misattribution of
affective experiences is assumed to occur at an early stage of
perceptual—cognitive processing and therefore does not depend on
the conscious, explicit evaluation of the CS or US. However, any
variable that influences the likelihood that the US valence will be

misattributed to the CS should also influence EC. Jones et al.
indeed observed an impact of a number of these variables, includ-
ing spatial proximity (i.e., feelings are more likely to be attributed
to CSs that are close in space to a US). The misattribution account
also predicts that increasing degrees of feature overlap between the
US and the CS should render misattribution more likely (Jones et
al., 2009). Hence, EC effects should be larger for stimuli matched
in perceptual similarity and for stimuli of the same rather than a
different modality. Moreover, mildly valenced USs should result
in stronger EC effects than strongly valenced USs. This is because
the feelings evoked by strongly valenced USs should be less
susceptible to source confusion. Finally, implicit misattribution may
work best in the case of low contingency awareness because “such
awareness could make salient the US and its evaluative aspects,
possibly discouraging misattributions to the CS” (Jones et al., 2009, p.
944). Hence, whereas the referential and the holistic account predict
that EC is independent of contingency awareness, the misattribution
account predicts a negative relationship between the two.

The conceptual categorization account. According to Davey
(1994a; see also Field & Davey, 1999), EC may not be the result
of the formation of associations in memory but rather a result of
conceptual learning. Specifically, a change in the liking of the CS
may occur because the pairing of the CS and the US makes salient
those features of the CS that it has in common with the US. As a
result, the CS is more likely to be categorized as a liked (or
disliked) stimulus. For example, imagine an evaluatively neutral
face that has the features of brown eyes, long shape, full lips, and
long hair. Consider now that this neutral face is repeatedly pre-
sented together with a liked US that has the features of blue eyes,
round shape, full lips, and long hair. According to this account, the
CS-US pairings will increase the salience of the features that the
CS has in common with the US (i.e., full lips and long hair).
Because of this, the pairing may change the evaluation of the face
to the extent that it will be categorized as a liked stimulus.

The model of Davey (1994a) predicts that EC should depend
mainly on the number of co-occurrences of the CS and US (rather
than their statistical contingency) because it is on these trials that
the salience of the CS features can change. Once the salience of
certain CS features has been increased, these changes in salience
(and thus liking) might persist even when the CS or the US is
subsequently presented on its own. Hence, EC should be resistant
to extinction. Finally, EC effects should be restricted to cases in
which the CS and the US have features in common. Hence, EC
effects are not expected (or at least are less likely) when the CS
and the US belong to different modalities.

The propositional account. The propositional account con-
siders the possibility that all forms of associative learning, includ-
ing EC, depend on the nonautomatic formation and truth evalua-
tion of propositions about CS—US relations (De Houwer, 2007a,
2009b; De Houwer et al., 2005; see also Mitchell et al., 2009b).
Propositions can be defined as statements about a state of affairs in
the world that can differ in the degree to which they are believed
to be accurate. Applied to EC, the propositional account holds that
the liking of the CS will change only after participants have
formed the conscious proposition that the CS is paired with (or
co-occurs with) a valenced US. Although the model does not
always explain how this propositional knowledge results in a
change in liking (see Mitchell, De Houwer, & Lovibond, 2009a),
it does postulate that the formation of a proposition about the
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CS-US relation is a necessary mediating step. One possible way
this could occur is that participants use propositional knowledge
about the CS—US relation to determine how much they like the CS.
For instance, the fact that a CS is paired with a negative US can be
seen as a justification for disliking the CS (De Houwer et al.,
2005).

Because the formation of propositions is assumed to be a higher
order, conscious, and effortful mental process, the propositional
account predicts that EC should depend on awareness of the
CS-US contingencies (and all variables that promote or hinder the
formation of contingency awareness). Furthermore, EC should be
moderated by variables related to the capacity to form propositions
(e.g., sufficient processing resources). This view is thus not able to
account for EC in the absence of contingency awareness. Further-
more, the propositional account is relatively mute with regard to
the role of statistical consistency in comparison with co-
occurrence of stimuli. On the one hand, it is possible that EC is
mediated by propositions about the statistical contingency between
the CS and the US because higher degrees of contingency should
strengthen the belief that the presentation of CS and US is related.
On the other hand, it is also possible that the propositions that
underlie EC are limited to the fact that the CS and the US co-occur.

Summary of the theoretical accounts. The theoretical ac-
counts described above differ in their assumptions about the men-
tal processes that underlie EC effects. Most of them (referential
account, holistic account, implicit misattribution account) more or
less explicitly focus on the formation of associations in memory
between elements of the CS and US representation and on the
conditions that affect such memory formations. Once this associ-
ation has been formed, the CS can activate the liking that was
originally evoked by the US, thus leading to a change in liking of
the CS. In contrast, the conceptual categorization account and the
propositional account emphasize the role of higher order mental
processes in EC effects, such as conceptual categorization and
formation of propositions, respectively. Even though the five mod-
els differ in their assumptions, emphasis, and scope, it appears that
none of them is yet formalized and sophisticated enough as to offer
a comprehensive account of EC. This is also the reason why
deriving specific predictions about how a given variable may
moderate EC effects is often a difficult enterprise and necessitates
the introduction of auxiliary assumptions. Nevertheless, there are
some diverging predictions about key variables (see Table 1 for an
overview). Perhaps most centrally, these concern (a) whether con-
tingency awareness is independent from, facilitates, or even im-
pedes EC; (b) whether EC is resistant to extinction; (c) the degree
to which EC is influenced by the statistical contingency as opposed
to the number of CS-US co-occurrences; and (d) the role of
perceptual similarity or feature overlap more generally.

Conclusion of the Literature Review

Taken together, despite the importance of EC and the large
number of studies that have examined this phenomenon, little is
known about the generality of EC, its distinctiveness from other
forms of learning, and the nature of the theoretical mechanisms
underlying it. In large part, this state of affairs is due to the many
conflicting findings that have been reported in the literature. Per-
haps then, a quantitative synthesis of EC research is needed.

The Present Meta-Analysis

As in other fields of psychology, a large degree of ambiguity
among primary empirical studies in a given domain suggests that
effect sizes are not homogeneous but rather are dependent on
certain boundary conditions or moderator variables. A tool that has
proved useful in the social sciences in structuring the findings from
primary research is the method of meta-analysis. Meta-analyses
provide quantitative summaries of the available evidence in a field.
They thus may offer a better basis for resolving debates that have
a high level of empirical ambiguity and for directing future re-
search (e.g., Cooper & Hedges, 1994; Hedges & Olkin, 1985;
Hunter & Schmidt, 1990; Lipsey & Wilson, 2001). To use a
metaphor, meta-analysis is akin to what wanderers often do to
better orient themselves: climb a hill for a better view of the
landscape beneath. As such, we consider the method of meta-
analysis as a useful way to gain a clearer picture of EC effects.
Despite the large empirical catalog of primary studies that have
been conducted on the subject, the field has never been summa-
rized meta-analytically.

For the present meta-analysis we had three objectives: First, we
wanted to provide an estimate for the overall magnitude of EC
effects across a wide range of primary studies. Second, we wanted
to assess the degree of heterogeneity in EC research, both in a
descriptive manner by coding for a large set of procedural varia-
tions of EC, and in a quantitative manner by estimating the degree
of heterogeneity in EC effects. Assessment of heterogeneity allows
one to judge whether substantial variability due to moderator
variables exists or whether all observed EC effects stem from one
fixed population, varying across studies only as a result of sam-
pling error (e.g., Hunter & Schmidt, 1990).

Third, given that substantial heterogeneity in effect sizes exists,
the role of potential moderators can be investigated. In the present
context, we were interested in whether EC effects vary as a
function of a large set of procedural characteristics. The left
column of Table 2 presents an overview of the potential modera-
tors we identified. The list of moderators was adapted from an
initial, unpublished meta-analytic pilot project conducted by Baey-
ens and Crombez (1994) and further developed for the present
purposes. Another set of moderators, such as contingency aware-
ness, subliminal stimulus presentation, and the role of extinction,
was inferred from a range of conceptual review articles that have
appeared in high-impact journals over the last decades (e.g., De
Houwer et al., 2001, 2005; Field, 2000; Levey & Martin, 1990).

Rather than discussing the moderators in a more or less hap-
hazard manner, we decided to organize them according to the
heuristic framework for learning research that was recently pro-
vided by De Houwer (20094, in press). This framework allows one
to classify individual EC procedures on the bases of abstract
aspects of the relation between stimuli and of concrete aspects of
the way in which the relation is implemented. Abstract aspects
encompass the statistical properties of the relation between the
stimuli that are paired (e.g., the degree of statistical contingency)
and possible changes in those properties (e.g., an acquisition phase
of CS-US pairings followed by an extinction phase of unpaired CS
presentations). Concrete aspects, in contrast, refer to the imple-
mentation of the relation between CS and US. The concrete im-
plementation requires choices about (a) the organism that experi-
ences the relation, (b) the properties of the stimuli that are
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EVALUATIVE CONDITIONING META-ANALYSIS

presented, (c) the nature of the response that is observed, and (d)
contextual features. For instance, studies may vary according to
whether EC is studied in adults or children, the stimulus modalities
of the CS and the US, whether liking is assessed directly or
indirectly, and contextual features such as whether the study was
explicitly presented as a learning study or involved a more covert
presentation of the relation between stimuli.

For each moderator, we asked the general question of whether it
explains significant amounts of variance in EC effect sizes across
studies. By assessing the degree of generality of EC effects and
identifying possible boundary conditions (or moderators), we hope
to contribute to a solution of the three questions that have guided
EC research: (a) Is EC a genuine and general phenomenon? (b) Is
EC a unique form of Pavlovian conditioning? and (c) What are the
mental processes that underlie EC? Information about the first
question can be derived from our assessment of the overall mag-
nitude and the impact of potential moderators. The identification of
moderators will also provide information about the second and
third questions.

Method

Literature Search Strategy

In our search, we focused on published or in-press articles,
dissertations, book chapters, and unpublished manuscripts. The
first search was conducted in February 2007 and updated contin-
uously until December 2008. We retrieved published literature
through a detailed search in PsycLIT and PsycINFO, the two main
databases for psychological research articles, as well as Disserta-
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tion Abstracts, the main database for doctoral dissertations. We
used the following six keywords: “evaluative conditioning,” *
uative learning,” “affective conditioning,” “affective learning,”
“affective conditioning,” and “attitude learning.” Our search was
supplemented by hand searching the references cited in a number
of major reviews and handbook chapters on evaluative condition-
ing as well as in a random sample of 30 published empirical
articles. Because some studies in the domain of conditioned taste
aversions may also qualify as (quasi-)experimental studies of
evaluative conditioning (e.g., Rozin et al., 1998), we conducted an
additional search using the key terms “taste aversion” and “food
aversion.” In order to locate gray literature (i.e., technical reports,
unpublished manuscripts, articles currently in press), we sent
e-mail requests to several cognitive, social, and personality psy-
chology electronic mailing lists as well as to the participant list of
a major 2007 international workshop on evaluative conditioning.
Excluding nonhuman animal research and other clearly unrelated
work such as case studies and biological research, this search
strategy yielded a total of 286 unduplicated citations. Most of these
(n = 282) could be retrieved either in electronic or print format for
possible inclusion in our meta-analysis. As can be seen from the
top box in Figure 1, the majority of citations consisted of published
or in-press journal articles. However, there were also a substantial
number of unpublished reports/drafts and doctoral dissertations.
Journal articles came from 79 different journals, with the highest
number of articles published in Learning and Motivation (n = 26),
Behaviour Research and Therapy (n = 19), Cognition & Emotion
(n = 14), and Journal of Personality and Social Psychology (n =
13). According to the categories established by the ISI Web of

eval-

LIS

Search results from December 2008

(Unduplicated citations)

No. citations retrieved: n =282

o Published/in press articles (7 = 230)
e Unpublished reports/drafts (n = 33)

e Doctoral dissertations (7 = 8)
® Book chapters (7 =11)

Article-level exclusion

No. citations excluded: n = 84

* Reviews/theoretical papers (n = 48)
¢ No evaluative conditioning (n = 35)
i e Language (n=1)

Article-level inclusion

No. citations eligible for coding: » =198

No. independent studies: n = 380

|

Study-level exclusion
No. studies excluded: n =127
(from a total of 53 citations)
® Survey-based approach (n = 13)
© No control group (n = 4)

o Insufficient effects data (n = 63)
% e Duplicate data (n = 12)

e No evaluative conditioning (» = 20)
e Insufficient details on procedure (n = 2)

o No liking dependent variable (n = 13)

Study-level inclusion

No. studies included: n = 253
(from a total of 145 citations)

Figure 1.
or excluded for the present meta-analysis.

Quorum flowchart describing the sequence of steps and the criteria by which studies were included
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Knowledge, journals were classified into the following broad
categories: psychology (73%), neurosciences (8%), business (6%),
psychiatry (5%), food science/nutrition (5%), communication
(1%), education (1%), and multidisciplinary (1%). Of those jour-
nals in the psychology category, 27% were categorized as “mul-
tidisciplinary” (within psychology), 25% as “experimental,” 15%
as “clinical,” 13% as “social,” 10% as “biological,” 5% as “ap-
plied,” and 5% as “educational.” The median impact factor of all
journals was 2.4. The mean article publication year was 1993.

Across all citations in the database, the origin of the first author
varied across 13 different countries from four continents with the
following percentage distribution: United States of America
(36.7%), Belgium (19.6%), United Kingdom (19.2%), Germany
(8.5%), Australia (6.0%), the Netherlands (3.6%), Spain (1.8%),
Canada (1.4%), Israel (1.0%), Italy (1.0%), Switzerland (0.4%),
Japan (0.4%), and China (0.4%).

Study Eligibility

Of the 282 citations retrieved, 84 were excluded for one of the
following reasons as determined by two independent judges (see
Figure 1): On the basis of the title, the abstract, and a scanning of
the text, the citation (a) was determined to be a review paper or
otherwise theoretical in nature (n = 48), (b) clearly did not use EC
procedures (n = 35), or (c) was written in a language not spoken
by the authors (one Chinese citation). The remaining 198 citations
yielded a total of 380 studies. The following five exclusion criteria
were applied to determine the eligibility of each study for inclusion
in the meta-analysis.

1. The study was an experimental or quasi-experimental
instance of EC, whereby one (or several) CSs were paired
with one (or several USs) of a given valence. Twenty
studies were excluded because they did not include such
pairings. These were typically pilot studies, thought ex-
periments, or experiments focusing on other effects (e.g.,
mere exposure). Two further reports were excluded be-
cause they did not contain enough procedural information
to allow for a definite judgment. Also, as part of the
experimental or quasi-experimental pairing procedure,
assignment of the CSs to the USs (and other parameters
related to the pairing) should be under the control of the
experimenter. We had to exclude 13 exploratory survey-
based studies from the conditioned taste aversion domain
in which CSs were not assigned to USs by the experi-
menter (and, consequently, most other pairing parameters
varied widely and uncontrollably within studies). Rather,
in those studies, respondents were asked to list any types
of food they had consumed within a given time window
(e.g., 24 hr) before a negative event and to indicate
whether they had developed a taste aversion with regard
to any of these food items.

2. In EC studies, it was examined whether the pairing of the
CS with the US changed the valence of the CS. The
dependent variable must therefore have provided an in-
dex of CS valence. In collecting data on changes in liking
we did not want to be overly exclusive from the outset.
We therefore included, along with traditional self-report

measures (e.g., visual analog scales, semantic differen-
tials), product choice, implicit measures of valence (e.g.,
affective priming, Implicit Association Test), and startle
blink magnitude data. These are all determined to a large
extent by stimulus valence (e.g., Vansteenwegen, Crom-
bez, Baeyens, & Eelen, 1998). Skin conductance data
were not included because skin conductance is generally
considered an indicator of arousal rather than valence
(Lang, 1995). Consumption data were not included be-
cause food intake is likely to be influenced by a host of
other variables besides preferences, such as short- and
long-term anticipated consequences, long-term goals,
need states, and social/cultural factors (e.g., Herman &
Polivy, 2004), which, taken together, render it a very
distal measure of preference. Thirteen studies did not
assess or report any of the eligible dependent outcome
measures of liking or disliking after the acquisition stage
and were therefore excluded.

3. The study design contained at least two out of the fol-
lowing three measurements (see also Figure 2 and text
below): (a) the valence assessment of a CS after it was
paired with a liked US (L); (b) the valence assessment of
a CS after it was paired with a disliked US (D); and (c)
a neutral comparison measure (N), such as the valence
assessment of a CS that was paired with a neutral US, a
CS that was not paired with a US, or a pre-acquisition
valence assessment. Four studies had to be excluded
because either only L or only D was realized within each
study; thus, there was no second measure with which the
valence of the CS could be compared in a meaningful
way.

4. Studies reported the data in a way that at least one
relevant effect size contrast could be coded from the data
and transformed into d effect size statistics (see below).
In many cases, for example, the relevant data were dis-
played in figures but the exact means and standard devi-
ations were not provided. In addition, F' tests from one-
factorial tests involving more than two groups or more
than one factor often were not analyzable by meta-
analysis in the presented format. Great efforts were made

PRE-ACQUISITION POST-ACQUISITION

LN Pre-Post Within

/ ™~
CS paired with
5 Netal () positive US (L)
LN Post-Post
‘Within/Between
Acquisition CS not paired with US '
CS Neutral (N) ghase or paired with neutral lv‘v?‘: i“:/'l:;’;‘een
UsS (N)
DN Post-Post
‘Within/Between
CS paired with
S Neutmal (N). negative US (D)
— —

DN Pre-Post Within

Figure 2. lllustration of possible effect size contrasts (boldface) in
within- or between-subjects evaluative conditioning designs. CS = condi-
tioned stimulus; US = unconditioned stimulus; L = “liking”; D = “dis-
liking”; N = “neutral” (see text for details).
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to contact authors by e-mail and request missing data for
studies published less than 20 years ago. Even though a
majority of requests (60%) were answered and the re-
quested effect size data provided, effect size statistics
could not be computed for a total of 63 studies.

5. Data were not included if they had already been reported
in another citation included in the meta-analysis (n =
12). We established this criterion in order to avoid du-
plication.

After application of these exclusion criteria, 253 independent
studies stemming from a total of 145 citations were retained for
coding of study characteristics and effect sizes. The included
citations are listed in the References section.'

Coding of Study Characteristics: Study-Level Data,
Concrete Aspects, and Abstract Aspects

Eligible studies that were published in English or German were
coded by two independent and trained psychology students, each
of whom coded approximately half of the studies. The coding was
done through the use of a data coding form and a clearly arranged
coding manual. The coding form displayed all variables and pos-
sible coding options. The manual contained further brief explana-
tions on the relevant coding variables and the respective category
assignments. A random subset of 47 studies was coded separately
by both coders in order to determine interrater agreement (see
Table 2, right column). Before analyses, the codings for 75% of
studies were double-checked by Wilhelm Hofmann. Cases with
disagreement were resolved through discussion.

Each study was coded in a hierarchical manner that was also
reflected in the arrangement of the coding sheet. Codings that
could not be determined because the relevant information was
either absent from the text or ambiguous were marked as missing.
On the study level, we coded data referring to the whole study:
study identification number (study-ID), authors, publication year,
title, type of publication (e.g., journal article, dissertation), and
journal. Studies also were classified according to the main research
topic into one of the following six categories: general learning,
consumer attitudes, social attitudes, fear, self-esteem, and other.

On the procedural level, data referring to the specific experi-
mental implementation of the EC procedure were entered sepa-
rately for each experimental (sub-)group reported in the study® and
for each dependent variable assessing the degree of CS liking/
disliking. Separate coding sheets were used for each experimental
condition and for each dependent outcome measure of a given
study. For instance, if a study included two experimental condi-
tions and two different measures of liking, four coding sheets were
used. The coded characteristics were organized according to the
major distinction between concrete and abstract aspects of the EC
procedure (see above). Table 2 provides the definitions and coding
options for the concrete and abstract aspects from the coding
manual. The concrete aspects were classified according to (a) the
characteristics of the organism (e.g., sample composition), (b) the
stimulus properties of the CSs and USs (e.g., CS/US modality), (c)
the nature of the response that was observed (e.g., the type of
dependent variable under investigation), and (d) contextual fea-
tures (i.e., contingency awareness, learning context, instructions to

judge CS spontaneously). Note that we classified the issue of
contingency awareness as a contextual feature because it relates to
the question of whether EC can be observed in a context where
participants report awareness of the CS—US contingencies (see De
Houwer, in press).

The abstract aspects concern the properties of the relation be-
tween CS and US that can be described without reference to
concrete organisms, stimuli, responses, or contexts. As can be seen
from Table 2, abstract aspects were divided into statistical prop-
erties of the relation (i.e., full vs. partial contingency, number of
CS/US-only trials during acquisition, statistical contingency in-
dex), temporal properties of the CS-US relation (e.g., forward vs.
backward vs. simultaneous presentation, interstimulus interval),
and changes in the CS-US relation (i.e., the use of special designs
such as extinction or latent inhibition). Table 2 also shows that
interrater agreement computed from Cohen’s kappa for categorical
moderators and Pearson’s r for continuous moderators was gener-
ally quite high (average interrater agreement = .93).

Coding of Effect Sizes

On the lowest level of the coding sheet, the available effect size
data were coded according to a sophisticated effect data grid. The
grid allowed for a convenient coding of measurement occasion for
each mean (pretest, posttest, postextinction), effect size data (e.g.,
means, SDs, Ns, t values), the direction of the effect size, and
additional data such as the correlation between repeated measures
for within-subjects data. All of these codings were highly reliable
(average interrater agreement = .95). Again, the codings for 75%
of studies were double-checked by Wilhelm Hofmann before
analyses, and cases with disagreement were resolved through
discussion.

Because the assessment of EC effects essentially involves the
comparison of two means, we chose the standardized mean dif-
ference (Cohen’s d) as the effect size statistic. One of the two
means, the CS postacquisition score, is always given by the eval-
uation of a CS after it has been paired with a US of either a positive
or a negative valence. We refer to these two possibilities as L (for
the expected “liking” of the CS) and D (for “disliking”), respec-
tively. These two means are illustrated by gray shading in Figure 2.
Because EC study designs can take a number of forms, an EC
effect can be computed in several ways depending on whether a
within-subjects or a between-subjects design is chosen and on
what type of CS evaluation is taken for comparison. These possi-
bilities are illustrated in Figure 2. In a within-subjects design,
evaluations provided by the same participants can be compared
with each other. For instance, a comparison can be made between
the mean of D (or L) and the respective evaluation of the suppos-
edly neutral CS, denoted as N (“neutral”), before it has been paired
with the US. The two resulting effect size contrasts can be called
the LN pre—post within contrast and the DN pre—post within
contrast, respectively (see Figure 2). Alternatively, in a within-

' A list of excluded citations may be obtained from Wilhelm Hofmann
on request.

2 Note that it was not necessary to code control groups from between-
subjects designs on a separate sheet. The control means were entered at the
effect-size level only.
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subjects design, L or D can be compared with the postacquisition
evaluation of a CS that has been presented but not paired with a US
during the learning phase (LN post—post within; DN post-post
within). Finally, L can be directly compared with D given that each
participant was presented with a CS paired with a positive US and
a CS paired with a negative US (LD post—post within).

In a between-subjects design, there is only one type of CS
pairing per group of participants. Therefore, three effect size
contrasts were possible: the LD post—post between comparison in
designs where the CS was paired with a positive US in one group
and a negative US in another group, the LN post—post between
comparison, and the DN post—post between comparison, the latter
two of which involved evaluations of a CS paired with a positive
or negative US, respectively, in one group with evaluations of the
same CS in a neutral control group (see Figure 2). The nature of
the neutral control group was coded according to whether the
CS of interest (a) has been paired with a neutral US (11%),
(b) has been presented during acquisition without a US (22%), (¢)
has been randomly paired with USs of varying valence (48%), (d)
had been rated prior to the acquisition phase in the control group
(8%), or (e) other cases, such as studies where two different
control groups were merged for comparison purposes (11%).

Because we were interested in whether EC effects vary as a
function of the specific effect size contrast used, the exact type of
contrast was specified for all effect size codings on the coding grid
as was the nature of the neutral control group in between-subjects
designs. All possible contrasts that could be computed on the basis
of the reported or provided data for each study were entered into
our database with the following exception: Data from subgroups
not in our focus of interest (e.g., Black vs. White participants) were
only entered if no overall report of effect size (i.e., collapsed across
subgroups) was provided.

Effect-size transformations. Effect sizes were preferably
computed from group means, standard deviations (or standard
errors converted to standard deviations), and N per group. Cohen’s
d could be computed from this kind of data in 66.9% of cases.
Additionally, we transformed effect sizes into ds from t-test sta-
tistics (8.9%), F statistics involving one—degree of freedom tests
and only two groups (15.1%), mean gain scores (3.8%), proportion
differences (xz; 2.3%), or other effect size data, such as Pearson’s
r (3.0%), using the appropriate formulas (e.g., Lipsey & Wilson,
2001; D. Rosenthal, 1991).

Because d computed from means, standard deviations, and
sample sizes is the appropriate standardized level of effect regard-
less of whether the data stem from a between- or a within-subjects
design (Dunlap, Cortina, Valsow, & Burke, 1996), effect sizes
from both designs are directly comparable to each other. However,
in the case of within-subjects designs, transformation from ¢ sta-
tistics, F statistics, and mean gain scores tend to overestimate d to
the extent that there is a correlation between repeated measures
(Dunlap et al., 1996). In order to correct for this bias in these latter
cases, we either (a) recorded the correlation between measures in
all cases where it was provided or (b) calculated the correlation
from cases in our data set where d could be computed both from
means, standard deviations, and sample sizes (resulting in unbi-
ased ds) as well as from ¢, F, or mean gain data (resulting in biased
ds). The average within-subjects correlation based on these 65 data
points was moderate (r = .35). In cases where the within-subjects
correlation was not provided or could not be computed, we im-

puted the above-average within-subjects correlation. All effect
sizes involving biased d data were then corrected downwards with
the appropriate formulas in order to render all within- and
between-design effect sizes comparable for the whole data set
(e.g., Dunlap et al., 1996).

Dependent outcome measures. The coding of effect sizes for
self-report measures and most other dependent outcome measures
was straightforward. With regard to affective priming measures,
we coded only reaction time data (but not error rate data) accord-
ing to the following rationale: Data were preferably entered as the
effect size contrast between affectively incongruent and affectively
congruent combinations of CS primes and target stimuli (with
relatively faster reaction times to congruent combinations indicat-
ing a positive EC effect). The majority of affective priming studies
(n = 23; 74%) reported effect size data this way. For six additional
studies, the affective priming effect of interest was reported equiv-
alently as the interaction effect of a two-way analysis of variance
(ANOVA) with CS (positive vs. negative) and target (positive vs.
negative) as variables. In this case, we converted the F value of the
interaction to d using the appropriate formula (e.g., Sedlmeier &
Renkewitz, 2007). For three remaining studies, reaction times for
affectively incongruent and affectively congruent trials were avail-
able only separately for positive and negative CSs. For two of
these studies, both the CS prime and the target main effects were
virtually zero (and all F's < 1), so these simple main effects could
be averaged to properly estimate the overall congruent—
incongruent contrast. For the third study, there was a main effect
of CS prime, so the data could not be included, as averaging the
simple main effects would have resulted in biased effect size
estimates (i.e., confounded by the main effect). With regard to
startle response data, priority was given to startle response mag-
nitude as an indicator of valence (where stronger startle response
magnitude is indicative of a more negative valence with regard to
the CS). Startle response latency was not coded.

Meta-Analytic Procedure

Effect-size correction formulas, standard errors, and
weights. As recommended by Lipsey and Wilson (2001), we
adjusted effect sizes for bias in small samples using the correction
formula proposed by Hedges (1981). We then computed standard
errors for unbiased effect sizes using the appropriate formulas
detailed in Lipsey and Wilson (2001). The inverse of the squared
standard error was used as weights for the meta-analysis whereby
high-precision effect-size estimates gain more weight than do
low-precision estimates.

Combination of multiple effect sizes within studies. Be-
cause many studies used more than one experimental procedural
manipulation, included more than one dependent variable, and/or
allowed for multiple effect size codings per dependent variable,
most primary studies yielded more than one effect size. In order to
ensure independence of the effect sizes entered into the meta-
analysis (Lipsey & Wilson, 2001), we performed a two-stage
procedure. In the first stage, we selected for each type of (moder-
ator) analysis the relevant effect sizes from the data set and
aggregated (i.e., averaged) multiple effect sizes and their weights
within studies (Hedges & Olkin, 1985). All subsequent meta-
analytic computations were then performed on the aggregated
study effect sizes. This two-stage procedure was repeated for all
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runs of the meta-analysis such that different sets of ds within
studies were averaged, depending on the analysis in question. For
instance, for the overall analysis of self-report measures, all ds
pertaining to self-reported data were averaged within each study
first before being submitted to the overall analysis. For the mod-
erator analyses, we aggregated all ds pertaining to a particular
moderator category within each study and then submitted the
aggregated data to an ANOVA or regression analysis. Generally,
moderator categories varied across but not within studies, so a
study typically provided information for one value of the moder-
ator. In cases where a moderator varied also within a given study
(e.g., visual and odor US modalities used within one study), we
allowed the study to provide aggregated information for each value
of the moderator for which information was given (i.e., visual and
odor) in order to make full use of the data at hand.

Treatment of special designs and reduction of redundancies.
For the preliminary analysis, overall analysis, and moderator anal-
yses, except where noted, we excluded effects from special de-
signs, such as latent inhibition or EC effects assessed after an
extinction phase. Additionally, in order to reduce redundancies
among data entries, we excluded redundant subgroups and entered
only the effect size that collapsed the data across these subgroups
unless the subgroups were in the focus of interest (e.g., for the
analysis of contingency-aware vs. contingency-unaware sub-
groups). Moreover, if both pre—post and post—post analyses were
provided in a within-design, we entered only the post—post com-
parisons because the post—post comparison can be considered to be
the superior control group in that it also controls for mere expo-
sure. In case multiple comparison groups were provided in a
between-design, we entered only one comparison group in the
following order of priority: (a) CS paired with a neutral US, (b) CS
presented without a US, (c¢) CS randomly paired with USs, (d)
pre-acquisition rating, and (e) other.

Meta-analytic computations. For the overall analysis and all
subsequent analyses, we chose a mixed-effects model, that is, a
special type of random-effects model (Lipsey & Wilson, 2001).
The mixed model assumes that there is variation in effect sizes
beyond sampling error that can be attributed partly to systematic
factors (i.e., coded study characteristics) and partly to unmeasured
(and possibly unmeasurable) random sources (Lipsey & Wilson,
2001). For three reasons, this model was advocated over the
fixed-effects model, which posits that all variations in effect sizes
are attributable only to sampling error and not to true variation on
the level of population effect sizes. First, given the large number of
parameters involved in the EC procedure and the degree of debate
about EC effects in the literature, the assumption of a fixed-effects
model is quite unrealistic, and thus a random-effects model should
be advocated (e.g., Borenstein, Hedges, Higgins, & Rothstein,
2009). Second, because the mixed model assumes a random com-
ponent in addition to sampling error, the confidence intervals
estimated under this model will be larger than under a fixed-effects
model. This renders the mixed-effects model the more conserva-
tive approach to detect true variation in effect sizes (both for the
overall heterogeneity analysis and for moderator analysis). In
contrast to the mixed-effects model, the fixed-effects model has
been criticized for high Type I error rates (Overton, 1998;
Schmidt, Oh, & Hayes, 2009). Third, the mixed-effects model
converges on the fixed-effects model in the unlikely case that the
random between-variance component is zero. The mixed-effects

model can therefore fully replace the fixed-effects model in case
the assumptions of the latter are fulfilled (but not vice versa).

The mixed-effects model was implemented through a set of
three SPSS macros developed by David Wilson (see Lipsey &
Wilson, 2001) for the overall analysis, the categorical moderator
analyses, and the weighted regression analyses. In all analyses,
study effect sizes were weighted by their inverse variance (e.g.,
Lipsey & Wilson, 2001). The random-effects variance component
was based on the method of moments estimation. We applied
Cochran’s Q test of heterogeneity and the percentage-based I
measure of heterogeneity (Higgins, Thompson, Deeks, & Altman,
2003) to judge the degree of heterogeneity in effect sizes.

To address whether variations in effect sizes can (at least partly)
be explained by the coded study characteristics in question, we
performed meta-analytic ANOVAs for categorical moderator vari-
ables and weighted least squares regression analyses for continu-
ous moderators (Lipsey & Wilson, 2001). In the meta-analytic
ANOVA analog, variance in study effect sizes is partitioned into
the portion explained by the categorical variable (Qg) as an indi-
cator of variability between group means and the residual remain-
ing portion (Qyy) as an indicator of variability within groups. Qp is
tested for significance against a chi-square distribution with df =
Jj — 1 (where j is the number of categories or groups). A significant
between-groups effect indicates that the variance in effect sizes is
at least partially explained by the moderator variable. Moderator
groups for which fewer than three cases were available were not
included in these analyses. If the moderator analysis involved more
than two valid groups, simple contrasts following the procedure by
R. Rosenthal and Rubin (1982) were applied in order to determine
significant differences between groups.>

To assess the relationship between continuous moderators and
study effect sizes, we used the weighted regression analysis macro.
The macro contains a built-in correction of the standard errors for
the proper estimation of the standardized regression coefficients
and significance levels (Hedges, 1994; Lipsey & Wilson, 2001).

Results

Overview

Before conducting our main sets of analyses, we conducted two
types of preliminary analyses on the full set of 253 included
studies in order to safeguard against two potential dangers in

3 Linear contrast weights for the compared categories were +1 and —1,
and the conservative inverse of the variance estimates from the random-
effects model were used for computing the contrast between category
means (see also Rosenthal, 1991). Note also that the test of significance of
group differences through contrasts (or F test in the case of only two
categories) is not identical to the test of overlap of confidence intervals
around the respective means. That is, even in the case of confidence
interval overlap, between-group differences can nevertheless be statisti-
cally significant (Cumming & Finch, 2005; Estes, 1997). This is because
the between-groups test is based on a joint estimate of the standard error of
the difference between means, whereas confidence intervals around a
single mean do not reflect between-groups information. The confidence
intervals therefore should be best interpreted as providing valuable infor-
mation about the precision of single estimates and their difference from
zero (Rouder & Morey, 2005).
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meta-analysis. First, we wanted to assess whether the present
meta-analytic sample might have been affected by publication
bias. A second danger is that actually different things are compared
that should be kept separate from another (the “apples and or-
anges” problem). In order to judge whether effect sizes from
different designs and use of different outcome measures are com-
parable to each other or should instead be treated separately, we
conducted a set of preliminary moderator analyses in order to
determine the main sample of analysis. After presentation of the
results for this main sample, we report the results of a sensitivity
analysis assessing the degree to which our conclusions are affected
by different selection criteria for effect size inclusion in the meta-
analysis.

Preliminary Analyses

Assessment of potential publication bias. A possible danger
to the validity of any meta-analysis is the presence of publication
bias against nonsignificant findings (e.g., Borenstein et al., 2009).
This so-called “file-drawer problem” (R. Rosenthal, 1979) usually
leads to an overestimation of effect sizes. We first used a funnel
plot, that is, a plot of sample size versus effect size, in order to
assess whether potential bias was present (Light & Pillemer,
1984). A publication bias against nonsignificant findings implies
that only large effects are reported by studies with small sample
sizes, as only large effects reach statistical significance in small
samples. Thus, a publication bias should manifest itself graphically
in a cutoff of small effects for studies with small sample size. From
the funnel plot, an exclusion of null results was not apparent
because many small or even negative effect sizes were reported by
small-sample studies (see Figure 3). Second, we statistically eval-
uated the relationship between effect size and sample size with the
Egger test (Egger, Smith, Schneider, & Minder, 1997), a regres-
sion of reported effect sizes on sample size. The standardized
regression weight was close to and not significantly different from
zero (B = —.029, p = .377), indicating that sample size and effect
size were not confounded. Drawing on these findings, we conclude
that a publication bias seems unlikely for the present meta-
analysis.

Selection of main analysis sample. We conducted a number
of preliminary ANOVAs on the full set of 253 included studies
using the method described above in order to determine whether
some of the general design-related aspects, such as type of effect
size contrast (LD, LN, DN), type of design (within vs. between),
measurement occasion (pre—post vs. post—post), type of control
group, research topic, and type of dependent outcome measure
(self-report, choice, implicit measures, eyeblink startle response
data) had a general influence on the magnitude of effect sizes.
First, effect sizes from within-subjects designs (d = .48, SE =
.027) were somewhat larger than those from between-subjects
designs (d = .39, SE = .043), but the difference was not statisti-
cally significant, Qgz(1) = 3.34, p = .067, suggesting that both
types of effect sizes can be analyzed together. Second, as expected,
effect sizes from LD contrasts (d = .47, SE = .034) were some-
what larger than those from the LN (d = .40, SE = .035) and DN
(d = .46, SE = .040) neutral comparisons, but the difference was
not statistically significant, Q5z(2) = 2.23, p = .328. We therefore
decided to include LD contrasts alongside the other two contrasts
in the main analyses, also because dropping this contrast would

have meant discarding information from a substantial number of
studies (n = 83) that employed or reported only LD contrasts.
Third, effect sizes from pre—post contrasts (d = .46, SE = .043)
were comparable in magnitude to effect sizes from post—post
contrasts (d = .46, SE = .026), Qx(1) = 0.01, p = .925. Fourth,
effect sizes from between-subjects designs did not vary systemat-
ically as a function of which type of neutral control group was
used, Qg(4) = 0.79, p = .939. Fifth, effect sizes were comparable
across the different research topics under investigation, Qg(5) =
6.35, p = .274.* However, type of dependent outcome measure
yielded a strong moderator effect, Qz(3) = 17.09, p = .001,
indicating that EC effect sizes varied as a function of the specific
outcome measure used. Because the vast majority of dependent
variables (79%) in the database were self-report measures, we
decided to focus on this type of measure as the primary outcome
of interest for the main analysis. A more fine-grained analysis
involving the remaining dependent outcome measures is provided
in an additional section later in the article.

These preliminary analyses are reassuring in that more general
design-, effect-size-, and topic-related characteristics did not exert
a general influence on the magnitude of effect sizes in our data set,
with the exception of type of dependent outcome measure. There-
fore, the main overall analysis as well as the initial moderator
analyses of study characteristics was conducted on the set of
self-report measures, including both within- and between-subjects
data and all types of effect sizes contrasts. In order to safeguard
against possible outliers (e.g., Lipsey & Wilson, 2001; Nelson &
Kennedy, 2009), we applied a threshold of *3 SD for the overall
analyses as well as for all subsequent moderator and regression
analyses.

Overall Analysis: Average Effect and Heterogeneity
Assessment

We now turn to the estimation of the overall effect size across
studies in the main sample of analysis and to the assessment of
heterogeneity in effect sizes. The overall analysis to address these
issues was conducted on a total of 215 study effect sizes on
self-report outcome measures, stemming from 652 coded primary
effect sizes within studies. One study effect size (d = 2.483) was
excluded as an outlier (as it was greater than =3 SDs away from
the sample mean). The remaining 214 study effect sizes were
computed from a total of 9,149 participants. The random-effects
model yielded a mean estimated effect size (d) of .524 and a
standard error (SE) of .030. According to convention (J. Cohen,
1977), this can be considered a medium average effect. The 95%
confidence interval around this estimate had a lower limit of .466
and an upper limit of .582. The effect was significantly different
from zero (Z = 17.76, p < .001). The minimum and maximum
study effect sizes were —0.805 and 1.920, respectively. Cochran’s
Q statistic yielded a significant effect, Q(213) = 706.97, p < .001,
indicating heterogeneity. The estimated random variance compo-
nent, that is, the portion of the total variance (V,,, = 0.170)
attributable to true variation on the level of population effects

* Specifically, dicqming = -52 (SE = .04), deonsumer atitudes = 47 (SE =
04), dyocian atituaes = 40 (SE = .00), dyeor = 49 (SE = .10), d

self-esteem
22 (SE = 12), doy, = A7 (SE = .14).
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Figure 3. Scatterplot of effect size against sample size (“funnel plot”; Light & Pillemer, 1984) as a visual aid to
detect the presence of publication bias. If the direction of the effect is toward the right (as in our meta-analysis),
publication bias against null results should manifest itself as a lack of small-sample studies reporting small effects.

was considerable (V = .120). Correspondingly, the I? statistic
(Higgins et al., 2003) indicated that 70% of the variance in effect
sizes across studies was indicative of true heterogeneity of effect
sizes, justifying the choice of a random-effects model.

Moderator Analyses

The next major issue addressed was the identification of mod-
erators that can account for significant portions of the (large)
variation in effect sizes across studies. In presenting these results,
we follow the aforementioned organization scheme dividing mod-
erator candidates into concrete and abstract aspects of the EC
procedure. The main results from these analyses are summarized in
Tables 3 and 4, respectively.

Concrete Aspects of the Procedure

Organism. The meta-analytic ANOVA yielded a significant ef-
fect for the sample under investigation. As can be seen from Table 3,
effect sizes were comparable in magnitude for psychology students,
other students, mixed samples (students and nonstudents), nonstudent
samples, and samples suffering from psychopathology, with the latter
showing the largest EC effects on a descriptive level. However, as
indicated by the contrast indices in Table 3, EC effects in the nine
studies involving children as participants were markedly smaller than
in studies with psychology students, other students, nonstudents, and
pathological samples. Moreover, the mean effect for children did not
differ significantly from zero (as indicated by the inclusion of zero in
the 95% confidence interval). Sample accounted for a total of 6.3% of
the variation in effect sizes. With regard to the gender composition
of the sample, a weighted least squares regression analysis on effect

sizes as a function of the proportion of women in each sample yielded
a nonsignificant standardized regression weight close to zero (see
Table 3). Hence, EC effect sizes were largely unaffected by gender.

Stimulus properties. We now turn to properties of the CS and
US, such as their modality, selection, and duration. With regard to
CS modality, a significant moderator effect emerged (see Table 3).
An inspection of contrast among effect sizes showed that EC
effects were of a similar magnitude for visual, taste/flavor, and
odor CS. Effect sizes were smaller for sensical verbal material and
haptic stimuli. Both of these mean effect sizes were significantly
different from the mean effect for nonsensical verbal material,
which yielded the largest EC effects.

US modality had a significant impact on the magnitude of EC
effects. As can be seen from Table 3, EC effects were most
pronounced for studies involving electrocutaneous stimulation
(i.e., mild electric shock) as the US. EC effects obtained with
electrocutaneous stimulation were significantly different from EC
effects with USs of other modalities. In contrast, haptic material
(i.e., different textures that had to be touched) was associated with
relatively small EC effects. Comparable effects emerged for vi-
sual, auditory, taste/flavor, sensical verbal stimuli, and “other” US
modalities (which were mostly combinations of the former modal-
ities, such as words and images presented together).

In addition to treating CS and US modality separately, we
investigated whether EC effects differed as a function of whether
CS and US were of the same modality or of different modalities.
To this end, we created a new variable, CS—US modality match, by
assigning a value of 1 to cases where CS and US modalities were
identical and a value of 2 where modalities differed. Additionally,
in order to guarantee a symmetric nature of this index, we included
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Table 3
Moderator Analyses for Categorical and Continuous Moderator Variables: Concrete Aspects

Moderator ES and CI ESd/B _C SE K Qs(dh Ow (df) R?> _ p Level
Sample 16.01 (5) 238.44(208) 6.3% .007
Psychology students — .568 a 051 69
Other students [ 547 . 041 112
Mixed ] 338 b 116 13
Nonstudents [ 620 N 199 5
Pathological [T—— 312 . 191 6
Children —_— 111 be 132 9
Gender $=0.011 170 117 0.02(1) 1354 (115) 0.0% .895
CS modality 12.55(5) 240.05(209) 5.0% .028 °
Visual ] 537 ad 035 146
Taste or flavor | — 478 abed 117 13
Odor [ = 460 pea 138 10
Verbal sensical (= 291 b 11015
Verbal nonsensical ] 740 N 087 24
Haptic —_— 291 abd 1947
US modality 4831 (7) 228.22(211) 17.5% .000 "
Visual [ 431 pe 040 106
Auditory [ 702 ape 176 6
Taste or flavor | = .540 abce 103 16
Odor [ 422 pee 148 8
Verbal sensical [ 612 e 081 27
Electrocutaneous stim. [ 1159 d 102 17
Haptic — 288 ee 188 7
Other [ = 496 pee 069 32
CS-US modality match 0.33 (1) 1503 (146) 0.2% .565
Unimodal [ 423 . 036 113
Cross-modal [ 465 a 064 35
CS selection 15.11 (2) 215.49 (188) 6.6% .001
Neutral/individual [ 496 . 062 49
Neutral/not individual — .602 a 036 125
Not neutral/not indiv. ==an] .198 b 10017
US selection 8.55(2) 237.56 (211) 3.5% .014
Pretest/individual [ 651 a 058 61
Pretest/not individual [ = 445 b 042100
No pretest/not indiv. [ 543 ab 057 53
CS duration B=0.071 000 192 1.11(1) 217.32(190) 0.5% .292
US duration $=0.082 000 185 1.44(1) 213.32(183) 0.7% .230
US supra-/subliminal 8.01 (1) 203.79 (176) 6.6% .005 "
Supraliminal — 522 a .034 163
Subliminal — 205 b 107 15
A priori CS-US match 0.13 (1) 207.14(179) 0.1% .721
Yes [— 472 a 207 5
No Gyl 547 . 033 176
Same assignment 0.09 (1) 237.94 (206) 0.0% .763
No [ 535 a 052 69
Yes Gl 515 . 037 139
CS test 19.43 24386 (213) 7.4% .000 "~
Identical Cal 547 a .029 207
Not identical —f —.053 b 133 8
Awareness 68.98  120.47 (96) 36.4% .000 "
Aware (interindiv.) [ = .601 a 073 37
Unaware (interindiv.) [ 210 b .058 49
Aware (intraindiv.) — 1.245 ¢ 144 7
Unaware (intraindiv.) —+—=H —.226 d 155 7
Aware % $=0373 003 85 13.7(1)  85.03(83) 13.9% .000
Learning 1.67 (1) 22496 (198) 0.7% .197
Cover | = 467 . 033 161
Explicit ] .566 a .069 39
Spontaneity 7.79 (1) 232.86 (207) 3.2% .005
Yes [ 276 . 088 21
No —] 537 b .030 188
ES(d) -0.5 0 0.5 1.0 1.5

Note. CS = conditioned stimulus; US = unconditioned stimulus; stim. = stimulation; indiv. = individual; ES d =
effect size estimate (Cohen’s d); B = standardized regression coefficient; C = contrast index: different subscripts
indicate significant differences (p < .05), as indicated by contrasts (Rosenthal & Rubin, 1982); SE = standard error;
K = number of study effect sizes for a given moderator category/continuous predictor; Qp = analysis of variance
(ANOVA) between groups/regression sum of squares (dfs); Q,, = ANOVA/regression sum-of-squares residual (dfs);
R*> = squared multiple correlation indicating the proportion of variance between studies explained by a given
moderator; p = significance level of between-groups effect (ANOVA) or regression coefficient.

“p<.05 "p<.0l
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Table 4

405

Moderator Analyses for Categorical and Continuous Moderator Variables: Abstract Aspects

Moderator

ES and CI ESd/p _C SE K Qs (df) Ow (df) R>  p Level

Contingency (categorical) 0.00 (1) 241.73(212) 0.0% .939
Only partial [ = 508 a 130 12

Full - S8, 030 202

No. CS only $=0.007 016 219 0.01(1) 247.71(217) 0.0% .915
No. US only B=-0.074 .005 220 1.38(1) 248.32(218) 0.6% .240
Contingency index B=0.045 206 205 0.48 (1) 232.65(203) 0.2% .489
No. paired trials B=0.054 .003 213 0.71(1) 239.40(164) 0.3% .401
Presentation 1.10 (2) 228.64 (200) 0.5% .576
Forward (] 520, 036 146

Backward ] 5150, 169 7

Simultaneous e 592, 059 50

Interstimulus interval B =-0.009 .002 179 0.02(1) 200.65(177) 0.0% .884
Intertrial interval B =10.004 .001 157 0.00(1) 17531(155) 0.0% .957
Special designs 244 (4) 28.26 (29) 7.9% .656
Latent inhibition _ 333 a 182 3

Extinction e 558, 065 20

US pre-exposure | — 611 a 203 3

Second-order cond. = 369 N 168 3

Sensory preconditioning | — 552 a 161 5

Extinction 4.82 (1) 39.46 (36) 10.9% .028 °
Postacquisition effect ] 851 a 104 19

Postextinction effect ] 533 b 101 19

ES(d) -0.5 0 0.5 1.0 L5

Note.

cond. = conditioning; CS = conditioned stimulus; US = unconditioned stimulus; ES d = effect size

estimate (Cohen’s d); B = standardized regression coefficient; C = contrast index: different subscripts indicate
significant differences (p < .05) as indicated by contrasts (Rosenthal & Rubin, 1982); SE = standard error; K
= number of study effect sizes for a given moderator category/continuous predictor; QO = analysis of variance
(ANOVA) between groups/regression sum of squares (dfs); Q,, = ANOVA/regression sum-of-squares residual
(dfs); R*> = squared multiple correlation indicating the proportion of variance between studies explained by a
given moderator; p = significance level of between-groups effect (ANOVA) or regression coefficient.

“p<.05 "p<.0l

only those modalities in the computations that were present for
both US and CS in the data set (visual, taste/flavor, odor, verbal
sensical, haptic) and excluded those modalities that were exclu-
sively used as either CS or US (auditory, verbal nonsensical,
electrodermal) as well as modalities assigned to the category
“other.” As can be seen from Table 3, unimodal and cross-modal
EC effects were not significantly different from each other.

Next, we investigated the ways in which stimuli were chosen
(CS selection/US selection). As can be seen from Table 3, it did
not matter whether CSs were individually assigned to participants
(on the basis of pretest scores) or assigned on a group level as long
as it had been ascertained that CSs were evaluatively neutral.
However, both effect sizes differed markedly from EC effects
stemming from studies in which the CS had initial valence and was
assigned on a group level.” Thus, EC was clearly more successful
when evaluatively neutral as compared with evaluatively signifi-
cant CSs were used.

In a similar vein, US selection exerted a significant effect. EC
effects were larger when USs were assigned individually to par-

ticipants on the basis of participants’ pretest scores than when no
individual assignment based on pretesting was used (see Table 3).
Somewhat unexpectedly, the effect for the third category—
unpretested and not individually assigned USs—did not differ
from the former two effects.®

Next, we scrutinized CS and US presentation time in more
detail. First, we treated CS duration and US duration as continuous
predictors. As can be seen from Table 3, both regression coeffi-
cients were positive in magnitude but did not differ significantly
from zero. In a follow-up analysis, we contrasted supraliminal CS
or US presentations with subliminal presentations, defined as
presentation times of less than 50 ms. With regard to CS presen-

5 The fourth possible category—not neutral, individually assigned—was
empty because, quite naturally, there were no studies that assigned va-
lenced CSs to participants on the basis of pretest values.

¢ As expected on logical grounds, the fourth possible category—no
pretest, individually assigned—was empty.



406 HOFMANN, DE HOUWER, PERUGINI, BAEYENS, AND CROMBEZ

tation, there were not enough studies using subliminal CS
presentations in the context of self-report outcome measures to
warrant a moderator analysis (but see the additional analysis on
all dependent variables below). With regard to US presentation,
a substantial number of studies (n = 15) used subliminal US
presentations, with a median US duration of 17 ms (minimum =
2 ms; maximum = 29 ms). The moderator analysis showed that
EC effects involving subliminal US presentation were signifi-
cantly smaller than EC effects involving supraliminal US pre-
sentation (see Table 3). Moreover, the EC effect for subliminal
US presentations was not reliably greater than zero as indicated
by its confidence interval.

Finally, no reliable differences emerged when we compared
studies regarding whether there was an a priori match between CS
and US (a priori CS-US match). Specifically, effects were com-
parable in magnitude when a CS and a US of a given valence were
matched according to some criterion, such as perceptual similarity,
as compared with a random assignment of CS and US into pairs
(see Table 3). Furthermore, it did not matter whether the same
specific CS and US were always assigned together (same assign-
ment) or whether a given CS was paired with varying specific USs
of the same valence during acquisition.

Response properties. Next, we investigated properties of the
response. Note that in this analysis we included only self-report
measures and thus did not address the question of whether EC
effects differ as a function of the type of measure of valence.
Effects concerning the type of outcome measure are treated in
more detail in the section entitled “Additional Findings Involving
All Dependent Outcome Measures.” Here, we address only one
question related to the stimulus specificity of EC effects (CS test):
Do EC effects for the trained CS transfer to other stimuli that are
similar to the CS but have not been presented during the learning
phase? For instance, the unpaired test stimulus may be a different
exemplar from the category to which the CS belongs, or it may
share some properties (e.g., shape) while being different on others
(e.g., color). As reported in Table 3, EC effects were considerably
reduced and not significantly different from zero when an unpaired
test stimulus was used that resembled the CS. Note, however, that
the number of study effect sizes for nonidentical CSs was rela-
tively small.

Context. As a final concrete procedural aspect, we took into
account three contextual features: contingency awareness, the ex-
plicitness of the learning context, and whether participants were
urged to make their evaluation in a spontaneous, intuitive manner.
First, we investigated whether EC is dependent on contingency
awareness, that is, whether EC occurs only in a context in which
the participant is aware of the CS—US contingencies. We addressed
this issue by comparing EC effects for aware as compared with
unaware samples or subsamples of participants (i.e., interindi-
vidual approach) as well as for aware as compared with unaware
CS-US pairings (i.e., intraindividual approach) in a single analy-
sis. As can be seen from Table 3, EC effects were almost three
times as large for participants classified as contingency aware than
for contingency-unaware participants, and this difference was sig-
nificant. Nevertheless, the mean effect across the 49 samples of
unaware participants was still reliably greater than zero. The
aware—unaware difference became even more pronounced when
considering the seven studies that used an intra-individual ap-

proach to studying the effect of contingency awareness (e.g.,
Pleyers et al., 2007). Here, the average EC effect was very large
when taking into account only CSs from CS-US pairs of which
participants were aware, but EC was absent and even slightly
negative for CSs from CS-US pairs of which participants were
unaware. In fact, the latter two values were the maximum and
minimum estimated means in the whole moderator analysis.
Overall, contingency awareness had a significant impact as a
moderator and explained about 36% of the variance in effect
sizes in that analysis.” Finally, in order to include those studies
where an awareness assessment was implemented but no sub-
group data were available (e.g., “61% of all participants were
aware of contingencies”), we treated the degree of contingency
awareness as a continuous predictor of EC effects in a regres-
sion analysis. The regression analysis confirmed that EC effect
sizes increased with increasing degrees of contingency aware-
ness (see Table 3).

Second, with regard to the learning context, we found that EC
effects were descriptively larger for studies that made the learning
situation explicit than for studies using some kind of cover story,
but the difference was not statistically significant. Third, with
regard to spontaneity, we observed that EC effects were signifi-
cantly reduced when participants were urged to evaluate the CS in
a spontaneous manner as compared with a default CS evaluation
context in which no such instructions were given.

Abstract Aspects of the Procedure

We now turn to those moderators that relate to the abstract core
of the regularity between CS and US. These aspects concern the
nature of the relation between the CS and the US independently of
the specific stimuli, responses, organisms, and contexts that are
used to implement the CS-US relation. Results for these moder-
ators are provided in Table 4.

Statistical properties of the CS-US relation. Effect sizes
varied only trivially as a function of whether the statistical con-
tingency between the CS and the US was partial (i.e., less than
one) or complete (i.e., equal to one). In a similar vein, the number
of CS-only and US-only trials during the acquisition phase did not
contribute significantly to the prediction of EC effect sizes. Fur-
thermore, a more sophisticated continuous index of statistical
contingency—computed as the number of paired trials divided by
the sum of paired trials, CS-only, and US-only trials—did not
yield a significant moderator effect even though a slight positive
trend emerged (see Table 4). Thus, EC effects appeared to be
relatively robust with regard to deviations from perfect contin-
gency between CS and US presentations. Furthermore, we inves-
tigated whether the absolute number of trials on which CS and US
are paired (i.e., “co-occurrence”) moderates EC effect sizes across
studies. Even though the regression coefficient was in the expected

7 A comparable ANOVA effect of contingency awareness was obtained
when we additionally categorized participants from studies involving sub-
liminal US or CS presentations as unaware of CS-US contingencies
because subliminally presented stimuli are typically not noted and, hence,
participants presumably remain unaware of contingencies, Qg(3) = 78.21,
p < .001, R* = 37.0%.
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positive direction, it did not reach statistical significance (see
Table 4).8

Temporal properties of the CS-US relation. Do EC effects
hinge on whether, during acquisition, the CS precedes the US
(forward conditioning), the CS follows the US (backward condi-
tioning), or onset of the CS and the US occur simultaneously? On
a descriptive level, EC effects were slightly larger for the simul-
taneous presentation than for forward or backward conditioning.
These differences were far from significant, however, indicating
that EC effects appear to be relatively robust to this procedural
parameter. Moreover, the absolute interstimulus interval between
CS and US onset for each paired trial as well as the absolute
intertrial interval between CS—US pairings did not moderate effect
sizes, as indicated by the very low standardized regression weights
for these continuous moderators (see Table 4).

Special EC designs. Finally, we extended our meta-analysis
to special designs that go beyond the basic EC paradigm in one of
two major ways. First, in some paradigms the nature of the CS-US
relation changes dynamically over the course of the experiment.
Such changes can be induced by introducing additional phases
before or after the acquisition phase in which either the CS or the
US is presented in isolation. These types of designs include latent
inhibition (i.e., unpaired CS presentations before the CS-US pair-
ing), extinction (i.e., unpaired CS presentation after the CS-US
pairings), US pre-exposure (i.e., unpaired US presentations before
the CS-US pairings), and US postexposure (i.e., unpaired US
presentations after the CS—US pairings). Dynamical changes can
also be induced by reversing the valence of the US with which the
CS has been paired, such as in counterconditioning (i.e., an already
conditioned CS is conditioned again with a US of opposite va-
lence) or in US revaluation (i.e., the valence of the US is reversed
after the CS and the US have been paired). Second, in some
paradigms the relation between a CS (denoted here as CS1) and the
US is (a) only indirect via another CS (CS2) that is or has been
paired directly with the US or (b) context dependent. These de-
signs include second-order conditioning (i.e., US is first paired
with CS2; CS1 is then paired with CS2; change in liking of CS1 is
of interest), sensory preconditioning (i.e., CS1 is first paired with
CS2; CS2 is then paired with US; change in liking of CS1 is of
interest), and occasion setting (i.e., discrete or context-stimulus X
predicts whether CS and US co-occur).

Table 4 provides information about the mean effect size esti-
mates with regard to all special designs for which at least three
independent study effect size estimates were available: latent in-
hibition, extinction, US pre-exposure, second-order conditioning,
and sensory preconditioning. It should be noted, however, that the
number of studies for most of these paradigms was very small and,
consequently, confidence intervals are very large (see Table 4).
Hence, more research is needed before firm conclusions should be
drawn. As can be seen from Table 4, all of these special designs
produced mean effect size estimates that were significantly differ-
ent from zero, except latent inhibition. Latent inhibition showed
the smallest average effect, whereas US pre-exposure yielded the
largest effect sizes in descriptive terms. However, because of the
small number of available studies and the large confidence inter-
vals, these differences between designs are far from statistical
significance.’

The only special design applied in a substantial number of
studies (n = 20) in our database was extinction. The average EC

effect (d) after an extinction procedure (postextinction) was .558.
A contrast test showed that this effect was not different in mag-
nitude from the average (postacquisition) EC effect in the standard
paradigm, that is, without an extinction procedure being present,
0gp(1) = .04, p = .82. Hence, from this perspective, EC appeared
to be resistant to extinction. However, to scrutinize this conclusion
further, we conducted a more fine-grained follow-up comparison
in which we included only those 19 extinction studies for which
both postacquisition and postextinction effect size estimates were
available for the same outcome measure and for the same type of
effect size contrast (i.e., in terms of LD/LN/DN contrast, and in
terms of pre—post/post—post comparison). This follow-up analysis
revealed that the above conclusion was premature: As can be seen
from the bottom-most analysis presented in Table 4, the subset of
extinction studies seems to have used paradigms that yield post-
acquisition EC effects of above-average magnitude (d = .85).
Compared with this postacquisition effect, however, the postex-
tinction effect (d = .53) was substantially reduced (by a magnitude
of 37%), and the difference was significant (see Table 4). Taken
together, the findings from this analysis point to the conclusion
that even though EC is still present at postextinction, it does not
appear to be resistant to extinction in the strict sense of the word.

Sensitivity Analysis

In meta-analysis, it is considered best practice to conduct a
sensitivity analysis of the presented model (e.g., Borenstein et al.,
2009; Greenhouse & Iyengar, 1994; Nelson & Kennedy, 2009). A
sensitivity analysis addresses the question of whether results are
affected substantially by variations in critical aspects of the criteria
applied for selecting the main sample of analysis. To evaluate the
robustness of our analyses, we conducted a sensitivity analysis on
what we considered the four most important variations: In com-
parison with Model 1 (n = 214), we did not exclude outliers in
Model 2 (n = 215 studies). In comparison with Model 1, we
included only within-subjects data in Model 3 (n = 166). In
comparison with Model 1, we included only effect sizes from LN
and DN contrasts in Model 4 (n = 151). Finally, in Model 5 (n =
253), we included all dependent outcome measures in order to
examine whether conclusions also hold across different valence
assessment methods.'°

For the overall analyses on these models, similar conclusions
regarding the average effect size and its heterogeneity could be
drawn (Model 2: d = .53, SE = .03, I = 70%; Model 3: d = .56,

8 As expected from the way the formula was constructed, the contin-
gency index was largely uncorrelated with the number of paired trials (r =
.07, p = .31). Separate follow-up analyses including these two continuous
predictors in a simultaneous regression analysis consequently yielded
highly similar regression coefficients to those obtained in the single pre-
dictor analyses (across all analysis Models 1 to 5) and did not alter any of
the conclusions drawn.

 An additional ANOVA in which the standard EC paradigm was in-
cluded as an additional category yielded a nonsignificant overall effect,
indicating that none of the special designs differed significantly from the
standard EC effect, Qg(5) = 1.26, p = .939.

10 Separate sets of moderator analyses including only choice, implicit
measures, or startle response data were not conducted because of the small
number of studies for each of these categories.
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SE = .03, > = 73%; Model 4: d = 45, SE = .04, > = 67%;
Model 5: d = 48, SE = .02, > = 63%). With regard to the
moderator analyses, Table 5 provides an overview of the sensitiv-
ity analysis by giving the key statistics for each categorical or
continuous moderator analysis separately for each type of analysis.
As can be seen from this overview, statistical conclusions for
moderator effects were highly identical across types of analyses.
There were only five exceptions (see Table 5): First, the moderator
effect of CS Modality was no longer significant when considering
only within-data or all dependent outcome measures. Hence, the
above-described difference between verbal sensical and verbal
nonsensical material should be interpreted with caution. Second,
third, and fourth, respectively, the effects of sample, US selection,
and CS test showed just a trend toward significance when we
included only within-subjects data in the analysis. Fifth, the num-
ber of paired trials was significantly positively related to effect
sizes for the within-subjects data analysis, a finding that is further
discussed below.

In order to quantitatively describe the degree of convergence of
estimates, we calculated the absolute difference between the cat-
egory means for the main model (i.e., the d estimates reported in
Tables 3 and 4) and each corresponding category mean for the four
alternative models. The mean absolute difference in d estimates
was Ad = .001 for the no-outlier-exclusion model, Ad = .028 for
the within-data only model, Ad = .051 for the model including
only LN and DN contrasts, and Ad = .049 for the model including
all outcome measures. An analogous comparison of the corre-
sponding SE estimates between Model 1 and the other models
yielded a close fit as well (ASEs = .001, .007, .011, and .007 for
Models 2, 3, 4, and 5, respectively). Taken together, the present
meta-analytic conclusions and estimates appear to be quite robust
with regard to alternative strategies of analysis.

Additional Findings Involving All Dependent Outcome
Measures (Model 5): Type of Dependent Variable,
Implicit Measure, and Supraliminal/Subliminal
Conditioned Stimulus

The inclusion of all dependent outcome measures in Model 5
enabled a few additional analyses of interest. First, we investigated
whether EC effects differ with regard to the type of dependent
outcome measure used in order to assess changes in the valence of
the CS. Corroborating the preliminary analysis above, we found
that type of dependent variable accounted for significant amounts
of variance in EC effects (see Table 5, right column). As indicated
by contrasts, EC effects assessed with implicit measures of valence
(M = 298, SE = .050, K = 57) were significantly smaller in
magnitude than those for self-reports (M = .529, SE = .026, K =
241), choice measures (M = .543, SE = .102, K = 20), or the
physiological measure of startle response magnitude (M = .505,
SE = .142, K = 9), the latter three of which did not differ reliably
from each other. A follow-up analysis on the subsample of implicit
measures (see Table 5, rightmost columns) revealed significant
variability in effect sizes. Specifically, EC effects, as assessed with
the affective priming paradigm (M = .200, SE = .041, K = 30),
albeit significantly greater than zero, were significantly smaller
than EC effects assessed with the Implicit Association Test (M =
.396, SE = .060, K = 21) and EC effects assessed with the Name
Letter Task (M = .507, SE = .152, K = 3), with no significant

difference between the latter two. Finally, Model 5 allowed for a
tentative test of the contrast between CS subliminal and supralim-
inal presentation (see Table 5, rightmost columns), as most of the
CS subliminal studies in our data set involved implicit measures of
valence assessment. However, the number of study effect sizes
including subliminal CS presentation was still relatively low (n =
8), and estimated effects for subliminal (M = .490, SE = .137,
K = 8) and supraliminal (M = .460, SE = .027, K = 201)
presentation were not significantly different from each other (see
Table 5, rightmost columns).

Relationships Among Moderators

Although a simultaneous inclusion of multiple moderator vari-
ables in one and the same analysis (i.e., by multiple regression with
dummy coded and continuous variables) would be desirable in
order to reduce potential redundancies or confounds, a simulta-
neous test was not feasible on the level of study effect sizes. This
was the case because, as a result of the variation of a subset of
moderator variables within studies, the aggregated study effect
sizes (i.e., the dependent variable) changed depending on which
moderator variable was investigated. A complete simultaneous
analysis would have been possible only on the level of single effect
sizes, but this clearly would have violated the assumption of
independence. Also, a simultaneous analysis would have greatly
reduced the power of the analysis because of missing values in
cases where a definite coding could not be made and because of
the extremely high number of predictors in the regression model
resulting from simultaneous inclusion and from the dummy coding
of categorical moderators. In order to get a sense of whether there
were any strong redundancies or confounds among the moderators
investigated in the present analysis, we checked the bivariate
correlations among all moderators in the data set for the full
analysis (all dependent variables) on the level of effect size cod-
ings. As coefficients, we computed (a) the absolute value of
Pearson’s r for relations among continuous moderators, (b) Cra-
mer’s V for relations among dichotomous/polytomous categorical
moderators, and (c) the multiple (unsquared) correlation coeffi-
cient R for the relationship among continuous moderators and
dichotomous/polytomous categorical moderators. For all of these
indices, a value of zero indicates complete independence, whereas
a value of 1 indicates a perfect relationship. On average, relation-
ships among moderators were very low (mean r = .12; mean V =
.21; mean R = .14)."" When considering as substantial only those
relationships whose absolute magnitude exceeded a value of .50,
only a small number of 10 substantially related pairs of moderators
emerged (3.9% of all coefficients). Seven of these substantial
relationships could be directly traced to the close conceptual or
procedural relatedness among moderators: #(CS duration/US du-
ration) = .99; r(CS-only/contingency index) = —.63; r(US-only/
contingency index) = —.67; r(interstimulus interval/intertrial in-
terval) = .96; R(contingency awareness, aware %) = .61;
R(contingency/CS-only) = .78; and R(contingency/contingency
index) = .81. The remaining three substantial correlations repre-
sent “true” confounds whose nature and effects were investigated

"' A table with all intercorrelations can be obtained from Wilhelm
Hofmann on request.
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further. In all three cases, CS modality was involved. First, CS
modality was substantially related to US modality (V = .55),
reflecting the fact that a majority of studies using USs of a visual
(87%), taste/flavor (85%), or haptic modality (100%) also used the
same modality for the CS. Therefore, because of these choices
made on the level of the primary research, the significant US and
CS modality effects of the present analysis cannot be regarded as
completely independent of each other. Second, CS modality was
substantially related to CS test (V = .63). This relation was due to
the fact that 69% of studies involving a different CS than the one
presented during the acquisition phase also used sensical verbal
material as CS, whereas the remaining 31% used visual material.
Hence, the smaller effect obtained for different CSs in our analysis
may be (at least partly) due to the fact that it is more difficult to
imbue sensical verbal material with new evaluative meaning than
with new visual material. Third, CS modality and subliminal CS
were substantially related (V = .74), reflecting the fact that 100%
of the studies involving subliminal CS presentation used sensical
verbal material, whereas more variable combinations of CS mo-
dality with supraliminal presentation were used. As pointed out
previously, the CS subliminal moderator involved a very low
number of primary studies. Hence, more research is needed in any
case irrespective of this potential confound.

Taken together, then, the lion’s share of moderator analyses in
our meta-analysis reflects cases for which substantial confounds
with other moderators in our data set can be ruled out. However,
there are a few cases, as mentioned above, where more diverse
primary research is needed before stronger conclusions about
which factor seems to be the driving force behind observed vari-
ations in EC effects can be drawn.

Discussion

How humans acquire their likes and dislikes can be illuminated
by the study of EC, that is, the way in which the pairing of stimuli
alters the liking of those stimuli. In the present article, we report
results from a large-scale meta-analysis of evaluative conditioning
research. Our quantitative summary was informed by three main
questions: (a) Is EC a genuine and general phenomenon? (b) Is EC
a unique form of Pavlovian conditioning? (c) What are the pro-
cesses underlying EC? In the remainder of this article, we highlight
what we believe are the conclusions from our meta-analysis re-
garding these three questions and place the present meta-analytic
evidence in the broader context of ongoing debates in the EC
literature.

Is Evaluative Conditioning a Genuine and General
Phenomenon?

The first part of this question (“Is EC a genuine phenomenon?”’)
can be answered from our global assessment of the magnitude of
EC effects. Across our main sample of 214 primary studies, the
mean EC effect was close to what is considered a medium effect
size (J. Cohen, 1977). From this global assessment, we can con-
clude beyond any doubt that EC is a genuine phenomenon. The
second part of the question (“Is EC a general phenomenon?”) can
be answered from the assessment of the degree of heterogeneity in
effect sizes. Our random effects estimates indicated that more than
two thirds of the variance in effect sizes across studies can be

attributed to systematic sources rather than to sampling error.
Hence, even though EC exists as an authentic, genuine phenom-
enon, EC effects do not always occur. Rather, the substantial
degree of heterogeneity suggests that in order to truly understand
EC, it is important to elucidate the boundary conditions responsi-
ble for the systematic variation in EC effects across studies. The
question, therefore, is not so much whether EC exists but rather
when it is expected to lead to strong as opposed to weak changes
in preferences. Identifying the key variables that are able to explain
significant portions of variation in EC effects can inform us both
about the specific boundaries of EC, its similarity or dissimilarity
from other forms of conditioning, and about the theoretical pro-
cesses underlying EC.

Is Evaluative Conditioning a Unique Form of
Pavlovian Conditioning?

The answer to this second question depends on whether there
are potential moderators that have a different impact on EC than on
other forms of Pavlovian conditioning. We believe that our evi-
dence challenges some previous claims about the ways in which
EC differs from other forms of conditioning. First, contrary to
the claim that EC does not depend on contingency awareness, the
present results revealed that contingency awareness was by far the
most important moderator of EC, accounting for as much as 36%
of the variance of the EC effects. Our analyses showed that (a)
participants who are classified as contingency aware show a larger
EC effect than participants who are classified as contingency
unaware, (b) EC is stronger when considering only CSs for which
participants were contingency aware than when considering only
CSs for which participants were contingency unaware, and (c) EC
effects were larger in studies with many contingency-aware par-
ticipants than in studies with few contingency-aware participants
(% aware). Across the seven studies in which contingency aware-
ness was assessed on an item-to-item basis, EC was not significant
when considering only CSs for which participants were contin-
gency unaware. Additional evidence stems from the abovemen-
tioned finding that subliminal US presentations did not produce
significant EC effects. The only finding that supports the idea of
unaware EC was the presence of a strongly reduced but still
significant EC effect across 48 samples of contingency-unaware
participants. However, this finding must be interpreted with cau-
tion because of the potentially limited validity of the way in which
participants were divided into contingency-aware and
contingency-unaware groups (see Field, 2000; Lovibond &
Shanks, 2002; Pleyers et al., 2007, for more details). For a long
time, it has been argued that EC differs from other types of
Pavlovian conditioning in that it is independent of contingency
awareness (e.g., Baeyens & De Houwer, 1995; Martin & Levey,
1978). Our meta-analysis shows that this position is no longer
tenable. Our findings leave little doubt that contingency awareness
is an important moderator of EC just as in Pavlovian conditioning
(e.g., Lovibond & Shanks, 2002; Mitchell, De Houwer, & Lovi-
bond, 2009b). The meta-analysis thus contradicts the hypothesis
that EC is unique in that it is independent of contingency aware-
ness.

Second, the present results also raise doubts about the claim
that, unlike other forms of Pavlovian conditioning, EC is resistant
to extinction. Fine-grained analyses showed that unpaired CS
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presentations after the CS-US trials (i.e., extinction) reduce the
magnitude of EC. Hence, EC is sensitive to extinction. This is an
important conclusion that clearly demonstrates the benefits of a
meta-analysis. Whereas many individual, low-powered studies
failed to provide evidence for extinction, extinction is found when
the available data are aggregated across studies. At the same time,
however, our analysis also showed that a substantial EC effect
remained even after unpaired CS presentations. Although more
studies are needed that directly compare the rate of extinction in
EC and other forms of Pavlovian conditioning, it is possible that
extinction occurs at a slower rate in EC than in other forms of
Pavlovian conditioning (e.g., Vansteenwegen, Francken, Vervliet,
De Clercq, & Eelen, 20006).

The results of our meta-analysis are compatible with a third
claim about the uniqueness of EC, however. They suggest that the
degree of statistical contingency between the CS and the US
during acquisition has little, if any, effect on the magnitude of EC.
The fact that other forms of Pavlovian conditioning strongly de-
pend on the statistical contingency between the CS and the US
(e.g., Rescorla, 1966) suggests that EC is unique in this respect.
Hence, it is possible that EC may be determined by other aspects
of the CS—US relation than other forms of Pavlovian conditioning.
More specifically, whereas Pavlovian conditioning is mainly de-
termined by the strength of the statistical relation between the CS
and US, there was some (limited) indication that EC seems to be
more strongly influenced by the number of times that the CS and
the US have co-occurred. Note that this conclusion concerns just
the effect of CS-only and US-only presentations that are inter-
mixed with the CS-US trials during acquisition. Our analyses
showed that CS-only trials that are presented before (i.e., latent
inhibition) or after the CS-US trials (i.e., extinction) do reduce the
magnitude of EC. Thus, the impact of CS-only trials on EC seems
to depend on the time at which the CSs are presented (before,
during, or after the CS—US trials).

In sum, the results of our meta-analysis show that EC is less
unique than is often assumed. Like other forms of Pavlovian
conditioning, EC depends heavily on contingency awareness and is
sensitive to extinction. It does, however, seem to be less influenced
by the statistical contingency between the CS and the US than are
other forms of Pavlovian conditioning.

What Are the Processes Underlying Evaluative
Conditioning?

The answer to the third and final question is determined by
whether theories of EC can explain why EC is affected by certain
but not other moderators. In the following passages, we discuss the
main moderator findings in light of the five theoretical accounts of
EC introduced earlier. Unless further differentiation is warranted,
we consider the referential, holistic, and misattribution account
together under the umbrella of association formation models.
Moreover, in discussing the compatibility between findings and
accounts, we distinguish between cases where a given finding can
be inferred directly from the central assumptions of a given ac-
count (for an overview, see Table 1) and cases in which a given
finding can be reconciled with an account if an additional auxiliary

assumption is introduced (specified in the text). An overview of
our conclusions is given in Table 6.

1. Evaluative conditioning effects are smaller in children.
EC appears to be largely independent of the nature of the
sample in which it is studied. Effects in children, however,
appear to be considerably smaller than those observed in adults
(see also O’Donnell & Brown, 1973). Assuming that associa-
tion formation is a largely automatic process that should be
fully functional by an early age, this finding is puzzling from
the perspective of association formation models of EC, such as
the referential, the holistic, and the implicit misattribution ac-
counts. It does, however, fit with the idea that EC is based on
the nonautomatic formation and evaluation of propositions
about CS—US relations. Assuming that children are poorer at
consciously identifying CS—US relations, the propositional ap-
proach can explain that EC effects tend to be smaller in chil-
dren. Further, the conceptual categorization account can accom-
modate this finding if it is assumed that the conceptual learning
mechanisms presumed to underlie EC represent a higher order
mental process that is not yet fully developed in children. It
should be noted, however, that only a small number of EC
studies involved children as participants. The conclusion that
EC is smaller in children should thus be interpreted cautiously.

2. Evaluative conditioning effects are larger (a) for nonsen-
sical as compared with sensical verbal conditioned stimuli and
(b) for neutral as compared with initially valenced conditioned
stimuli. There was some indication that EC is smaller for sen-
sical verbal CSs as compared with nonsensical CSs (CS modality).
EC effects were also stronger when pretesting ensured that the CS
was affectively neutral as compared with initially valenced CSs.
Viewed in concert, these two results seem to speak to the issue of
attitude formation in comparison with attitude change. Specifi-
cally, a nonsensical CS may be relevant only to attitude formation
and not to attitude change because, by definition, one cannot have
an attitude toward nonexisting categories. In a similar vein, an
evaluatively neutral CS often may imply that no existing affective
attitude has yet been formed. Though somewhat speculative, EC
effects may thus be stronger for the formation of new attitudes than
for the change of existing attitudes.

Both association formation and propositional models can pro-
vide an explanation for this pattern of results. From an association
formation perspective, it has been argued that forming a new
association may be easier than changing a pre-existing association
(e.g., Gregg, Seibt, & Banaji, 2006). The implicit misattribution
account, in particular, adds to this explanation by postulating that
an association between a CS and a US should be easier to form
when the CS has a high degree of ambiguity—such as a CS of a
nonsensical or affectively neutral nature. A propositional explana-
tion is also possible if one assumes that propositions about CS-US
relations have more relative impact on judgments about the va-
lence of the CS if the liking of the CS is not already based on a
meaningful set of pre-existing propositions. Because propositions
are assumed to be subject to mechanisms of cognitive consistency
(e.g., Gawronski & Bodenhausen, 2006), adding new propositions
to an already existing set may often result in less attitude change
than creating a new proposition on the spot. The conceptual
categorization account, in contrast, may have some difficulties in
explaining Finding 2a because it is implausible to assume that
nonsensical verbal material contains enough salient features that
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can be highlighted through the pairing with a liked or disliked US.
This account can, however, easily explain Finding 2b because
neutral material may provide a better starting point for selectively
highlighting positive or negative features of the CS through pairing
with liked or disliked stimuli.

3. Evaluative conditioning effects are larger for electrocuta-
neous stimuli. EC appears to be stronger when electrocutaneous
stimulation is used as the US than when other types of USs are
used. An obvious step in interpreting this finding is to assume that
electrocutaneous stimuli are more evaluatively intense—negative,
to be precise—than most other USs used. The referential account
and the holistic account can accommodate such a US intensity
explanation by assuming that the formation of associations is
(biologically) facilitated for intense evaluative US responses or
that presentation of the CS leads to the activation of more intense
evaluative US responses. On the contrary, the misattribution ac-
count predicts that salient affective experiences should be correctly
attributed to their true source (the US) and, hence, a misattribution
of these experiences to the CS should become less likely. From the
perspective of the conceptual categorization account, it is again
difficult to think of the types of salient features that receiving a
shock selectively highlights in other types of stimulus modalities.
From a propositional stance, this finding could be due to the fact
that participants are more motivated to detect relations involving
highly salient and relevant stimuli, such as electrocutaneous stim-
ulation.

4. Evaluative conditioning is independent of conditioned
stimulus—-unconditioned stimulus match. EC appears to be
independent of whether CS and US are matched (a) in terms of
stimulus modality (CS-US modality match) or (b) according to
certain criteria such as perceptual similarity (a priori CS-US
match). Taken together, these two findings suggest that EC does
not appear to be sensitive to specific stimulus constellations.
The observation that CS—-US modality match did not influence
EC seems to be incompatible with the implicit misattribution
account and the conceptual categorization account. Given that
source confusion and conceptual categorization mechanism can
operate more strongly when the CS and the US have features in
common, both accounts would predict that EC occurs more
strongly when the CS and the US are of the same modality than
when they are of different modalities. The fact that CS-US
modality match and CS-US match did not influence EC speaks
to the generality with which contingencies can become mentally
represented, irrespective of any a priori matches or mismatches
between stimuli. These findings are compatible with the refer-
ential and holistic account as long as it is assumed that the
automatic link—formation mechanism is not facilitated or im-
peded with regard to certain CS—US constellations. They are
also compatible with a propositional account because, in prin-
ciple, any kind of CS-US relation can be mentally represented
in a propositional format.

5. Evaluative conditioning effects are larger for supraliminal
unconditioned stimulus presentations. EC effects were mark-
edly larger for supraliminal than for subliminal US presenta-
tions, and the latter effect was not significantly different from
zero. Because subliminal presentation prevents participants
from becoming aware of the CS—US relation, this finding fits
well with the effect of contingency awareness and can be
accounted for by propositional rather than associative accounts

of EC (see discussion below). However, analyses also showed
that the effect of CS subliminal presentations did not differ
from the effect of supraliminal stimulus presentations. It should
be noted that the latter analyses involved only a very small
number of studies (stemming from only three different cita-
tions) and was primarily composed of implicit measures.
Whether this nonsignificant moderator effect is due to low
power, differences in measurement, or differences in the degree
to which the US rather than the CS needs to be consciously
represented for EC to occur is an attractive avenue for future
research because, to date, no study has investigated the effects
of subliminal and supraliminal US/CS presentations in a fully
crossed design.

6. Evaluative conditioning effects are smaller when implicit
measures of liking are used. Reliable EC effects were ob-
tained with a variety of indices of liking. Still, we discovered
some interesting differences between different dependent out-
come measures. The observation that EC effects were smaller
with implicit measures of liking than with other measures at
first sight goes against association formation models of EC.
From the background of these models, one would assume that
implicit measures should reflect the nature of CS-US associa-
tions in memory in a relatively direct manner (e.g., Hermans,
Baeyens, Lamote, Spruyt, & Eelen, 2005). Implicit measures
such as affective priming should therefore be at least equally
potent indicators of EC as self-report measures of liking. In
contrast to this view, the larger empirical effect in self-report
measures seems to favor a propositional explanation. The grad-
ual decline of EC effects from self-report to Implicit Associa-
tion Test (IAT) scores to affective priming measures also seems
consistent with a propositional interpretation if one assumes
that differences between IAT and affective priming effects are
due to a higher sensitivity of the IAT with regard to proposi-
tional influences (e.g., De Houwer, 2006). However, there is a
psychometric caveat here that precludes drawing firm theoret-
ical conclusions—the reliability of measurement. Specifically,
affective priming measures have been repeatedly criticized for
their low reliability (e.g., Cunningham, Preacher, & Banaji,
2001), and these differences may account for large portions of
this moderator effect. Note, however, that an interpretation in
terms of reliability faces some difficulties in explaining the gap
between the magnitude of EC effects for self-report as com-
pared with IAT measures because internal consistencies of the
IAT typically are around .80 (e.g., Hofmann, Gawronski, Gsch-
wendner, Le, & Schmitt, 2005) and thus similar to those com-
monly obtained for self-reports.

7. Significant implicit measure/startle effects. Even though
effect sizes for implicit measures of liking, such as affective
priming, were smaller than in self-report data, these effects
were still significantly greater than zero. In addition, EC was
manifest in a medium-sized average startle response effect. EC
effects in implicit and physiological measures can be accounted
for by association formation models as a conditioned response
that results from the automatic associative activation of the US
representation. The propositional account can only explain EC
effects in implicit and physiological measures if it is addition-
ally assumed that these indirect measures are not impervious to
higher order cognitive processes (see De Houwer, 2006; De
Houwer et al., 2005). It is true, however, that the propositional
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account in its present form is relatively mute with regard to the
possible interplay of propositional and associative representa-
tions (see Gawronski & Bodenhausen, 2006; Hofmann, Gsch-
wendner, Nosek, & Schmitt, 2005, for models specifying such
an interplay) and with regard to the translation of propositional
beliefs into specific physiological responses such as eyeblink
startle reflexes (Baeyens, Vansteenwegen, & Hermans, 2009;
but see Mitchell, De Houwer, & Lovibond, 2009a, for a re-
sponse to this criticism).

8. Evaluative conditioning effects are (a) larger for contin-
gency awareness in subsamples/on the level of pairings and (b)
significantly different from zero in participants classified as
contingency unaware. As mentioned above, contingency
awareness was by far the most potent moderator of EC, and
this moderator effect was robust with regard to a number of
analysis strategies (such as interindividual and intraindividual as-
sessments of contingency awareness and subliminal vs. supralim-
inal US presentations). Taken together, there thus can be little
doubt that contingency awareness is an important moderator of
EC. The observation that contingency awareness is such a strong
moderator of EC cannot be accounted for by existing associative
models of EC such as the referential account or the holistic
account. According to these models, CS—-US associations are
formed and influence liking in an automatic manner, that is,
regardless of whether participants are aware of the CS-US con-
tingency. From the perspective of the misattribution account, the
observed positive relation between contingency awareness and
EC effects even goes in the opposite direction of what would be
expected if one assumes that contingency awareness may offset
the misattribution mechanism (Jones et al., 2009). The strong
impact that contingency awareness has on EC is, however,
entirely in line with a propositional account of EC. According
to this account, participants need to form a conscious proposi-
tion about the CS-US relation before this relation can influence
liking of the CS (De Houwer, 2007a; De Houwer et al., 2005).
Hence, EC should depend on whether participants are aware of
the CS—-US relation. However, the propositional account would
be unable to explain EC in the absence of contingency aware-
ness, whereas association formation models would be compat-
ible with such effects.

Strongly reduced but still significant EC was found, however,
across 48 samples of contingency-unaware participants. From a
theoretical stance, this finding is compatible with associative mod-
els and incompatible with the propositional account. It may indi-
cate that automatic associative processes produce at least very
weak EC effects in the absence of contingency awareness. From a
methodological viewpoint, however, strong doubts have been
raised about the validity of the way in which participants were
divided into contingency-aware and contingency-unaware groups
(see Field, 2000; Lovibond & Shanks, 2002; Pleyers et al., 2007,
for more details). The reduced sensitivity of a participant-wise
classification may also explain why recent studies conceptualizing
awareness in a more fine-grained manner at the (intraindividual)
level of pairings (e.g., Pleyers et al., 2007; Stahl & Unkelbach,
2009) found a more pronounced aware—unaware discrepancy
(with pairings classified as unaware yielding no significant EC
effects). Hence, from the perspective of the present meta-analysis,
it appears unwarranted to draw firm theoretical conclusions about

the finding of significant EC in participant samples classified as
contingency unaware.

Taken together, the results of the present meta-analysis yield
strong evidence for contingency awareness as a key factor in EC
and relatively weak evidence for EC in the absence of contingency
awareness. Even though EC seems to be a potent moderator, it is
unclear at present whether contingency awareness is a necessary
condition for EC to occur and what, if any, causal role contingency
awareness plays in mediating EC effects (e.g., Lovibond &
Shanks, 2002). Future research will have to clarify these issues by
creating innovative new paradigms with which contingency aware-
ness can be manipulated experimentally rather than by relying on
postacquisition memory measures of contingency awareness alone.

9. Spontaneous evaluation of conditioned stimuli results in
reduced evaluative conditioning effect. The meta-analysis
shows that the instruction to evaluate the CSs spontaneously
weakens EC. This finding is also surprising from the perspective of
association formation models of EC and contradicts suggestions in
the literature that EC effects are more robust when participants are
instructed to evaluate the stimuli in a spontaneous manner (e.g., De
Houwer et al., 2005, p. 167). It also is not clear to us how this
finding can be reconciled with the conceptual categorization ac-
count. The effect of this moderator is, although somewhat specu-
lative, compatible with a propositional account of EC. If EC is
based on propositions about CS-US relations, effects might be
particularly strong when the circumstances allow participants suf-
ficient processing time and/or encourage participants to intention-
ally use these propositions as a justification for evaluating the CS.

10. Evaluative conditioning (a) is independent of statistical
contingency but (b) seems to depend primarily on conditioned
stimulus—unconditioned stimulus co-occurrences. Our meta-
analysis suggests that the degree of statistical contingency between
the CS and the US has little if any effect on the magnitude of EC.
There was some indication that EC becomes stronger when the
number of CS-US co-occurrences (number of paired trials) in-
creases, but note that this finding was limited to the analysis of
within-participants designs (Model 3). This finding lends some
support for association formation models of EC according to
which EC should be determined mainly by the number of times
that the CS and the US co-occur rather than by the number of times
that they are presented in isolation. It is also consistent with the
conceptual categorization account because a higher number of
pairings should increase the salience of shared features between
the CS and the US. This finding seems to be at odds, however, with
the propositional account arguing that statistical contingency
should foster the propositional belief that the CS and the US are
related. It is possible, in principle, to reconcile these findings with
the propositional account by assuming that EC does not always
depend on the formation of propositions about the statistical con-
tingency between the CS and the US but can also result from the
formation of propositions about the co-occurrence of the CS and
US. Such an explanation is clearly post hoc and calls for an
empirical content analysis or experimental manipulations of par-
ticipants’ conscious beliefs about CS—US relations.

11. Extinction effect. Fine-grained analyses showed that un-
paired CS presentations do reduce the magnitude of EC when they
are presented after the CS-US trials. Hence, EC is sensitive to
extinction. The notion that EC is, to some degree, sensitive to
extinction goes against earlier claims of association formation
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models of EC (e.g., Baeyens, Crombez, Van den Bergh, & Eelen,
1988). These models have emphasized the role of CS-US co-
occurrences as the main determinant of EC effects and the stability
of associations in long-term memory once they have been formed.
The fact that EC is, to some degree, sensitive to extinction is not
predicted by these models but can be reconciled if it is additionally
assumed that unpaired CS presentations after CS-US pairings
produce habituation of the liking of the CS, rather than unlearning
of the CS—US association, or produce the additional learning of a
CS-no-US association (e.g., Bouton, 2004). The conceptual cate-
gorization account can also accommodate the extinction effect by
assuming that CS-only trials reduce the salience of features shared
with the US. From the perspective of the propositional account, the
extinction effect can be explained by assuming that repeated
CS-alone presentations may lead participants to consciously adjust
their propositional belief that the CS and the US are related in a
certain manner and that, as a consequence, the CS loses some of its
previously acquired valence. Note, however, that this interpreta-
tion in terms of statistical contingency makes sense only in those
cases where EC is based on propositions about the statistical
contingency between CS and US.

Summary and conclusions regarding theoretical accounts of
evaluative conditioning. Taken together, the results of the meta-
analysis provide important information about the mental processes
that underlie EC. Existing association formation models, such as
the referential account and the holistic account, provide a parsi-
monious account for the greater-than-zero EC effects in affective
priming and startle response data, and they correctly predict that
EC is driven mainly by co-occurrences of the CS and the US. Yet,
association formation models are unable to provide a straightfor-
ward explanation for the effect of several moderators of EC. Most
important, they cannot account for the huge effect of contingency
awareness on EC. In a related vein, they cannot explain the
absence of a reliable mean EC effect with regard to subliminal US
presentations. Association formation models also have difficulties
accounting for the fact that children show smaller EC effects than
adults and that receiving instructions to evaluate the CS sponta-
neously reduces the magnitude of EC.

It is possible, in principle, that new associative models that are
more compatible with the results of our meta-analysis will be
proposed in the future. For instance, rather than assuming that
association formation is an automatic process, one could postulate
that the formation of associations in memory or the impact of these
associations on liking depends on awareness of the CS—US relation
and thus on all factors that influence contingency awareness (e.g.,
Dawson & Schell, 1985). Although association formation models
can be modified in this manner, there are no a priori reasons to assume
that (the impact of) association formation should depend on contin-
gency awareness. Moreover, adding the assumption that association
formation depends on contingency awareness calls into question the
widespread assumption that association formation is a basic learning
mechanism that operates across species (see also De Houwer, 2009b;
Mitchell et al., 2009a).

The recently proposed implicit misattribution account of EC
shares some assumptions with the holistic account as an associa-
tion formation account. However, the former account emphasizes
the conditions under which a transfer (i.e., misattribution) of
valence from the US to the CS is most likely. Together with the
conceptual categorization account, this account postulates a key

role for feature overlap between the CS and the US as a moderator
of EC. This prediction, however, is unsupported by the present
finding that EC effects are relatively unaffected by variables
related to feature overlap (i.e., a priori CS-US match, CS-US
modality match). This does not imply that implicit misattribution
or conceptual categorization may not operate in EC at all (for
empirical support, see Jones et al., 2009). However, it is question-
able whether implicit misattribution or conceptual categorization
as explanatory mechanisms are by themselves strong and general
enough to account for the full range of the present meta-analytic
evidence.

The present results are in many— but not all—ways in line with
a propositional account of EC. The fact that contingency aware-
ness emerged as, by far, the most important moderator of EC
supports the core assumption of propositional models that a rela-
tion between a CS and a US can influence the liking of the CS only
after a conscious proposition about the CS-US relation has been
formed. The impact of several other moderators (e.g., age of the
participants, subliminal US presentations, instructions to evaluate
CSs spontaneously) can be explained if these moderators are
assumed to influence the probability that participants form con-
scious propositions about CS—-US relations. The finding that EC is
driven primarily by CS—-US co-occurrences was not predicted on
the basis of propositional models of EC but is also not incompat-
ible with those models. It is possible, in principle, that EC depends
on the formation of propositions about the fact that the CS and the
US co-occur rather than propositions about the fact that the CS is
a reliable predictor of the US. However, such an explanation is
clearly post hoc. It thus reveals the current limitations of propo-
sitional models of EC. At present, these models are, in essence,
restricted to the assumption that EC and other forms of Pavlovian
conditioning should depend on the nonautomatic formation and
evaluation of propositions about the CS-US relation. Exactly how
propositions are formed and evaluated, what the content of the
propositions should be, and how the propositions lead to EC (on
the different levels of EC assessment) is not made explicit.

Taken together, the findings of the present meta-analysis yield
relatively strong support for the notion that EC is substantially
influenced by higher order, propositional processes. Nonetheless,
the present findings do not rule out that lower order automatic
link— formation mechanisms contribute to EC over and above the
consciously formed beliefs about CS-US contingencies. A current
issue of vigorous debate is whether the concept of automatic link
formation bears enough explanatory value: Should it be incorpo-
rated as an important learning mechanism next to propositional
learning (resulting in a dual-process framework) or is dismissal of
the concept of automatic link formation altogether justified (see
Mitchell et al., 2009a, 2009b, and associated commentaries)? A
full discussion of this thorny issue is clearly beyond the scope of
this article. We wish to point out, however, that whether a dual-
process account or a single (propositional) account should be
preferred depends on metatheoretical issues such as whether pri-
ority is given to parsimony or explanatory power. If parsimony is
key, the present meta-analytic evidence clearly favors adopting a
propositional account while trading off explanatory power with
respect to the full range of findings. A dual-process account, by
contrast, is less simplistic but seems to be able to account for all of
the meta-analytic evidence at hand. Such an account carries some
additional problems as well as possibilities: A potential problem is
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that dual-process models may be more difficult to falsify than
single account models, especially when no assumptions are made
about how the systems interact (e.g., Mitchell et al., 2009a). An
attractive possibility on which we elaborate below is that a dual-
systems account can lead to a new, metaconditional approach in
EC research. With such an approach, the focus of research is
shifted toward identifying the specific conditions under which one
process is more likely to be at work than the other rather than on
proving whether a particular single process always underlies EC.

Limitations and Future Directions

Like all meta-analyses, the present work is limited by the
empirical evidence available and by methodological constraints.
First, even though substantial efforts were made to collect all of the
available evidence to date, several issues could not be examined in
detail because of the small number of studies addressing those
issues. For instance, there were probably not enough studies to
allow for a solid estimation of the effects of CS subliminal pre-
sentation and of a range of special designs. These issues warrant
further scrutiny from a meta-analytic perspective as the number of
primary studies addressing these issues increases.

Second, meta-analytic estimates can be influenced by the pres-
ence of publication bias. Although a general publication bias
seems to be unlikely for the present analysis given the results of
the Egger test (regression of effect size on sample size) and the
graphical inspection of the data reported earlier, there is one
puzzling finding that may be indicative of a more subtle form of
selection bias: Effect sizes for LD contrasts were not much (and
not significantly) larger than LN and DN contrasts even though, on
logical grounds, the former should have approximately twice the
size of the latter (see Figure 2). One likely explanation in terms of
selection bias is that smaller EC effects can be reliably detected by
including and reporting LD contrasts instead of LN and DN
contrasts. A second possible explanation is that, LN and DN
designs may often be subject to a contrast effect whereby the
neutral CS acquires, to a certain extent, the opposite valence of the
CS paired with the valenced US, thus becoming less “neutral” than
expected. Irrespective of whether these two explanations can fully
account for the absence of an effect, it is reassuring that an
additional analysis involving only LN and DN contrasts as part of
our sensitivity analysis produced largely identical results and con-
clusions in comparison with the main model of our analysis, which
included all three effect size contrasts.

Third, we could only indirectly account for possible covariation
between moderators. The reasons were methodological in nature
and had to do with the aggregation of effect sizes within studies
and a considerable loss in power when considering moderators
simultaneously. However, unless otherwise noted, the degree of
interdependence among coded moderators was reassuringly low.
Therefore, strong confounds seem to be unlikely in most cases.
Nevertheless, the present meta-analytic results should not be over-
interpreted in causal terms. They are best viewed as reference
points that help to summarize and structure the available empirical
evidence to date.

In a related vein, perhaps the most serious limitation of the
current meta-analysis is that we were unable to examine interac-
tions between different moderators. Analyzing such interactions by
meta-analysis would become easier if primary research directly

investigated such interactions. Until recently, researchers implic-
itly or explicitly assumed that EC is a unitary phenomenon that is
always driven by the same process (e.g., association formation or
propositional processes). Given such a view, a potential moderator
should have a consistent effect across different instantiations of
EC. Although the effect of a moderator on EC might vary from
study to study because of random variance, researchers eventually
should be able to estimate its “true” moderator effect. Recently,
researchers started realizing that different EC effects might be due
to different processes (De Houwer et al., 2005; De Houwer,
2007a). If this is actually the case, the effect of certain moderators
might depend on the type of process that produces a particular EC
effect. De Houwer (2007a), therefore, urged researchers to adopt a
metaconditional approach as a next major step for the study of EC.
Rather than examining the effect of a single moderator on EC,
studies should be directed toward examining whether the effect of
a particular moderator depends on other potential moderators. For
instance, it might be the case that automatic associative processes
can lead to EC if participants are discouraged from consciously
detecting CS-US relations and encouraged to evaluate CSs in a
spontaneous manner. Under these conditions, EC might be inde-
pendent of contingency awareness. When participants are encour-
aged to detect CS—US relations and to justify their evaluations in
a rational manner, EC might be due to the formation of proposi-
tions. In that case, EC should depend on contingency awareness.
Hence, rather than trying to find out whether EC depends on
contingency awareness in general, metaconditional research aims
to discover when EC depends on contingency awareness. Once a
sufficient number of metaconditional studies have been conducted,
a new meta-analysis of EC research could again provide important
insights into the fundamental question of where our likes and
dislikes come from.
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