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Abstract— This paper examines event-triggered broadcasting
of state information in distributed control systems implemented
over wireless communication networks. Event-triggering re-
quires a subsystem to only broadcast its state information when
the local state error exceeds a given threshold. The paper
designs an event triggering scheme that assures asymptotic
stability of the entire networked system. The results apply
to networks of linear time-invariant systems. We derive lower
bounds on the estimated time to next broadcast and present sim-
ulation results showing that event triggering allows a subsystem
to adjust its broadcast frequency to the amount of activity in its
immediate neighborhood. These results are significant because
they show how one might stabilize distributed control systems
over ad hoc wireless networks without necessarily requiring
a high degree of synchronzation within the communication
network.

I. I NTRODUCTION

A networked dynamical system consists of numerous
loosely coupled systems. These networked systems are found
throughout our national infrastructure with specific examples
being the electrical power grid and transportation networks.
In recent years, it has become popular to refer to such
networked systems ascyber-physical systems. Increased de-
mands on such infrastructure due to demographic shifts and
greater regulatory burdens have made it increasingly difficult
to reliably manage these networks in a cost effective manner.
There is, therefore, a compelling national need to develop
more robust and cost effective methods for controlling such
networked systems.

It is impractical to control such large-scale systems in
a centralized manner. Centralized control algorithms would
require state information from all subsystems before com-
puting the control action. This centralization requires a very
powerful communication network to transport state informa-
tion in a timely manner and it requires extremely detailed
models of subsystem interactions. Both of these requirements
can greatly limit the scalability of centralized approaches to
networked control systems.

For this reason, many researchers have begun investigating
either decentralized or distributed approaches to networked
control. Decentralized control strategies only use a sub-
system’s local state data to control the given subsystem.
Such local controls can be effective provided the degree
of coupling between subsystems is weak. Note that such
decentralized approaches have no run-time communication
requirements since we rely heavily on a priori system models
to assure the robustness of the decentralized control law.
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If such coupling is not weak, then we must resort to
distributed feedback control laws. In a distributed networked
control system, a given subsystem uses its state and the
states of its immediate neighbors to determine its control
action. Because it uses feedback from neighboring subsys-
tems, decentralized control can assure asymptotic stability
with a higher degree of subsystem coupling. Decentral-
ized controllers must exchange information between nearest
neighbors, so that some communication effort is required.
Provided the neighborhood size is relatively small, then the
communication effort required will scale well as the system
size increases.

The use of wireless communication raises important is-
sues regarding the impact that such communication has on
the control system’s performance. Wireless communication
can only broadcast data in discrete packets. Moreover, the
wireless media is a resource that is usually accessed in
a mutually exclusive manner by neighborhood subsystems.
This means that the throughput capacity of such networks is
limited. So one important issue in the implementation of such
distributed control systems is to identify methods for more
effectively using the limited network bandwidth availablefor
transmitting state information.

This paper addresses this issue through the use of an
event-triggered feedback scheme. Event-triggering has the
subsystem broadcast its state information when its local
”error” signal exceeds a given threshold. Using a Lyapunov
analysis similar to that suggested by Tabuada et al. [1],
we show that an event-triggering rule based only on the
subsystem’s local state error can guarantee the asymptotic
stability for the entire group. The analysis is valid for linear
time-invariant subsystems that have full access to their local
state. We establish bounds on the ”time to next broadcast”
and use simulation results to demonstrate how the approach
adapts the broadcast rate to variations in a subsystem’s
external disturbance environment.

II. PRIOR WORK

This paper deals with event-triggering in distributed con-
trol of loosely coupled systems that may be spread over
a wide spatial domain. Such systems arise naturally in the
control of geographically distributed systems. In [2] it was
shown that optimal controllers with a quadratic objective pos-
sess an inherent degree of spatial localization. This suggests
that it should be possible to effectively regulate the behav-
ior of distributed systems using local interactions between
spatially adjacent subsystems. One approach to distributed
control builds upon model predictive control [3] [4]. These
methods are appropriate for finite-dimensional systems. But



there are a large number of flow control applications [5]
[6] which may be more appropriately viewed as infinite-
dimensional networked systems. Significant progress was
made toward this goal in an approach that modelled system
coupling using linear fractional transformations [7] [8].More
recent work has used integrator backstepping to extend this
approach to networks of nonlinear systems [9].

In all of this prior work, it is assumed that subsystem
controllers can communicate at will. In practice, however,
such communication takes place over a digital network
which means that information is transmitted in discrete time,
rather than continuous-time. Moreover, all real networks
have bandwidth limitation that can cause delays in message
delivery [10]. Such delays can have a major impact on overall
system stability. Early work in the study of networked control
systems derived bounds on the maximum admissible time
interval (MATI) that a message can be delayed while still
maintaining closed loop system stability [11]. This work led
to scheduling methods [12] that were able to assure the MATI
was not violated. All of this early work in networked control
systems confined its attention to communication networks
that are traditionally found in industrial applications such as
CAN (control area network) buses.

In recent years there has been considerable interest in
developing distributed controllers in which the communi-
cation infrastructure is realized over an ad hoc wireless
network. This is usually found in sensor network applications
[13]. The problem faced in using wireless networks is
that throughput capacity is limited[14]. As network density
increases, the throughput seen by an individual agent asymp-
totically approach zero. There is, therefore, great interest in
being able to develop networked control systems which are
extremely frugal in their use of network bandwidth.

One approach for reducing the bandwidth requirements
within a networked control system is to reduce the frequency
with which agents communicate. The basic intuition behind
this approach is that when a system is at its equilibrium
point, there is little need for it to communicate with its
neighbor. In fact, if we consider recent work in quantized
feedback control [15], it is apparent that the transmission
rates required to assure closed loop stability are well below
those usually used in real-life computer controlled systems. It
should therefore be possible to adaptively adjust transmission
rates to the needs of the system in a way that only uses
channel resources when the system has been perturbed away
from its equilibrium point.

This then is the motivation of this paper. Namely we
want to adaptively adjust agent broadcasts in a manner
that is sensitive to what is currently happening within the
system. One approach for doing this is to useevent-triggered
broadcasts. Event-triggering has a subsystem broadcast its
state information only when “needed”. In this case “needed”
means that some measure of the agent’s state error is above a
specified threshold. Event-triggering was originally proposed
in [16] and has appeared under a number of names that
include interrupt-based feedback [17], Lebesgue sampling
[18], asynchronous sampling [19], state-triggered feedback

[1], and self-triggered feedback [20]. All of this prior work,
however, has focused on using event-triggered feedback
in single processor real-time systems. This paper uses the
approach presented in [1] to design event triggering rules
that allow agents to adapt their broadcasts to the current
activity level in the system.

III. PROBLEM STATEMENT

This section formally presents the assumed system model
and establishes some of the necessary mathematical notation.

Notational Conventions: If V : ℜn → ℜ is a function
then its directional derivative with respect to the differential
equationẋ = f(x) is

LfV =
∂V

∂x
f(x)

If x ∈ ℜn, then we let‖x‖2 denote the Euclidean2-norm of
this vector. IfA ∈ ℜn×m is a real matrix we let‖A‖ denote
the matrix gain induced with respect to the Euclidean2-
norm. We letN denote the set{1, 2, · · · , N} of N integers
and we let|N | denote the number of elements in that set.

The system under study is a group ofN linear time-
invariant systems. The local state of theith subsystem (also
called anagent) is a functionxi : ℜ → ℜni where ni is
the local state space dimension andi ∈ N = {1, 2, · · · , N}.
This function satisfies the linear differential equation

ẋi(t) = Aixi(t) + Biui(t) +
∑

n∈Ni

Hijxj(t)

xi(0) = xi0 (1)

wherexi0 ∈ ℜni is the initial state andNi ⊂ N is the set
of neighbors for agenti. We assume that the neighborhood
setsNi are such thati /∈ Ni. We further assume that being
in a neighborhood is a symmetric relation in the sense that
j ∈ Ni if and only if i ∈ Nj . The signalui : ℜ → ℜmi

is the local control signal generated by agenti’s controller
wheremi is the dimension of the control set.Ai ∈ ℜni×ni ,
Bi ∈ ℜni×mi , andHij ∈ ℜni×nj are matrices of appropriate
dimension.

For eachi ∈ N we assume there existKi ∈ ℜmi×ni ,
Pi ∈ ℜni×ni , andQi ∈ ℜni×ni such that

AT
Ki

Pi + PiAKi
≤ −Qi (2)

where

AKi
= A + BiKi (3)

Note that this inequality is equivalent to requiring that the
function Vi : ℜni → ℜ define asVi(xi) = xT

i Pixi is a
control Lyapunov function for thedecoupled system,

ẋi(t) = Aixi(t) + Biui(t).

We’re interested in controls that are generated in a dis-
tributed manner so that

ui(t) = Kix̂i(t) +
∑

i∈Ni

Lij x̂j(t) (4)



whereKi is the state feedback gain satisfying the Lyapunov
equation 2,Lij ∈ ℜmi×nj is a set ofdecoupling gains, and
x̂j(t) is the measured state for thejth agent available at time
t.

Note that we distinguish between the measured feedback
state and the actual state of the agent. This is because
a subsystem can only broadcast its state information at
discrete times. We model this discrete transmission by asso-
ciating a monotone increasing sequence ofbroadcast times,
{bj[k]}∞k=0, with the jth agent. The broadcast times are
increasing in the sense thatbj [k] < bj[k + 1] for all k. The
time bj[k] denotes thekth consecutive time instant when the
jth agent broadcasts its local statexj to all of its neighbors
in Nj .

The ”measured” states used by an agenti in equation 4
are the functionŝxj : ℜ → ℜnj wherej ∈ Ni and

x̂j(t) = xj(bj [k]) (5)

for t ∈ [bj[k], bj [k+1]) and allk = 0, · · · ,∞. The measured
state, therefore, is a sampled version of the neighbor’s state
trajectory where the sampling instants are the broadcast
times. For simplicity we assume that all neighbors receive the
broadcasted state without any delay so thatx̂j(t) is accessible
to any subsystemi that lies inNj .

IV. EVENT TRIGGERING FORASYMPTOTIC STABILITY

This section derives the event-triggering rule that assures
the entire system is asymptotically stable. The first lemma
characterizes the directional derivative of the function

Vi(xi) = xT
i Pixi (6)

wherePi satisfies the Lyapunov equation 2. We use lemma
4.1 to characterize the directional derivative of the function
V : ℜ

P

i
ni → ℜ defined as

V (x1, x2, · · · , xN ) =
∑

i

xT
i Pixi. (7)

which is used in theorem 4.2 to establish a condition for
event triggering.

Lemma 4.1: Consider the system in equation 1 where
1) the controlui is the distributed control in equation 4

using measured states defined by equation 5,
2) Pi, Ki, andQi satisfy the Lyapunov equation 2
3) and ei(t) = x̂i(t) − xi(t) is the error between the

measured state and the actual state.
The directional derivative ofVi(xi) = xT

i Pixi satisfies the
inequality

∂Vi

∂xi

ẋi ≤ − (λ(Qi) − (|Ni| + 1)δ) ‖xi‖
2
2

+
‖PiBiKi‖2

δ
‖ei‖

2
2 +

∑

j∈Ni

2‖PiBiLij‖2

δ
‖ej‖

2
2

+
∑

j∈Ni

2‖Pi(BiLij − Hij)‖
2

δ
‖xj‖

2
2, (8)

for all i ∈ N whereδ is any positive real constant and where
λ(Qi) is the minimum eigenvalue ofQi

Proof: A direct computation shows that

∂Vi

∂xi

ẋi = xT
i Pi (Aixi + BiKix̂i)

+xT
i Pi





∑

j∈Ni

BiLij x̂j + Hijxj





+ transposed terms (9)

Note thatx̂i = xi +ei so we can rewrite equation 9 in terms
of xi andei to obtain

∂Vi

∂xi

ẋi = xT
i Pi(AKi

xi + BiKiei)

+
∑

j∈Ni

xT
i Pi∆ijxj + xT

i PiBiLijej

+ transposed terms (10)

where∆ij = BiLij + Hij andAKi
= Ai + BiKi.

We would like to rewrite the cross terms in equation 10
in terms of signal norms. This can be done through the
following inequality,

‖δz − Ry‖2
2 ≥ 0 (11)

wherez ∈ ℜn, y ∈ ℜm andR ∈ ℜn×m, andδ is any positive
real constant. If we expand equation 11, move the cross term
to the righthand side and divide through byδ we obtain

δ‖z‖2
2 +

‖Ry‖2
2

δ
≥ 2zT Ry (12)

Inequality 12 can be used to rewrite equation 10 as

∂Vi

∂xi

ẋi ≤ −xT
i Qixi + δ‖xi‖

2
2 +

‖PiBiKi‖
2

δ
‖ei‖

2
2

+
∑

j∈Ni

(

δ

2
‖xi‖

2
2 +

2‖Pi∆i‖2

δ
‖xj‖

2
2

)

+
∑

j∈Ni

(

δ

2
‖xi‖

2
2 +

2‖PiBiLij‖2

δ
‖ej‖

2
2

)

(13)

whereδ is any positive real constant. Collecting the terms
in ‖xi‖2

2 and recognizing that

−xT
i Qixi ≤ −λ(Qi)‖xi‖

2
2 (14)

yields equation 8.
Given the characterization of theVi’s directional derivative

in equation 8, we can now state and prove the following
theorem regarding the asymptotic stability of the entire
system. This theorem presumes the decoupling gains,Lij ,
were chosen to satisfy thematching condition, BiLij =
−Hij , which essentially assures perfect decoupling of the
subsystems.

Theorem 4.2: Assume that the matching condition,

BiLij = −Hij , (15)

holds for all i and j. Under the assumptions of lemma 4.1,
the networked system in equations 1 under the control in 4
is asymptotically stable, if

βi‖ei(t)‖
2
2 ≤ ρi‖xi(t)‖

2
2 (16)



for all i ∈ N and all t, where

βi =
‖PiBiKi‖2

δ
+
∑

j∈Ni

2‖PjBjLji‖2

δ
(17)

ρi < λ(Qi) − (|Ni| + 1)δ (18)

δ = min
i∈N

{

λ(Qi)

|Ni| + 1

}

. (19)

Proof: Consider the candidate Lyapunov function

V (x1, · · · , xN ) =
∑

i∈N

Vi(xi).

Using lemma 4.1, its directional derivative may be written
as

∂V

∂x
ẋ ≤ −

∑

i∈N

(

ρi‖xi‖
2
2 −

‖PiBiKi‖2

δ
‖ei‖

2
2

)

+
∑

i∈N

∑

j∈Ni

‖PiBiLij‖
2

δ
‖ej‖

2
2 (20)

Recall that neighborhood membership is a symmetric
relation, so thatj ∈ Ni wheneveri ∈ Nj . Due to this
symmetry we can redistribute the terms in the second line
of equation 20 to group together terms indexed by‖ei‖ and
obtain

∂V

∂x
ẋ ≤ −

∑

i∈N

(

ρi‖xi‖
2
2 −

‖PiBiKi‖2

δ
‖ei‖

2
2

)

+
∑

i∈N

∑

j∈Ni

‖PjBjLji‖2

δ
‖ei‖

2
2. (21)

where we used equation 18 to help simplify.
Collecting terms in‖ei‖ in equation 21 we can rewrite

this as
∂V

∂x
ẋ ≤ −

∑

i∈N

(

ρi‖xi‖
2
2 − βi‖ei‖

2
2

)

(22)

where we used equation 17 to simplify. By the assumption in
equation 16, we see that the righthand side of equation 22 is
negative if the requirement onδ (see equation 19) is satisfied,
which is sufficient to establish the asymptotic stability ofthe
equilibrium point.

Theorem 4.2 is interesting because the error condition in
equation 16 is only dependent on what theith subsystem can
directly measure. In other words, if all agents cooperate in
the sense of broadcasting their states so that the threshold
condition in equation 16 is always satisfied, we can assure
the entire system’s asymptotic stability.

The inequality in equation 16 can be used as the basis
for event-triggering the broadcast of an agent’s state. Note
that the inequality is trivially satisfied for theith agent at
broadcast timet = bi[k]. So if we trigger the next broadcast,
bi[k+1] any time before equation 16 is violated and if we can
guarantee this behavior across all agents in the system, then
we are assured the entire networked system is asymptotically
stable.

The matching condition assumed in theorem 4.2 is ex-
ceptionally restrictive. The following theorem relaxes this
assumption.

Theorem 4.3: Assume that the hypotheses in lemma 4.1
are true and assume that for allj

Wi ≡
∑

j∈Ni

‖Pj(BjLji − Hji)‖
2 ≤

λ(Qi)

8(1 + |Ni|)
(23)

for all i ∈ N The networked system in equations 1 under
the control in 4 is asymptotically stable, if

βi‖ei(t)‖
2
2 ≤ αi‖xi(t)‖

2
2 (24)

for all i ∈ N and all t, where

βi =
‖PiBiKi‖2

δ
+
∑

j∈Ni

2‖PjBjLji‖2

δ
(25)

αi < λ(Qi) − (1 + |Ni|)δ −
2Wi

δ
(26)

δ < min
i

{

λ(Qi)

|Ni| + 1

(

1

2
+

√

1

4
− 2(1 + |Ni|)Wi

)}

(27)

Proof: The proof of this theorem is similar to that
for theorem 4.2. We again consider the candidate Lyapunov
function

V (x1, · · · , cN ) =
∑

i∈N

Vi(xi). (28)

From lemma 4.1, the directional derivative ofV becomes

∂V

∂x
ẋ ≤ −

∑

i∈N

(

ρi‖xi‖
2
2 −

‖PiBiKi‖2

δ
‖ei‖

2
2

)

+
∑

i∈N

∑

j∈Ni

2‖PiBiLij‖2

δ
‖ej‖

2
2

+
∑

i∈N

∑

j∈Ni

2‖Pi(BiLij − Hij)‖2

δ
‖xj‖

2
2(29)

whereρi was defined in equation 18.
Since the neighborhood relation is symmetric, we can

redistribute the terms in the second and third lines of equation
29 to obtain

∂V

∂x
ẋ ≤

∑

i∈N

−

(

ρi‖xi‖
2
2 −

‖PiBiKi‖2

δ
‖ei‖

2
2

)

+
∑

i∈N

∑

j∈Ni

2‖PjBjLji‖2

δ
‖ei‖

2
2

+
∑

i∈N

∑

j∈Ni

2‖Pj(BjLji − Hji)‖2

δ
‖xi‖

2
2

= −
∑

i∈N

αi‖xi‖
2
2 +

∑

i∈N

βi‖ei‖
2
2 (30)

where αi and βi are defined in equations 26 and 25,
respectively.Wi was defined in equation 23.

We need to verify that the first term in equation 30 is
negative definite. This will happen if

αi = λ(Qi) − (|Ni| + 1)δ − 2
Wi

δ
> 0

which we can can rewrite as the quadratic inequality

(|Ni| + 1)δ2 − λ(Qi)δ + 2Wi < 0



The δ that satisfy this inequality have the form

δ <
λ(Qi)

|Ni| + 1

(

1

2
+

√

1

4
− 2(|Ni| + 1)Wi

)

which yields equation 27. However to be an admissible so-
lution we also requireδ to be positive. A simple substitution
of the assumption in equation 23 shows thatδ is positive if
the inequality in equation 23 is true.

Theorem 4.3 relaxes the matching condition of theorem
4.2. In this case, then we require that there exists symmetric
matricesPi and Qi as well as control gains gainsKi and
Lij such that

AT
Ki

Pi + PiAKi
≤ −Qi (31)

∑

j∈Ni

‖Pj(BjLji − Hji)‖
2 ≤

λ(Qi)

8(|Ni| + 1)
(32)

One traditional way of interpreting these equations is to
assume thatPi and Qi are fixed. We would then use
equations 31 and 32 to determine the control gainsKi and
decoupling gains,Lij. An alternative approach assumes we
selectKi to stabilize the decoupled systems with a given
level of robust stability. We would then use equations 31
and 32 to determine the matricesPi and gainsLji. In this
particular case we can viewVi as robust control Lyapunov
functions [21] for the networked system.

V. BROADCAST PERIOD

This section presents preliminary results bounding the time
between broadcasts when the matching condition holds. We
define thebroadcast period of agenti as

Bi[k] = bi[k + 1] − bi[k]. (33)

The main result of this section shows that agenti can
communicate its expected “time” to its next broadcast in
a rather simple manner that is a function of the states
in the agent’s neighborhood. This means that broadcast
frequency is really a function of the activity level in an
agent’s neighborhood. Moreover, these results show that the
time between consecutive broadcasts by theith agent should
be bounded away from zero.

To bound the time between broadcasts, however, we first
need the following weaker version of theorem 4.2. A similar
corollary can be established under the relaxed form of the
matching condition in equation 23.

Corollary 5.1: Consider the networked control system in
equation 1 using the control in equation 4. If the matching
condition holds under the assumptions of lemma 4.1 and the
sequence of agent broadcasts can ensure that

(βi + ρi)‖ei(t)‖
2
2 ≤ ρi‖x̂i(t)‖

2
2 (34)

for all i and all t ∈ [bi[k], bi[k + 1]), then the networked
system is asymptotically stable.

Proof: For notational simplicity letxb denotexi(bi[k]),
then the condition in corollary 5.1 can be rewritten as

βi‖ei(t)‖
2
2 ≤ ρi(‖xb‖

2
2 − ‖ei(t)‖

2
2) (35)

Note that

‖xi(t)‖
2
2 = ‖xb − (xb − xi(t))‖

2
2

≥ ‖xb‖
2
2 − ‖ei(t)‖

2
2 (36)

Using equation 36 in equation 35 yields the event-triggering
relation (equation 16) in theorem 4.2, so we can immediately
conclude the entire system is asymptotically stable.

Corollary 5.1 is clearly a weaker condition than that used
in theorem 4.2. But we can use it to bound the broadcast
period of a given agent. In particular, let’s assume that the
hypotheses of theorem 4.2 hold and let’s further require
that an agent broadcasts its state whenever the condition in
corollary 5.1 is about to be violated.

Let’s assume that agenti broadcasts its state at timer0.
Between this broadcast and the next broadcast by agenti, it
is quite possible that agenti will receive broadcasts from any
of its neighbors. Letrm denote themth time when agenti
received a neighbor’s message. We may therefore order these
times asr0 < r1 < r2 < · · · .

We now study the behavior of the state errorei between
any two consecutive timesrm andrm+1. To simplify nota-
tion we let

zi(t) = ‖ei(t)‖2.

We can show that

żi ≤ ‖ėi‖2 = ‖ẋi‖2

=

∥

∥

∥

∥

∥

∥

Aixi + BiKix̂i +
∑

j∈Ni

(BiLij x̂j + Hijxj)

∥

∥

∥

∥

∥

∥

2

(37)

Since ei = x̂i − xi we can rewrite the right hand side of
inequality 37 in terms ofei and x̂i to obtain

żi ≤

∥

∥

∥

∥

∥

∥

AKi
x̂i − BiKiei −

∑

j∈Ni

Hijej

∥

∥

∥

∥

∥

∥

2

≤ ‖AKi
x̂i‖2 + ‖BiKi‖‖ei‖2 +

∑

j∈Ni

‖Hij‖‖ej‖2(38)

where we used the fact thatBiLij + Hij = 0 (i.e. the
matching condition).

By the event-triggering rule in corollary 5.1, agentj only
broadcasts if it is about to violate the inequality

‖ej(t)‖2 ≤ γj‖x̂j(t)‖2 (39)

for any j where

γj =

√

ρj

βj + ρj

. (40)

Between any two times (sayrm andrm+1) when a message
is received (or broadcast) by agenti, we know the measured
statex̂j is constant for anyj ∈ Ni. Therefore equation 38
can be reduced to

żi(t) ≤ αzi(t) + µ (41)



for any t ∈ [rm, rm+1) where

α = ‖BiKi‖

µ = ‖AKi
x̂i(t)‖2 +

∑

j∈Ni

γj‖Hij‖‖x̂j‖2

Note thatµ is constant between any two consecutive recep-
tions. Moreover, note that it is a function of the system state
xj(rm) at time rm. We can therefore solve the differential
inequality in equation 41 to show that

zi(t) ≤ eα(t−rm)zi(rm) +
µ

α
(eα(t−rm) − 1) (42)

for t ∈ [rm, rm+1).
Now it is, of course, possible that agenti may broadcast

its state before it receives the next message at timerm+1.
This will happen at a timeT that satisfies

zi(T ) ≥ γi‖xi(r0)‖2 (43)

We can use our expression forzi(t) in equation 42 to solve
for T in equation 43. This yields

T − rm ≥
1

α
ln

(

1 +
γi‖xi(r0)‖2 − zi(rm)

zi(rm) + µ/α

)

. (44)

If there were a finite number,M , of received messages
between consecutive broadcasts of agenti, then clearly the
broadcast period can be bounded as

Bi = T − rM +

M
∑

k=1

(rk − rk−1)

This sum must be finite as long asµ remains bounded, so
we can readily conclude that the time between consecutive
broadcast of the same agent must be bounded strictly away
from zero.

VI. SIMULATION RESULTS

This section presents simulation results demonstrating
event triggering in a networked control system. The system
under study is a collection of three inverted pendulums
(figure 1) whose pendulum arms are coupled together by
springs. The basic system matrices for the three pendulums
are

Ai =

[

0 1
g

ℓ
− ki

mℓ2
0

]

Bi =

[

0
1

mℓ2

]

where g = 10 is gravitational acceleration,ℓ = 2 is the
length of the pendulum,m = 1 is the mass of the pendulum
bob, andk1 = k3 = 5 and k2 = 10 are spring constants.
The coupling matrices,Hij , have the form

Hij =

[

0 0
k

mℓ2
0

]

wherek = 0 if i = j or (i, j) ∈ {(1, 3), (3, 1)}. Otherwise
k = 5.

A local set of control gains,Ki, were obtained to place
the decoupled system’s poles at−1 and−2. This resulted in

x3 x2 x1 

Fig. 1. Network of three inverted pendulums

Ki =
[

−23 −12
]

for i = 1 and 3. The gain for agent
2 wasK2 =

[

−18 −12
]

. In this problem the matching
condition,BiLij = −Hij , can be used if we selectLij =
[

5 0
]

.
The candidate control Lyapunov functionVi for agenti

was chosen to bexT
i Pixi wherePi =

[

1.25 .25
.25 .25

]

for all

i. The matricesPi were obtained by solving the following
Lyapunov equation

(Ai + BiKi)
T Pi + Pi(Ai + BiKi) = −I

whereI is a 2 × 2 identity matrix.
With this setup we computed the coefficientsβi and ρi

in the event-triggering inequality 16. Our simulation then
triggered agenti to broadcast its state whenever

−0.5‖xi‖
2
2 + βi‖ei‖

2
2 > 0

whereβ1 = β3 = 32.7177 andβ2 = 24.2812. These values
were obtained for aδ that was one half of its maximum
possible value in equation 18.

The simulation results are shown in figure 2 where the

initial states werex10 =

[

3
−1

]

x20 =

[

−2
1

]

, and

x30 =

[

1
1

]

. The simulation ran for 16 seconds, with a

large disturbance being applied to the third system halfway
through the simulation. The top plot in figure 2 is the
state time history for all three inverted pendulums. Note
that the system is stable. The bottom plot in figure 2 is
the history of broadcast periods generated by the event-
triggering inequality. Note that the broadcast periods vary
considerably over those intervals when the state has been
perturbed away from its equilibrium point. This shows that
our event triggering scheme indeed adjusts broadcast periods
in response to what is happening in the plant. We computed
the average broadcast periods,Bi, for the three inverted
pendulums simulated in figure 2. The average periods for
agents1 to 3, respectively, were0.0929, 0.1263, and0.0913.
The average of these three periods is0.1037.

Let’s now compare the performance of the event-triggered
system against a periodically triggered system. To make the
comparison fair, we assumed that each agent attempts to
broadcast its state at a period which is one third of the
average broadcast rate (0.1037) generated by event-triggered
system. We assume that only one agent can ”broadcast”
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Fig. 2. Event-triggered broadcast simulation results

at a time, so this one third rate averages to a rate that is
comparable to that found in the event-triggered simulation.
We considered two cases. The first case assumed that agents
access the channel in a sequential fashion, where agent1
first broadcasts, then agent 2 broadcast, and then agent 3
broadcasts. This is the type of media access we’d find in
time-slotted networks using a conflict-resolution algorithm
to determine broadcast order. The second case assumed
that agents compete for access to the channel as might be
found in networks using carrier sense media access (CSMA)
protocols. In this case, the probability of an agent accessing
the medium is 1/3.

Figure 3 plots the the inverse of the broadcast period
(what we refer to as broadcast frequency) for both of these
cases. The solid blue line in both plots of figure 3 is
the broadcast frequency generated by the event-triggered
system. The yellow dots represent the broadcast frequency
generated by the periodically triggered broadcast system.
The dashed line shows the average broadcast interval of
the time-triggered system. The top figure plots data for the
time-triggered system with sequential access to the channel.
As expected, the average broadcast period is equal to the
average broadcast period. This average frequency is slightly
higher than the lowest broadcast frequencies generated by
the event-triggered system. A similar result is seen in the
bottom plot of figure 3. This plot shows broadcast frequen-
cies generated by a randomized time-triggered system. As
expected the average broadcast frequency is somewhat higher
than the lowest broadcast frequencies generated by the event-
triggered system. In both cases, we see that event-triggering
allows the system to reduce the amount of channel access
during periods of low system activity.

VII. SUMMARY

This paper presented an event-triggering approach to
broadcasting state data in distributed control systems im-
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Fig. 3. Periodically-Triggered Broadcasts versus Event-Triggered Broad-
casts

plemented over ad hoc wireless networks. Broadcasts are
triggered in a decentralized manner, so that all agents make
their broadcast decisions solely on the basis of their own
measured states. Information from neighboring subsystems
is used to adjust the event-triggering level. This approach
therefore allows a subsystem to adjust its broadcast rate
to the amount of activity in its immediate neighborhood.
We were able to bound the time between broadcast events
and simulation results supported our contention that event-
triggering provides an effective means of adapting broadcast
rates in sensor-actuator networks.

The work presented in this paper is preliminary in nature.
There are a number of important issues that will need to
be addressed in our future work. Some of these issues are
itemized below.

• It would be valuable to see how we can take advantage
of the relaxed matching condition in controller synthe-
sis. As noted above, we can use the conditions in the-
orem 4.3 to design both the decoupling gains,Lij , and
robust control Lyapunov functions for the networked
systems. Precisely how such distributed controllers can
be synthesized is a topic for future study.

• The current work restricts its attention to linear time-
invariant systems. It would be valuable to extend this
to networks of nonlinear systems. We believe this may
be possible for nonlinear systems that are affine in the
controls. Once again the matching condition becomes a
major concern in such analyses.

• This paper did not address the issue of message colli-
sions. In practice, such collisions will delay the delivery
of messages in a way that can adversely effect system
stability. Our recent work [22] in self-triggered feedback
control, however, suggests it may be possible to find
practical bounds on these delays as a function of the
broadcast period. Bounding such delays as was done



in [22] may help in analyzing the impact message
collisions have on overall system stability.

REFERENCES

[1] P. Tabuada and X. Wang, “Preliminary results on state-triggered
scheduling of stabilizing control tasks,” inIEEE Conference on
Decision and Control, 2006.

[2] B. Bamieh, F. Paganini, and M. Dahleh, “Distributed control of
spatially invariant systems,”IEEE Transactions on Automatic Control,
vol. 47, no. 7, pp. 1091–1107, 2002.

[3] E. Camponogara, D. Jia, B. Krogh, and S. Talukdar, “Distributed
model predictive control,”IEEE Control Systems, vol. 22, no. 1, pp.
44–52, 2002.

[4] W. Dunbar, “A distributed receding horizon control algorithm for
dynamically coupled nonlinear systems,” inIEEE Conference on
Decision and Control, 2005.

[5] S. Low and D. Lapsley, “Optimization flow control 1: basicalgorithms
and convergence,”IEEE/ACM Transactions on Networking, vol. 7,
no. 6, pp. 861–874, 1999.

[6] W. Liu and M. Krstic, “Adaptive control of burgers’ equation unknown
viscosity,” International Journal of Adaptive Control and Signal
Processing, vol. 15, no. 7, pp. 745–766, 2001.

[7] R. D’Andrea and G. Dullerud, “Distributed control design for spatially
interconnected systems,”IEEE Transactions on Automatic Control,
vol. 48, no. 9, pp. 1478–1495, 2003.

[8] C. Langbort, R. Chandra, and R. D’Andrea, “Distributed control
design for systems interconnected over an arbitrary graph,” IEEE
Transactions on Automatic Control, vol. 49, no. 9, pp. 1502–1519,
2004.

[9] M. Jovanovic and B. Bamieh, “Lyapunov-based distributed control of
systems on lattices,”IEEE Transactions on Automatic Control, vol. 50,
no. 4, pp. 422–433, 2005.

[10] F.-L. Lian, J. Moyne, and D. Tilbury, “Network design consdieration
for distributed control systems,”IEEE Transactions on Control Sys-
tems Technology, vol. 10, no. 2, pp. 297–307, 2002.

[11] G. Walsh, H. Ye, and L. Bushnell, “Stability analysis ofnetworked
control systems,”IEEE Transactions on Control Systems Technology,
vol. 10, no. 3, pp. 438–446, 2002.

[12] W. Zhang, M. Branicky, and S. Phillips, “Stability of networked
control systems,”IEEE Control Systems Magazine, vol. 21, pp. 84–99,
2001.

[13] B. Sinopoli, C. Sharp, L. Schenato, S. Schaffert, and S.Sastry,
“Distributed control applications within sensor networks,” Proceedings
of the IEEE, vol. 91, no. 8, pp. 1235–1246, 2003.

[14] P. Gupta and P. Kumar, “The capacity of wireless networks,” IEEE
Transactions on Information Theory, vol. 46, no. 2, pp. 388–404, 2000.

[15] R. Brockett and D. Liberzon, “Quantized feedback stabilization of
linear systems,”IEEE Transactions on Automatic Control, vol. 45(7),
pp. 1279 –1289, 2000.

[16] K. Arzen, “A simple event-based pid controller,” inProceedings of the
14th IFAC World Congress, 1999.

[17] D. Hristu-Varsakelis and P. Kumar, “Interrupt-based feedback control
over a shared communication medium,” inProceedings of the IEEE
Conference on Decision and Control, 2002.

[18] K. Astrom and B. Bernhardsson, “Comparison of riemann and
lebesgue sampling for first order stochastic systems,” inProceedings
of the IEEE Conference on Decision and Control, 1999.

[19] P. Voulgaris, “Control of asynchronous sampled data systems,”IEEE
Transactions on Automatic Control, vol. 39, no. 7, pp. 1451–1455,
1994.

[20] M. Lemmon, T. Chantem, X. Hu, and M. Zyskowski, “On self-
triggered full information h-infinity controllers,” inHybrid Systems:
computation and control, 2007.

[21] R. Freeman and P. Kokotovic,Robust nonlinear control design: state-
space and Lyapunov techiques. Birkhauser, 1996.

[22] X. Wang and M. Lemmon, “Self-triggered feedback control systems
with finite-gain l2 stability,” submitted to IEEE Transactions on
Automatic Control, 2007.


