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Abstract. Research efforts focused on developing "active reports" are currently underway. Active reports are
designed to foster communication among teachers, students, and parents by listening to all stakeholders, using
assessment information to guide teaching and learning, and to reconcile potential conflicts. Open student models
can handle different views of the student. These views support different kinds of assessment information coming
from a variety of sources (e.g. results from summative and formative assessments). As teachers, students, and
parents interact with open student models, assessment claims (e.g. students' self-assessment, systems' and
teachers' assessment of student knowledge) may evolve from unsupported claims to evidence-based arguments.
Paths on this evidentiary argument space are characterized by rich interactions among sources of evidence that
may challenge personal claims and improve metacognitive skills. This paper (a) presents an evidence-based
approach to interacting with open student models that builds on existing research on open student models,
evidentiary arguments and evidence-centered design, (b) illustrates this approach in the context of an
assessment-based learning environment called Math Intervention Module (MIM), and (c) reports on a study
carried out with Algebra teachers/assessment specialists aimed at evaluating the feasibility of implementing this
approach in real settings.
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INTRODUCTION

Advanced learning environments maintain information about students in the form of student models.
These models can include cognitive and noncognitive aspects of the student. Information to populate
the student model can come from a variety of sources. Standardized assessment programs, for
example, are often accepted as sources of valid and highly reliable assessment information. However,
they do not always provide information in a timely and detailed manner that can be used to support
ongoing instruction and learning.

Not all sources of student model information share the same validity, reliability, accessibility and
granularity parameters. Assessment information can be obtained from sources such as classroom
quizzes, group activities, and self- or negotiated assessment activities. Each source of assessment
information provides just a piece of the assessment puzzle. Integrating and making sense of diverse
pieces of assessment information is a challenging activity that is often left as the sole responsibility of
teachers. We are interested in exploring the use of computer-based tools that help teachers make
appropriate use of assessment information from a variety of sources to enhance student learning.



Open student models (OSM) consider teachers, students, and sometimes parents to be more than
just consumers of assessment information. In OSM, these participants play an active role by
observing, updating, and acting based upon student model assessment information. Several researchers
have explored the benefits and limitations of OSM.

Representational and interaction issues of OSM have been two of the main research areas
explored. Kay (1995), for example, used a hierarchy of topics (partial models) in order to allow easy
inspection by the user. Bull and Pain (1995) found that students seem to understand textually
presented models. Bull and Nghiem (2002) showed that simple graphical or tabular representations of
the model can be used to give learners a general idea of their strengths and weaknesses. In a more
recent paper, Bull et al. (2005) reported that children, university students and instructors understood
and used a variety of student model external representations. However, they also warn of possible
negative effects when low-performance students explore student models of more capable students.
Some of these students reported a negative effect on their motivation level and esteem.

Interaction with OSM can be done individually or collaboratively. It could include teachers,
peers, parents or even artificial guiding agents. Different modes of interaction with OSM have been
linked to various degrees of student reflection (Zapata-Rivera & Greer, 2002). Negotiated assessment
using OSM (Bull, 1997; Brna et al., 1999) has been used as a mechanism to address conflicts resulting
from discrepancies among different views of the student model and to facilitate formative dialogue
between the teacher and the student. This dialogue process may result in a more accurate assessment
and an optimized student model. Dimitrova (2003) describes an interactive open learning modeling
approach in which the student and the system engage in interactive diagnosis. This process is aimed at
supporting student reflection and improving the quality of the student model. Understanding of natural
language is facilitated by the use of dialogue games, conceptual graphs, and sentence openers.

A factor that can potentially hinder OSM implementation in the classroom relates to teachers'
perceptions of the fit between OSMs and current classroom practices. Some examples of such
concerns include the following: (a) typical OSMs (e.g. symmetrical OSMs that consider teachers,
students, and the system as equally important when integrating evidence of student proficiency)
downplay the important role that teachers play in the classroom, (b) fear of giving students greater
control over assessment (e.g. students could try to game the system), and (c) the system is sometimes
seen as a complex, obscure, external entity that teachers do not understand and/or trust particularly
when the system provides estimates of student knowledge and performance. These very real concerns
of educators are explicitly addressed in this paper.

This paper presents an evidence-based approach for interacting with OSM. We call it an
evidence-based interaction with OSM (EI-OSM). It has been inspired by our work on Evidence-
Centered Design (ECD) of assessments, existing work on open student models, and ongoing research
on creating assessment environments that communicate relevant assessment information to teachers,
students and parents clearly (Zapata-Rivera et al., 2005). EI-OSM builds on Toulmin's (1958) work on
argumentation, Schum's evidence based arguments (Schum, 1994), application of evidentiary
reasoning in educational assessment (Mislevy, Steinberg & Almond, 2003), and reasoning about
assessments given under nonstandard conditions (such as accommodated assessment administrations
for individuals with disabilities) (Hansen, Mislevy, Steinberg, Lee, & Forer, 2005).

EI-OSM opens up the student model to teachers, students, and parents through the use of
evidence-based argument structures that are used to organize pieces of evidence obtained from a
variety of sources. Although teachers, students, and parents can interact with evidence-based argument
structures using EI-OSM and the system offers a mechanism to reconcile various points of view, in



this implementation of EI-OSM, the teachers are the ones who have the final word regarding which
argument should be assigned the highest strength value. Unlike symmetrical OSM approaches, we
provide an asymmetrical OSM in which teachers are given the possibility to override decisions based
on available evidence. We argue that this particular aspect of EI-OSM, if implemented appropriately
(i.e. proper support, tools and educational materials should be available to facilitate teacher interaction
with the system and avoid cognitive overload), could be critical when considering using this system in
real settings. This teacher-oriented approach is consistent with approaches used by successfully
deployed intelligent tutoring systems (e.g. Koedinger, Anderson, Hadley, & Mark, 1997).

This paper presents the ECD framework, describes Active Reports (ARs) and EI-OSM and
explains how they have been used to open up ECD-based student models, illustrates the EI-OSM
approach in the context of an ETS project called the Math Intervention Module (MIM) (Kuntz et al.,
2005; Shute, in press), reports on a study carried out with eight Algebra teachers/assessment
professionals aimed at evaluating the feasibility of implementing this approach in real settings,
discusses our findings, presents related work, and concludes with a discussion of the potential of EI-
OSM and our future work.

In order to implement EI-OSM, it is necessary to rely on an evidence-based framework that
facilitates the creation of open evidence-based argument structures. This framework is provided by
Evidence-Centered Design. The next section describes evidence-centered design and its three main
models (i.e. proficiency/student, evidence and task models).

EVIDENCE-CENTERED DESIGN

Evidence-Centered Design (ECD) (e.g. Mislevy, Steinberg & Almond, 2000, 2003) is a methodology
for assessment design employed at Educational Testing Service that emphasizes a logical and explicit
representation of an evidence-based chain of reasoning, with the goal of ensuring the validity of
assessment results. This evidence-based chain of reasoning is articulated through the development of
proficiency, evidence, and task models, and by starting the process with a Prospective Score Report
(PSR). Each step in the design process is logically linked to the previous and following steps, aligning
all the steps in the development process. ECD is intended, among other things, to support the
development of innovative tasks, while maintaining or enhancing the validity of assessment results.
The focus on early consideration of reports (through PSR) has led to more useful score reports. ECD
helps us understand what to measure and how to explain what is being measured. Figure 1 depicts the
three central models of ECD - the proficiency, evidence, and task models.

To design an assessment, the purpose and claims must first be defined. The PSR is a tool that
helps (a) establish the claims to be made about a test-taker who passes or fails the test, (b) define the
recipients of the score reports (i.e. what to report to whom), and (c) what needs to be measured in
order to satisfy the claims. The PSR should be used at the beginning of assessment design, with the
reporting measures continually being refined, as necessary, through the remainder of the assessment
design process. By doing this, the assessment is developed to support the scores identified on the PSR.
This is done while keeping constraints (e.g. test administration time limits) in mind.



Fig.1. ECD central models.

Proficiency models, also called student models, further define the Knowledge, Skills, and
Abilities (KSAs) that need to be measured and reported. These KSAs are clearly linked to claims
about the test taker (assessment claims), and are defined to support the scores or subscores that are
defined in the PSR. It is during this phase that the characteristics of the test taker are considered (e.g.
age range, special needs) so that the claims can be supported for diverse individuals within the target
population.

Evidence models define what observables (observations) will provide the evidence required to
support the claims defined in the proficiency model. Characteristics such as knowledge, intelligence,
aptitude, attitudes, etc., cannot be ascertained directly but must be inferred based on observables,
which have been extracted from the work products produced as part of the task model. In some cases,
observables are based only on final work products (e.g. the solution to a mathematics problem) and in
other cases may be based on intermediate products (e.g. partial or intermediate steps in solving a
mathematics problem). Evidence models need clear links to the KSAs in the proficiency model. A key
job of the ECD assessment designer is to define tasks (see below) that will evidence KSAs in the
proficiency model. For each piece of evidence, the ideal behavior must be defined, as well as
departures from that behavior that may provide alternate forms of evidence.

The evidence model has been divided into two main components: a scoring component (evidence
rules, in Figure 1) and a measurement component (statistical sub-model, in Figure 1). Evidence rules
are used to generate observables based on identification of salient features from work products.
Evidence rules typically involve the use of keys, rubrics, and scoring rules. On the other hand,
statistical sub-models are used to represent relationships between observables and the KSAs in the
proficiency model (e.g. how pieces of evidence are accumulated). In a probabilistic framework, for
example, statistical models might take the form of IRT (item response theory) or Bayesian models.
Claims made in operational use of an assessment are supported by the same chain of reasoning that
guides test development, but in the opposite direction - from tasks, to evidence and finally to the
claims that will be reported. Such assessment claims are reported in terms of quantitative or category
scores (e.g. pass-fail, basic-proficient-advanced).

Task models describe the assessment tasks, including a specification of the work products (e.g.
record of a mouse click, essay, etc.) to be produced by the student. The range of permissible values or
settings for a task feature may be specified, thus constituting a model of a class or family of tasks.
Creating high-level task models helps avoid premature decisions about task or item types (e.g. should



they be multiple choice or short answer?). Logically, the models would be defined before task
definitions, or shells, but often they are made after a few task shells have been defined. Appropriate
task models capture all salient work product features that have been specified. Task models are linked
to a proficiency model via evidence models. These task model designs must take into consideration the
characteristics that will affect validity and difficulty, as well as constraints such as time, cost, scoring
capacity, and reporting time. If the task models cannot meet all these constraints, the claims must be
reassessed. Similarly, defining the tasks may identify irrelevant KSAs, unnecessarily difficult
language, or other test fairness problems that need to be changed. Task models describe the types of
stimuli that might be used, and describe in general terms what the test taker will be asked to do. They
describe the task elements that must be present, as well as those that may vary from task to task.

ECD is not limited to a particular cognitive domain model, type of task, type of evidence, model
representation scheme, or scoring model. Instead, ECD provides general and flexible principles and
tools to guide and support the assessment design process. ECD helps build in validity, provides clear
documentation, and it helps keep focus during the assessment design process.

OPENING ECD MODELS

Evidentiary chains of reasoning created by using ECD have been externalized in the form of open
evidence-based argument structures (EI-OSM) following the ideas expressed in the active reports
(ARs) approach.

Active reports and the formative loop

The Active Reports (AR) approach (Zapata-Rivera et al., 2005) describes a conceptual framework for
opening ECD models. In this approach, evidence of student performance from various sources (e.g.
standardized assessments, classroom assessments, teachers, students, and parents) is integrated and
used to support student learning. ECD models hold valuable student assessment information that can
be made available to teachers, students, and parents through the use of ARs.

ARs are active entities that can be used to convey useful information, support communication
among students, teachers, and parents and at the same time serve as a mechanism to acquire additional
evidence of student knowledge and performance and use it to update the student model. ARs can
present different views of the student model (e.g. an AR view for the teacher), as well as different
aspects of the student model (e.g. assessment claims, supporting evidence, different levels of
granularity, and different external representations).

Assessment claims and supporting evidence gathered from teachers, students, and parents can be
linked to the ECD framework as new evidence that corroborates (or fails to corroborate) an existing
assessment claim or provides support for a new, alternative explanation. Using ARs, a view of the
ECD models containing information about student knowledge and supporting evidence (including
tasks) is presented to these stakeholders, who interact with it and provide additional insights that are
gathered during the learning process and can be incorporated into the assessment argument. We argue
that by listening to teachers, students, and parents, ECD models are enhanced and become
instrumental in supporting a formative learning process based on a view of the student model that
changes in light of new evidence.



Figure 2 depicts the AR framework. After the student has taken a test (i.e. Testing Event), an AR
instantiation is generated and presented to the student, teachers, and possibly parents. Assessment
claims and supporting evidence gathered through ARs are modeled as a source of evidence that is
captured in the ECD framework as part of the evidence model (see double arrows). ARs can include
information such as assessment claims based on KSA levels (i.e. proficiency model information), and
supporting evidence used for backing up assessment claims (i.e. evidence and task model
information). Assessment information from prior testing events (e.g. past performance) is available for
inspection (see dashed line) and maybe used to initialize the ECD models. The presentation model is
used to select and present appropriate tasks to the student based on the student model (e.g. adaptive
sequencing of tasks in a computer adaptive testing [CAT] environment).

Fig.2. AR framework. ARs are used to present evidence of student knowledge/performance to stakeholders, and
gather additional evidence from stakeholders.

Interacting with ECD models through ARs serves different purposes: (a) learning can be focused
on topics that the student needs to learn or is ready to learn, (b) student reflection can be supported by
exposing the student to evidence of his/her performance and how it is used to support assessment
claims, and (c) teachers and parents can also interact with this information and use it to facilitate
teacher-parent communication and to provide appropriate and timely feedback to students. Thus, as a
communication tool, ARs can support synchronous and asynchronous formative communication
among teachers, students, and parents based on the student model. Results from an initial assessment
can be used to support a learning process based on continuous-, self-, collaborative-, and negotiated-
assessments.

ARs can be implemented as interactive evidence-based argument structures that connect
proficiencies to outcomes and allow for representing alternative explanations and supporting evidence
originating from various stakeholders. The next section presents this approach.

Evidence-based interaction with OSM (EI-OSM)

EI-OSM extends earlier work in OSM by focusing on evidentiary arguments and goes beyond other
evidence-based work by providing explicit mechanisms for teachers, students, and others to negotiate



the substance and meaning of the assessment argument. EI-OSM provides teachers with an evidence-
based framework that facilitates understanding and integration of assessment sources. This approach
may have two benefits for student learning: (1) provide estimates of proficiency that are more valid for
certain intended purposes, thus helping to guide teachers' instructional efforts, and (2) build students'
critical thinking and reflection skills.

In a broad sense, evidence refers to anything that can be used to "prove" or "disprove" something.
It can include people's testimonies, facts, or physical objects that point to a particular direction or
suggest the occurrence of an event. It also includes arguments properly derived from existing evidence
through chains of reasoning. Handling of evidence in ECD is facilitated by the use of chains of
reasoning that connect the student's performance on a particular test to assessment claims about his/her
KSAs. EI-OSM opens-up ECD evidence-based argument structures that support each assessment
claim.

Fig.3. Argument structure.

Figure 3 shows the structure of an argument, adapted from Hansen, Mislevy, Steinberg, Lee, and
Forer (2005), based on Toulmin (1958). Toulmin's work on argument structure has been used in a
variety of research areas including collaborative argumentation (e.g. Suthers, Weiner, Connelly, &
Paolucci, 1995; Jeong & Juong, 2007), dialogue games (e.g. Bench-Capon, 1998), knowledge
engineering (e.g. Carbogim, Robertson, & Lee, 2000), and external representations (e.g. Rouane,
Frasson, & Kaltenbach, 2002). EI-OSM uses a simplified version of Toulmin's argument structure to
externalize, organize and evaluate assessment claims and supporting evidence.

Following are explanations of key elements of Toulmin's argument structure. The claim is the
assertion that is the subject of the argument. In the context of an assessment argument, it may be an
assertion about what a student knows and can do, for example, a fictitious student named Clarissa has
a low (as opposed to high) level in the targeted proficiency in Algebra I content. The data (observable)



is information that supports the claim. For example, in an assessment argument, key examples of data
might be a student score (for an item [question] or the whole assessment). The warrant is the
generalization that licenses the inference from data to claim. An example of such a generalization
would be that, "If a person has low Algebra I proficiency, they will obtain low scores and if they have
high Algebra I proficiency they will obtain high scores." The backing is information - obtained
through theory and experience - that supports or backs the warrant. The rebuttal (which might be
referred to as an "alternative explanation") is an assertion that seeks to defeat the basic argument (the
claim, data, and warrant). An example of a rebuttal would be that Clarissa actually possesses a high
level of Algebra I proficiency; and rebuttal data supporting the rebuttal might be, for example, that
she performed poorly due to receiving the Algebra I test in a format (regular sized font) as opposed the
large font that she needs because of a visual impairment.

It may be useful to make more explicit the different kinds of rebuttal of the basic (claim, data,
warrant) argument. One can argue, for example, against the data ("The low score resulted from an
incorrect key"), or against the warrant ("The generalization that 'If a person has low Algebra I
proficiency, they will obtain low scores and if they have high Algebra I proficiency they will obtain
high scores' is false"),1 or against the claim ("Clarissa actually has high ability").

Our evidence-based approach for OSM (EI-OSM) allows teachers, students, and others to interact
with a rich representation of the argument. Consider the following possible capabilities:

1. System display of key parts of the argument. The system might allow the student to not only
examine the claims (the system's assertions about student proficiency), but also to examine the
data, warrants, and rebuttals.

2. Provisions for students to challenge particular aspects of an argument. The student might be
allowed to challenge the argument. In addition, the system might structure the interaction to
elicit from the student the specific nature of the challenge. For example, the student might be
allowed to challenge the claim, the data, the warrant, or the rebuttal (as suggested above). The
student might be allowed to select one or more specific objections, perhaps with
accompanying rationales. The opportunity to write a textual response or to attach supporting
documents might be provided.

3. Provisions for students to propose a different argument. Instead of only responding to the
argument of the teacher or system, the system might allow students to propose an alternative
argument. One can imagine an argument creation wizard that would walk students through the
creation of argument structures, guiding them in the articulation of claims, warrants, and data.

4. Methods for negotiating the meaning of argument elements. One can imagine a system-
mediated process for establishing the information as facts that can then be incorporated into
arguments. For example, in response to the argument set forth by the teacher (through the
system), the student might propose that her high score on an earlier assessment or class
assignment be considered as defeating the teacher's (or system's) assertion that the student has
low proficiency in a certain Algebra I topic. The system might allow the student to propose
the earlier test score as a fact; the teacher might then be alerted to verify that the student did
indeed obtain the score. (Of course, the system could contain a wide range of scores which the
teacher has already accepted as facts.) An argument or portion of an argument (e.g. claim,
data, warrant) constructed using such "facts" might be considered as having greater strength

                                                          
1 Verheij (2001) identifies additional specific classes of rebuttal (p. 9).



(or credibility) than an argument constructed with information that had not been approved or
vetted as facts.

Students and teachers interact with open evidence-based argument structures to refine assessment
arguments, explore existing evidence, and facilitate instructional dialogue. Various guiding
mechanisms can also be implemented to support interaction with open evidence-based argument
structures (e.g. guiding protocols, collaborative tools, artificial guiding agents, negotiation with the
teacher, and computer-supported dialogue). Guided interaction with open Bayesian student models has
shown the presence of student reflection, which also can contribute to student learning (Zapata-Rivera
& Greer, 2003).

Evidence-based interaction with OSM supports the refinement of assessment claims by
organizing them into open evidence-based argument structures that can be explored, annotated, and
assessed. Evidence-based argument structures connecting evidence of student performance to
proficiency levels can be used to inform decision-making processes (e.g. informing teachers and
parents, planning lessons and special instructional programs, guiding self-directed learning, and
adapting materials and lessons as part of an adaptive learning environment). Because this approach
supports the evolution of evidence-based argument structures, both the assessment-based learning
environment and the educational stakeholders involved can benefit.

Sources of evidence can be classified based on parameters such as credibility, relevance and
inference force (Schum, 1994). As new assessment claims and supporting evidence are added to an
argument structure, new branches are created, which results in a tree structure of alternative arguments
and corresponding supporting evidence. The strength of each piece of supporting evidence added by
teachers or students to the system is estimated based on parameters such as its relevance (i.e. degree to
which the evidence relates to a proficiency), credibility of the source (e.g. homework vs. in-class
individual activities), date, and grading information. Initial relevance and credibility parameters can be
provided by teachers or given to them (i.e. predefined packages of learning materials and activities).
Strength of evidence offered by the system in support of a particular assessment-claim is defined as
the marginal probability associated to a particular state of the proficiency (e.g. Prob (Proficiencyi =
Low | available evidence). Using ECD, different statistical models can be employed to connect task
performance to proficiencies (e.g. item response theory or Bayesian networks). These statistical
models take into account the number and difficulty of the tasks and how they connect to the
proficiency model (e.g. Q-Matrix information (Tatsuoka, 1995)).

Weights are used to combine evidence parameters into a single measure of strength (both for
single and multiple pieces of evidence in support of a single assessment claim). A similar approach is
used to integrate pieces of evidence from various sources. Preliminary work on inspecting Bayesian
student models (Zapata-Rivera & Greer, 2004) shows how the student's, teacher's and system's views
of the student model can be integrated using Bayesian networks.

Teachers and students use a graphical tool for creating open evidence-based argument structures
(i.e. add new arguments and supporting evidence). Teachers can also select and attach pieces of
evidence to proficiencies (i.e. map tasks to proficiencies). Students can choose supporting evidence
from an existing list of available pieces of evidence (previously defined by teachers) or add their own
(e.g. additional explanations, and relevant pieces of evidence not included in the system). Thus, EI-
OSM supports the use of different kinds of supporting evidence, which can be used to change the
strength of an argument in a variety of ways. Supporting evidence that has passed the inspection of the
teacher, for example, is considered stronger than an unsupported assessment claim by the student.



The next section presents MIM, an assessment-based learning environment that was built
following ECD principles.  We use MIM to demonstrate the main features of EI-OSM.

MATH INTERVENTION MODULE (MIM)

MIM (Kuntz, et al., 2005; Shute, in press) is an online prototype designed to help students become
proficient in applicable mathematics standards. The initial focus is on Algebra I. The module is based
on a proficiency model that describes the skills that must be mastered to be judged proficient at a
standard. Each module presents students with open-ended questions dealing with the various skills
identified in the proficiency model. These questions require the student to respond with (a) a number,
(b) an expression or an equation, (c) a graph, and (d) text, all of which are automatically scored.

MIM is an assessment-based learning environment. Assessment-based learning environments
make use of assessment information to guide instruction. Some examples of assessment-based
learning environments include: Web-based cognitive tutors called assistments, the merging together of
assessment with instructional assistance into one system (Razzaq et al., 2005), SIETTE (Conejo et al.,
2004), LeActiveMath system - xLM (Morales, Van Labeke, & Brna, 2006), English ABLE (Zapata-
Rivera et al., 2007), and ACED (Shute, Hansen, & Almond, 2007).

Diagnostic Feedback. All responses in the MIM system are automatically evaluated, with
immediate feedback provided to the student. Feedback is directed at the error that the student has
made, and is not simply, "Wrong. Please try again." Similar to a human tutor, MIM attempts to give
some indication of why the student's answer was wrong. The student is given three attempts to answer
each question correctly, with progressively more detailed feedback provided along the way. The
correct answer, with an associated rationale, is presented if the student answers incorrectly three times.
In addition, if the student is judged to be in need, the module presents a short (i.e. 2-4 minute)
instructional video that covers the problematic concept or skill. These "instructional objects" reinforce
the learning that is taking place as the student works through the questions and reads the feedback.

Instructional Objects. A specific instructional object (IO) is presented when a student requires all
three levels of feedback. There are currently about 16 IOs produced for the current MIM prototype.
Within an IO, the flow of instruction proceeds as follows: (a) introduce the topic using concrete and
engaging context, (b) state a particular problem that needs solving, (c) provide relevant definitions, (d)
illustrate the concept within different examples (both prototypical and counter-examples), (e) provide
practice opportunities and interactivity, and (f) conclude with summary and reflection screens.

Practice Opportunities. The teacher has the option of assigning multiple-choice questions for
additional practice on each skill. The teacher can (a) require these practice questions of all students
who seem not to have mastered the skill, (b) make the practice questions optional, or (c) configure the
module so that the practice questions are not delivered.

Integrating Knowledge and Skills. The final section of each intervention module is a set of
integrated open-ended questions that deal with a common theme or contextual situation. These
questions reflect the standard as a whole. Like the open-ended questions earlier in the module, these
integrated questions involve responses that require the entry of a number, an expression or an
equation, a graph, or text.



ECD Models in MIM

Proficiency Model. As described earlier, a proficiency model may include KSAs that are of interest for
the assessment or learning environment. In MIM, the proficiency model includes the skills that must
be mastered to be judged "proficient" in relation to a specific standard, and displays the relationships
between these skills. The initial MIM prototype uses a proficiency model that analyzes the standard,
"Translate word expressions to symbolic expressions or equations and then solve and/or graph" (see
Figure 4). By working down the model, one can see how the component skills are isolated. The current
version of MIM implements eight skills (grey nodes in Figure 4).

The various elements of MIM - open-ended questions, instructional videos, and multiple-choice
practice questions - are presented to the student according to a carefully planned instructional design.
We used ECD to develop the underlying proficiency model, scoring rules, and informative assessment
tasks, and incorporated research-based features into MIM to support learning (e.g. timely diagnostic
feedback, tailored content, and multiple representations of concepts).

Fig.4. Proficiency/Student Model for the MIM prototype.

Evidence and Task Models. Evidence of student knowledge or ability comes from "easy" and
"hard" tasks. Evidence gathered using these tasks can be linked to a single external representation or
assessment aspect of a skill (e.g. numerical aspect) or to a group of them (i.e. "integrated tasks").
Figure 5 shows an example of how elements of proficiency, evidence and tasks models are connected
in MIM. As students interact with MIM's tasks, evidence of student knowledge is propagated
throughout these models. The proficiency model maintains the current knowledge profile of each
student. Assessment claims based on ECD models are supported by student performance on particular
tasks and by information on how tasks relate to skills.
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Fig.5. Fragment of ECD Models in MIM.

Exploring Evidence-based Argument Structures

A proficiency map (see Figure 6) is used to present an aggregate view of the proficiency/student
model (i.e. status of the student model after having integrated various pieces of evidence from
different sources). Color has been used to depict proficiency levels (e.g. green = high proficient level -
"Go ahead," yellow = medium proficient level - "Warning," and red = low proficient level - "Stop").
Figure 6 has been annotated using G=green, Y=yellow, O=orange, and R=red to make it easier to
understand in black and white printing. This proficiency map has been generated using ViSMod
(Zapata-Rivera & Greer, 2002; 2004).

By clicking on a proficiency node, teachers, students or parents can see the evidence-based
argument structure (i.e. assessment claims and supporting evidence) attached to that particular node
for a particular student. Figures 7 and 8 show MIM's assessment claim and supporting evidence
regarding Clarissa's knowledge of "Calculate slope from points."  The assessment claim with the
highest strength value appears at the top of the screen (at this point only MIM's assessment claim is
available). Supporting evidence for assessment claims is placed on either side of the argument
backbone line (see Figure 9).

Assessment claims in MIM are assertions regarding what a student knows and can do based on
the state of the proficiency model and properly backed up by evidence and task model information.
For example, Clarissa has a low level in "Calculate slope from points," given that she has answered
several questions covering several evidence model aspects of the skill incorrectly. EI-OSM provides a



way for teachers, students, and parents to initiate a formative interchange based on evidence-based
arguments.  These arguments get refined as more evidence is provided. This will influence the final or
aggregate view of the proficiency model.

Fig.6. Exploring a Proficiency Map.

Supporting evidence for a particular assessment claim can come from direct and indirect paths of
the ECD structure. For example, let us consider the following assessment claim: Clarissa has a
medium level in "Graph linear equations" (see Figure 6). Evidence of student performance/
knowledge regarding this skill can be gathered directly from tasks attached to it as well as from tasks
attached to skills in the subtree beneath it. In addition, evidence could also arrive indirectly from other
parts of the proficiency model and then be propagated through a common parent (e.g. "Translate word
expressions to symbolic expressions or equations and solve and/or graph").

Students can explore MIM's assessment claims and decide to offer an alternative explanation and
supporting evidence. Following with our example, Clarissa feels that MIM's assessment claim is not
accurate and decides to challenge it. She adds a new assessment claim (My knowledge level of
"Calculate slope from points" is "High") and explains that she already knows how to solve those
items. See Figure 9.

Clearly, there is a conflict that needs to be resolved in order to help guide Clarissa's learning and
at the same time improve the accuracy of the student model. Figure 9 shows two indicators of
strength - one for each side of the argument structure. The strength indicator works as a measure of the
credibility, relevance, and quality of the supporting evidence provided. It is used to balance each side



of the argument structure. In this case, MIM's argument strength is superior to that of Clarissa's
alternative argument.

 

Fig.7. Supporting evidence for MIM's assessment claim - Task 12, a "hard" task linked to "Calculate slope from
points" through numerical and graphical aspects of the evidence model.

By clicking on the supporting evidence tab (see Figure 9), Clarissa adds pieces of supporting
evidence resulting in a stronger argument (see Figure 10).  Students can select pieces of supporting
evidence from a list of available pieces of evidence previously defined by the teacher or add their own
(e.g. an explanation of how to solve the tasks as well as links to educational materials and other
information that can help them demonstrate their knowledge). In this case, Clarissa has selected two
pieces of supporting evidence from the list.  As mentioned before, evidence parameters and weights
are used to estimate a new strength value for Clarissa's argument. Relevance and credibility values are
assigned by teachers or taken from predefined packages of educational materials. Date and grade
information appears automatically as soon as this information becomes available. When new pieces of
supporting evidence are added to the system, default parameters are assigned based on information
elicited from the teacher in advance (e.g. default values assigned to predefined categories). Students
classify new pieces of evidence as they enter them into the system based on a list of predefined
categories. Teachers can change these values at any point in time.



Fig.8. Supporting evidence for MIM's assessment claim - Task 23, an "easy" task linked to "Calculate slope
from points" through numerical and graphical aspects of the evidence model.

Fig.9. Clarissa offers an alternative explanation (no other supporting evidence than Clarissa's assertion "I
know how to solve them now" has been provided at this point).



Fig.10. Clarissa adds several pieces of supporting evidence making her argument stronger.

As Clarissa's assessment claims get further refined, their strength is used to revise MIM's
assessment claims. This is done by propagating Clarissa's new supporting evidence through the
evidence model and subsequently to the proficiency model following the ARs approach presented
earlier (see Figure 2).

Figure 11 shows one of several graphical interfaces used by teachers to add pieces of supporting
evidence, attach them to proficiencies, and set credibility and relevance values. Other graphical
interfaces make use of numerical values (e.g. 1, 2, 3) instead of labels (e.g. high, medium, low) when
defining relevance and credibility levels. We have also explored assigning strength values to pieces of
evidence directly (no relevance and credibility values are used in this case).  As showed in Figure 11, a
single piece of evidence (Classroom activity 2.1. Slope) can be assigned to several skills using
different relevance values.  Some other values (e.g. credibility values) are set by default using a list of
assignments previously defined by teachers (e.g. default credibility value for homework = low).

At this point, Clarissa can be asked to provide additional supporting evidence (e.g. solve
additional tasks on this skill using MIM). A list of appropriate items can be selected based on the
current state of Clarissa's proficiency, evidence, and task models including items linked to unexplored
aspects of the evidence model (e.g. items linked to the "Text" and "Expression" assessment aspects of
the model, assuming that Clarissa has already solved tasks related to the "Graphical" and "Numerical"
ones) as well as items with different degrees of difficulty. Solving these items correctly will increase
the strength of Clarissa's argument and at the same time the results will be used to update Clarissa's
student model in MIM. Solving additional items without a clear understanding of the kinds of items
and the difficulty level expected by MIM's evidence model could result in unfruitful interactions,
serving as a source of frustration. For instance, Clarissa may wonder why the strength of her argument
remains "low" after having solved 3 more tasks, not realizing that the items solved were all "easy" and
related to the same assessment aspect in the evidence model. Figure 12 shows a message used in EI-



OSM to provide adaptive feedback to students on tasks and educational materials, and clear up such
potential confusion.

Fig.11. Graphical interface used by teachers to add pieces of supporting evidence, attach them to
proficiencies, and set credibility and relevance values.

Educational materials are offered based on the status of the student model. MIM provides
"instructional objects" to help students learn as they make progress. Teachers can also add their own
instructional objects and attach them to the proficiency structure at the level of assessment claims.
These instructional objects are presented to students depending on the assessment claims that the
system holds about them.

Other tools for facilitating use of pieces of evidence include: tools for finding appropriate pieces
of supporting evidence using external educational applications and linking them to evidence-based
argument structures; tools for sharing supporting evidence with classmates or with the teacher in order
to increase its strength; and alerting mechanisms that warn teachers, students, and parents of changes
to argument structures. Future work includes developing some of these tools.

Using EI-OSM, teachers, students, and parents may become active participants in the assessment
process. ECD-based learning environments that make use of EI-OSM can integrate evidence from
various sources of evidence while providing valuable information right on time to help students learn.

Teachers play an important role in this approach. They are involved in many aspects of EI-OSM
from defining acceptable pieces of supporting evidence to helping resolve potential conflicts. Since we
want teachers to be able to use evidence of student performance maintained by assessment-based
learning environments to help student learn, we interviewed eight Algebra teachers/assessment
specialists regarding the features and feasibility of EI-OSM. We now present the results from our
interviews with the eight teachers/assessment specialists.



Fig.12. Providing adaptive feedback to students based on ECD model information.

EI-OSM EVALUATION

The main goal with this evaluation is to explore the feasibility of EI-OSM from the teachers' point of
view. Main questions related to this goal are as follows: Do teachers understand proficiency maps?
Can proficiency maps provide a useful overview of the student model and a starting point for
exploring evidence-based argument structures? Do teachers understand evidence-based argument
structures?  Are evidence-based argument structures useful tools to be used in the classroom? How
would teachers make use of evidence-based argument structures? What kinds of supporting evidence
would teachers be willing to consider when interacting with EI-OSM (e.g. students' unsupported
opinions, results from homework, and classroom assignments)? What degree of control over the
system do teachers prefer? And what kinds of supporting mechanisms and tools should be available to
successfully implement EI-OSM in real settings?

In order to answer these questions we interviewed eight Algebra teachers, who are also
assessment specialists. This unique combination of skills made them ideal judges of this experimental
approach. Interviews were conducted in small group settings (n = 1-3 teachers per setting with at least
2 interviewers per session), and lasted about 2 hours per session.

Three scenarios covering the main features of EI-OSM were implemented (see below). Each of
the 3 scenarios was presented, one-by-one. After each scenario (or sometimes in the middle of a
scenario), a series of questions were asked. Participants were then instructed to (a) write down their
responses to the questions, and (b) discuss their responses/thoughts.  The questionnaire used can be
found in Appendix 1. The scenarios used in this study are as follows:

o Scenario 1: Exploring assessment claims and supporting evidence. Students have been using
an assessment-based learning environment called Math Intervention Module (MIM) for a
couple of weeks. MIM has gathered assessment information about students in the form of



assessment claims and supporting evidence. In this scenario you will (a) interact with a map
of proficiencies (Scenario 1a), and (b) explore some assessment claims and supporting
evidence maintained by the system (Scenario 1b).

o Scenario 2: Exploring assessment claims and supporting evidence - Listening to Clarissa. In
this scenario you will use EI-OSM to explore some of the assessment claims and supporting
evidence added by a student in response to assessment claims maintained by the system
(Scenario 2a). In addition, we will talk about the role of teachers and students in EI-OSM
(Scenario 2b).

o Scenario 3: Assigning credibility and relevance values and providing adaptive feedback. In
this scenario you will use EI-OSM to add new pieces of supporting evidence and set initial
credibility and relevance values. In addition, you will see how adaptive feedback is offered to
students based on the student model.

Results

Results from our focused conversations with the eight Algebra teachers/assessment specialists were
encouraging. Table 1 presents the general findings for each of the three scenarios described above. We
provide more details on their perceptions below.

Scenario 1a - Understanding and using the Proficiency Map

In terms of the participants' general reactions to the "Proficiency Map" and associated claims, all
participants understood the Proficiency Map as communicating a student's proficiency profile and
relationships among proficiencies. All participants found it very useful as a representation of students'
strengths and weaknesses. The characteristics of the map that were most appealing included: the color
coding of the proficiencies (red, yellow, green), the relationships among the nodes, and the different
possible paths they could create for instructional purposes (for different groups of students - which
was not explicitly included in the design, but can be included in a subsequent version). When asked
about which nodes to explore more fully first, most chose to explore the "weaker nodes" (red and
yellow) first. Some thought it useful to examine branches of the map (e.g. important concepts like
"understanding slope" while others thought it useful to examine clusters of similarly-colored nodes
(for instructional purposes). The Proficiency Map was readily understood (typically a matter of
minutes) by all - especially the color-coding and structure. Some took a little more time (again, in
minutes) to understand directionality in the map (e.g. top nodes reflect direct and indirect - propagated
from other nodes in the map - evidence).

Scenario 1b - Exploring MIM's assessment claims and supporting evidence

Concerning MIM's assessment claims and supporting evidence, all of the participants found the
interface and associated information very useful for instructional purposes. However, some of them
thought that more tasks should be included in the system as "evidence" to support the strength of a
given claim in conjunction with an explanation of errors (e.g. diagnosis). For example, Expert 4 said
"More information is needed about the student's misconceptions. Information on prerequisites could
be useful - at a finer grain size." Although this information was recently added to MIM based on error
analysis, it was not included in this version of EI-OSM.



Table 1
Summary Findings from the EI-OSM Usability Study

Scenario General Findings
Scenario 1a -
Understanding and using
the Proficiency Map

All 8 participants found the Proficiency Map to be very useful as a
representation of students' strengths and weaknesses. The most appealing
features of the map included: color coding of the proficiencies, clear
relationships among the nodes, and obvious alternative instructional paths
that could be pursued.

Scenario 1b - Exploring
MIM's assessment claims
and supporting evidence

Two broad functions of EI-OSM were noted by our participants: (a) to
inform changes in classroom instructional strategies and topics, and (b) to
help decide what to do next with individual (or small groups of) students.
More specifically, they indicated that the information could be used to
inform homework assignments, serve as the basis for further explanations
to students, suggest alternative instructional approaches, recommend
placement of students into small groups, and provide remediation as
warranted.

Scenario 2a - Exploring
assessment claims and
supporting evidence:
Listening to Clarissa

Our participants were split in their attitudes about how to handle
unsupported claims by Clarissa. For example, and in relation to the scenario
illustrated in Figure 9, when asked if they would accept Clarissa's
alternative explanation, three said "no" and five said that they would - but
assign it a low-strength value. But once supporting evidence was entered by
Clarissa (shown in Figure 10), all 8 participants indicated that her
alternative explanation was now acceptable. And in response to the
question about whether they wanted to assign strength values or have the
computer do so, half wanted to do it themselves, and the other half wanted
the computer to do it.

Scenario 2b - Exploring
assessment claims and
supporting evidence: Role
of teachers and students

All participants saw the utility of the approach for both teachers and
students. They mentioned that teachers could use it to quickly identify gaps
in understanding and focus on addressing those gaps (for individuals or
small groups). They also mentioned that teachers could use it to chart
instructional paths for the classroom, analyze new evidence, and focus
teaching at higher levels with students (e.g. toward conceptual
understanding). For students, they saw an important role of EI-OSM in
helping students become more personally involved with (and accountable
for) their own learning.

Scenario 3 - Assigning
credibility and relevance
values and providing
adaptive feedback

In terms of assigning credibility values to evidence, our participants noted
they would do so based on the source of evidence - such as if students
worked alone or in a group, as well as the type of assignment. They would
assign relevance values to evidence based on conceptual proximity to the
topic. And with regard to doing it themselves or having the computer
assign these values, they all were very keen to use tools to facilitate the
assignment of values. Finally, when asked their preferences for use of
numerical or descriptive labels, most wanted to see labels (e.g. "high") than
numeric values for credibility and relevance.   



When asked about what kinds of actions they would take based on the information offered by
MIM, our respondents saw it could be used broadly in two ways: (a) to inform changes in classroom
instructional strategies and topics, and (b) to help decide what to do next with individual students.
They also indicated that the information could be used to inform homework assignments (class or
individual level), serve as the basis for further explanations to the students (specifically) and suggest
alternative instructional approaches to the topic (generally). Also, they wanted to use the information
in the Proficiency Map to identify particular topics to review further and provide more thorough,
annotated examples.

Regarding whether classroom teachers would like to use a tool EI-OSM, seven out of eight
responded affirmatively. Some of the reasons mentioned included: "It helps focus on aspects of
instruction/learning to be emphasized," "Yes, especially if the program provides additional exercises
at various levels … and reports on common misconceptions." The teacher who did not answer the
question only mentioned that it would be useful only if adequate time was given to teachers to use the
system.

In relation to teachers' willingness to use EI-OSM, all of them responded affirmatively. Key
benefits included: helpful to teacher working with both groups and individuals, diagnosis of gaps in
understanding, and special value for remedial math. Key context prerequisites for effective use
include: adequate time, and sufficient content (diagnostic items, links to online and other instructional
resources, adequate professional development, etc.)

When asked about what strategies they would use to make EI-OSM work in real settings, popular
strategies included: (a) receive email alerts about students, especially groups (e.g. students holding
common misconceptions), (b) involve tutors and teacher assistants in the process (i.e. tutors/teacher
assistants can take care of individual cases), (c) ask students to contact the teacher during office hours
when changes to the student model need to be approved, and (d) make use of progress reports - at
group and/or individual levels.

Finally, participants perceived the main purposes of EI-OSM as: (a) using proficiency maps to
create "learning paths," (b) using proficiency maps for diagnosis and outcomes (before/after
instruction), (c) providing formative and summative assessments, (d) recommending placement into
various small groups, and (e) providing remediation as needed. One of the participants mentioned that
EI-OSM was ideal for remedial math. Some of the reasons cited included: modularity, tailored to the
student, self-paced, and provision of guided assistance.

Scenario 2a - Exploring assessment claims and supporting evidence - Listening to Clarissa

When asked whether or not our participants would take into account Clarissa's alternative explanation
given that no supporting evidence was available, three participants said "no," while five said that they
would assign a low-strength value depending on the quality of Clarissa's explanation.

Next, when asked what kind of supporting evidence would be needed for them to take into
account Clarissa's alternative explanation, participants mentioned additional problem solutions that
would support Clarissa's claim and a detailed explanation of the solution. When asked how they would
assign strength to Clarissa's claim once additional evidence had been provided, they indicated that they
would increase or decrease the strength based on the quality of available evidence.

Finally, concerning whether or not they would take into account Clarissa's alternative explanation
given that supporting evidence was available, all of them responded affirmatively. When asked how
they would use available evidence to assign strength to Clarissa's claim, half of our participants



wanted the system to automatically do it for them (4 out of 8). However, the other half wanted to have
control over strength assignment via weights. In general, they agreed with the approach used in EI-
OSM. It suggests the need to have user-configurable options for teachers to adapt the system to their
preferences.

Scenario 2b - Exploring assessment claims and supporting evidence: Role of teachers and
students

Participants noted that students play an active role in their own learning with EI-OSM. For example,
one participant noted, "Students take more responsibility for their learning, which is especially good at
the college level." Other participants supported this premise by mentioning that students can (a) add
evidence/information/explanations to their student models, (b) keep track of their own learning, and
(c) become aware of their evolving strengths and weaknesses. Teachers are assisted in quickly
identifying gaps in understanding and focusing on addressing those gaps on an individual or group
basis. Regarding the role of teachers, our participants mentioned that they would be able to: (a) design
instructional paths for the classroom, (b) analyze new evidence, and (c) work at higher levels with
students (e.g. toward conceptual understanding).

Scenario 3 - Assigning credibility and relevance values and providing adaptive feedback

When asked how they would assign credibility and relevance values, our participants suggested that
they would assign credibility values based on the source of evidence - whether students worked alone
or in a group, and the type of assignment (e.g. homework = low). Relevance values would be assigned
based on the topic (i.e. the degree to which the evidence matches the skill).  They were particularly
interested in finding ways to facilitate this work (e.g. using a predefined list of credibility values per
type of assignment).

In response to our question about whether or not they would consider other sources of evidence
(e.g. less credible pieces of supporting evidence such as unsupported student testimonies), 50% said
"no" and 50% said "yes." When asked how they would combine credibility and relevance values into a
single measure of strength, several participants made reference to using various weighting schemes.

Our participants were also asked to choose among three different graphical interfaces for
assigning strength to pieces of supporting evidence (see Figure 13). The first graphical interface
(Figure 13a) required the assignment of credibility and relevance values using labels (e.g. high,
medium and low); the second one (Figure 13b) was similar to the first one but instead of labels,
numerical values were used to represent levels; and the third one used numerical values to elicit
strength values directly (Figure 13c). Most of our participants (5/8) preferred to separate credibility
and relevance (as opposed to merging them into one single strength value. Among these five, four
preferred labels over numerical values (i.e. Figure 13a). Participants welcomed the idea of using
predefined packages of educational materials that provide information about relevance and credibility
parameters automatically.

Finally, 7 out of 8 participants wanted the system to provide adaptive feedback (i.e. additional
tasks and instructional objects) based on the student model. In addition, 6 out of 8 wanted to be able to
add their own educational materials and tasks to the system.



Fig.13. Assigning Credibility, Relevance and Strength values.

 Discussion

Although teachers understood open evidence-based argument structures and acknowledged their
potential for improving evidence-based communication with students and parents, they also warned us
of several factors such as teachers' limited time and lack of resources that could jeopardize EI-OSM's
successful implementation in the classroom. Teachers also suggested some interesting strategies that
may be used to facilitate the implementation of EI-OSM in real settings (e.g. receiving email alerts,
and involving tutors and teacher assistants in the process). Teachers seem to prefer a system that can
operate autonomously (i.e. default algorithms should be in place to handle common cases) but also
allow them to examine particular cases and override the system's behavior when considered necessary.
The same line of reasoning applies to adding educational materials, tasks, and setting relevance and

a) Labels (Credibility and Relevance)

b) Numerical values (Credibility and Relevance)

c) Numerical values (Strength)



credibility values. That is, teachers would like to get predefined packages of educational materials and
tasks (e.g. item banks) that can be automatically integrated into the system (i.e. links to KSAs and
evidence parameters should be part of the predefined educational package) and at the same time would
like to be able to change evidence parameters, remove tasks and/or educational materials, and add
their own, again suggesting the need for configurable parameters/options.

Half of our participating teachers (4/8) were reluctant to consider unsupported assessment claims
as evidence. They were aware of the need for appropriate evidence of student performance before
making any instructional decisions. Some of them, however, were willing to accept these unsupported
assessment claims when accompanied by a detailed explanation of how to solve previously failed
tasks. Unsupported student opinions could be used to initiate a formative dialogue that could result in
sophisticated evidence-based argument structures. On the other hand, students could use this feature to
try to game the system. Moreover, EI-OSM uses different weights to assign strength values to
conflicting assessment claims based on the evidence parameters of each piece of supporting evidence
available. This evidence-based approach changes the nature of the problem from modeling how good
the student is at self-assessing his or her KSAs, to what kinds of supporting evidence he/she can
provide to strengthen the assessment claim.  Assessing pieces of evidence and linking them to
assessment claims is a problem we have investigated for a while using ECD. Modeling the evolution
of assessment-based argument structures is a related problem that we can tackle by extending ECD
principles and models.

While exploring the Proficiency Map, several teachers mentioned the idea of defining learning
paths, grouping students, and using student model information to inform instructional strategies.
Teachers were interested in using the Proficiency Map for formative purposes. Teachers also liked the
idea of providing adaptive feedback, tasks and instructional objects based on the student model. EI-
OSM can be used to link assessment information from formative and summative assessments. For
example, assessment results and tasks from standardized tests can be used as part of an integrated
assessment based learning environment, as presented in the AR approach. This is an interesting path
that we are actively pursuing. An Assessment Based Learning Environment for English grammar
(English ABLE) that makes use of enhanced TOEFL® tasks and was built based on ECD principles
has already been used with real students (Zapata-Rivera et al., 2007).

EI-OSM is still in a development phase. We are in the process of adding new features to the
system based on teachers' recommendations. Although based on initial feedback gathered we think
that the approach presented in EI-OSM is feasible and promising, more studies are needed to clearly
establish the benefits of this approach (e.g. studies involving students and parents). Some limitations
of the current study include: (a) the teachers interacted with a version of the system that was limited to
some hypothetical scenarios, (b) the number of teacher participants was relatively small, and (c) due to
the informal nature of the interview some of the findings could not be easily quantified. We now
present related research on evidence-based OSM.

RELATED WORK

Researchers have explored different approaches for involving the learner in diagnosis (e.g. Paiva &
Self, 1995; Kay, 1999; Bull, 1997; Dimitrova, 2001; Zapata-Rivera, 2003). Each approach implements
a different form of interaction with the student model and makes use of different modeling and



reasoning techniques to represent students' and systems' beliefs and to resolve any conflicts that may
arise from maintaining various views of the student model.

The student model server in TAGUS (Paiva & Self, 1995), for example, maintains the student's
and the system's beliefs as Prolog clauses and uses belief revision techniques and a trust function to
resolve possible conflicts.

e-KERMIT's (Hartley & Mitrovic, 2002) constraint-based student model is presented to the user
in the form of domain categories that are selected based on their pedagogic importance.  Students can
also inspect a detailed hierarchical view of the student model. However, e-KERMIT does not support
either direct modification of the contents of the student model by students or negotiation of the student
model between teachers and students.

UM (Kay, 1999) maintains private and shared views of the user's and the system's beliefs. Each
piece of evidence gets assigned a relative reliability value based on how the evidence was produced
(e.g. direct, inferred), its source and date. Evidence parameters are used for reasoning about evidence,
generating explanations, and resolving conflicts. The latter is implemented using Resolver modules
that decide on the truth value of user model components by taking into account the type of each piece
of evidence (i.e. given, observed, rules, and stereotype) and the time they were acquired. Thus,
Resolvers act as plug-in components that can be used to model and reconcile a variety of conflicts
involving various sources of evidence (e.g. student self-assessment of not knowing a concept vs.
knowing it - Kay (1995)). It is at the end of the reconciling process that if two or more pieces of
evidence happen to have the same reliability value, the most recent one is used by the Resolver.  Kay
and Lum (2005) describe the Scrutable Interface Viewer (SIV) that can integrate evidence from
several sources using a weighting scheme. Weights are defined in relation to a "Standard Student" that
performs at the highest level and completes all the assigned activities. Teaching assistants used SIV to
explore various student models. Teaching assistants could compare students by looking at their student
models. They also understood how various pieces of evidence were used to establish the student's
knowledge levels. It is not clear, however, whether teaching assistants could add/remove pieces of
evidence, influence the weighting scheme, or negotiate the contents of the student model with
students. EI-OSM explores some of these issues. EI-OSM offers an approach aimed at facilitating
teacher interaction with argument-based OSM. We have paid particular attention to how teachers
perceive this environment and its potential to be integrated into their classrooms.

Mr. Collins (Bull & Pain, 1995) also supports student model negotiation between the student and
the system by using a menu-based dialogue interaction. Negotiation mechanisms in Mr. Collins are
developed based on Baker's negotiated tutoring approach (Baker 1990, 1994). The student and the
system determine their confidence values (i.e. very sure, almost sure, unsure, very unsure) regarding
the student's knowledge of a particular grammatical structure. The system uses information from the
student's past five attempts at solving a task to determine its confidence value. If the student disagrees
with the system's confidence value, he/she can try to change the system's confidence value ("justify
myself") by answering an additional question. The student is offered a compromise (average of
confidence values) without having to demonstrate his/her knowledge.

EI-OSM makes use of evidence-based argument structures to organize and integrate pieces of
evidence. Alternative explanations or alternative claims gain strength as more evidence is available.
These pieces of evidence can come from various sources. Teachers decide what pieces of evidence are
acceptable. When the strength of an alternative claim surpasses the strength of the current assessment
claim, it becomes the new assessment claim and its evidence is propagated throughout the Bayesian
structure that supports the student model.



xOLM (Van Labeke, Brna & Morales, 2007) also implements an argument-based approach to
interacting with open student models that is inspired by Toulmin's argument structure. However,
xOLM's probabilistic student model includes cognitive, motivational and affective factors of the
student and it is implemented using a variation of Dempster-Shafer Theory (Shafer, 1976).  xOLM
complements the graphical argument representation with natural language dialogue based on dialogue
moves. This feature is used to facilitate human interaction with the model and at the same time serves
as a log of the student's interactions with the system. In its current implementation, the student can
challenge the system's claim by stating his/her proficiency and confidence levels, and providing an
estimate of how strongly he/she believes the system to be right. EI-OSM also distinguishes from
xOLM by the way evidence is handled (i.e. ECD and Schum's evidence based arguments) and by the
central role that teachers play in this approach.

CONCLUSIONS AND FUTURE WORK

We have presented an evidence-based approach to interacting with open student models (EI-OSM).
EI-OSM supports the refinement of assessment claims by using interactive, evidence-based argument
structures that clearly show how evidence is used to support particular assessment claims. We have
shown how evidence parameters (e.g. relevance and credibility) can be used to determine the
"strength" of a particular assessment claim.

EI-OSM implements the Active Reports (AR) approach to opening ECD-based models, which
makes evidence from existing summative and formative assessment available to teachers, students and
parents as part of an assessment-based learning environment (MIM). EI-OSM also extends ECD to
include assessment claims and supporting evidence originating from teachers, students and parents.

The evaluation results suggest that teachers understand the potential of EI-OSM for improving
evidence-based communication and continuous, collaborative assessment. They valued evidence and
were conscious of the need for valid and reliable sources of assessment evidence before making any
claims regarding student performance and making any instructional decisions. Teachers wanted
control over a system that can perform most tasks autonomously.

By creating, refining, and responding to evidence-based arguments, teachers, students, and
parents are intended to become active participants within a new interactive assessment process in
which evidentiary argument provides a basic language that unifies sources of assessment information.
We think that evolution of evidence-based argument structures in EI-OSM offers an appropriate
environment for developing tools aimed at enhancing student reflection and critical thinking skills.
Open evidence-based argument structures serve as communication tools by clearly organizing and
presenting assessment information used by teachers, students and parents.

EI-OSM represents an initial step toward implementing advanced interactive assessment
environments that can be used in schools to enhance student learning and communication based on
assessment information. Although our initial results with teachers are promising, we still need to study
how students and parents react to this asymmetrical OSM approach in which teachers can override
evidence from other sources. Thus we plan to conduct usability studies exploring how students and
parents react to this instantiation of EI-OSM. We are also interested in exploring the effects of EI-
OSM in relation to sustaining student motivation. Examining EI-OSM in a classroom environment
will help us to determine the range of EI-OSM effects beyond the facilitation of evidence-based
communication and the support of student learning (e.g. teachers' perceptions of students' capabilities



may be enhanced).  We are currently developing graphical interfaces for students and parents. New
versions of the system will be used in future studies. We would like to continue exploring this line of
research keeping in mind the various constraints inherent in real educational settings.
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APPENDIX 1: EI-OSM QUESTIONNAIRE

Scenario 1: Exploring assessment claims and supporting evidence

1a. Exploring Clarissa's Proficiency Map (1)

Proficiency Map interface before selecting CalculateSlopefromPoints (see Figure 6)

1. What are the concepts that need more attention?
2. How would you use the proficiency map (e.g. explore red ones first, specific vs. general)?

Exploring Clarissa's Proficiency Map (2)

Proficiency Map interface after selecting CalculateSlopefromPoints (see Figure 6)

1. Would you choose a different proficiency? Why?
2. Would you rather explore several proficiencies before examining one in more detail?

1b. Assessment Claims and Supporting Evidence

Evidence Viewer interface (see Figures 7 and 8)

1. Is this interface useful? Is the information provided useful?
2. Based on these pieces of evidence what actions would you take? Some examples include:
o Talk to Clarissa about these tasks
o Choose different tasks and assign them to Clarissa (using the computer)
o Show Clarissa an annotated example
o Other : ____________________________
3. Do you think that teachers would like a tool like this, one that provides evidence and

examples?
4. Do you think teachers would be willing to use this tool (e.g. teacher available time vs. helping

students move ahead using evidence from EI-OSM)?
5. What strategies would you apply to make it work in real settings (e.g. classrooms)?
o Receive an email message (a warning) regarding Clarissa's progress
o Receive an email message when more than one student is experiencing similar problems
o Ask a teaching assistant to help you review particular cases
o Other:
6. How do you imagine teachers would use this tool (e.g. placement readiness, diagnostic

purposes, summative purposes, practice keeping learning on track)?

Scenario 2: Exploring assessment claims and supporting evidence - Listening to
Clarissa

Clarissa's Alternative Explanation

Evidence Viewer interface. No supporting evidence (see Figure 9)

1. Would you take into account Clarissa's alternative explanation (no supporting evidence)?
2. What kind of supporting evidence would you need to take Clarissa's claim into account?
3. How would you assign strength to Clarissa's claim?



Clarissa's Supporting Evidence

Evidence Viewer interface. Supporting evidence (see Figures 10)

1. Would you take into account Clarissa's new pieces of evidence?
2. How would you use this information to update Clarissa's assessment?
3. What do you consider is the role of the student in this assessment process?
4. What would be your role as a teacher?
5. How would you update the strength of Clarissa's claim?

Scenario 3: Assigning Credibility and Relevance Values and Providing Adaptive
Feedback

Adding Supporting Evidence and Assigning Credibility and Relevance Values (1)

Credibility and Relevance interface (see Figure 11)

1. How would you assign credibility and relevance values (e.g. classroom activity 2.1 is highly
credible but its relevance varies according to the skill used)?

2. Would you accept other sources of evidence (e.g. less credible pieces of supporting evidence
such as unsupported student testimonies)?

3. How should relevance and credibility values be combined in a single strength value (one
source and multiple sources of evidence)?

Credibility and Relevance interfaces (see Figures 13a, 13b, and 13c)

1. Which interface do you prefer? Why?

Providing Adaptive Feedback

Adaptive Feedback interface (see Figure 12)

1. Would you like to tell the system what to do in particular cases (adding rules to the system so
it can help you assign activities automatically)?

2. What kind of feedback would you give to students who are using EI-OSM?


